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Dedica t ion

The wealth of information contained in this textbook
represents the culmination of innumerable small suc-
cesses that emerged from the ceaseless pursuit of new
knowledge by countless experimental pathologists
working around the world on all aspects of human
disease. Their ingenuity and hard work have dramati-
cally advanced the field of molecular pathology over
time and in particular in the last two decades. This
book is a tribute to the dedication, diligence, and
perseverance of the individuals who have contributed
to the advancement of our understanding of the
molecular basis of human disease, especially the grad-
uate students, laboratory technicians, and postdoc-
toral fellows, whose efforts are so frequently taken
for granted, whose accomplishments are so often
unrecognized, and whose contributions are so quickly
forgotten.

Molecular Pathology: The Molecular Basis of Human
Disease is dedicated to the memory of two bright,
resourceful, hard-working, young molecular patholo-
gists who were taken from life at an early age:
Dr. Rhonda Simper Ronan (who passed away on Sep-
tember 3, 2007) and Dr. Sharon Ricketts Betz (who
passed away on July 24, 2008). Both Rhonda and
Sharon were accomplished experimental pathologists
that were on their way to promising careers in molecu-
lar pathology. They were dear friends and cherished
colleagues to many people at their respective institu-
tions. We share the sadness of their families, friends,
and colleagues. This book is dedicated to their courage
and example, and to the inspiration that they provide.

Their memory will forever remind us that there is too
much work left to be done for us to rest on our
accomplishments.

We also dedicate Molecular Pathology: The Molecular
Basis of Human Disease to the many people that have
played crucial roles in our successes. We thank our
many scientific colleagues, past and present, for their
camaraderie, collegiality, and support. We especially
thank our scientific mentors for their example of
research excellence. We are truly thankful for the pos-
itive working relationships and friendships that we
have with our faculty colleagues. We also thank our
students for teaching us more than we may have
taught them. We thank our parents for believing in
higher education, for encouragement through the
years, and for helping our dreams into reality. We
thank our brothers and sisters, and extended families,
for the many years of love, friendship, and tolerance.
We thank our wives, Monty and Nancy, for their
unqualified love, unselfish support of our endeavors,
understanding of our work ethic, and appreciation
for what we do. Lastly, we give a special thanks to our
children, Tess, Sophie, Pete, and Zoe, for providing
an unwavering bright spot in our lives, for their unbri-
dled enthusiasm and boundless energy, for giving us
a million reasons to take an occasional day off from
work just to have fun.

William B. Coleman
Gregory J. Tsongalis
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Université, Libre de Bruxelles, Brussels, Belgium

David O. Beenhouwer, M.D.
Department of Medicine, David Geffen School of Medicine
at University of California, and Division of Infectious
Diseases, Veterans Affairs Greater Los Angeles Healthcare
System, Los Angeles, CA

Jaideep Behari, M.D., Ph.D.
Department of Medicine, Division of Gastroenterology,
Hepatology, and Nutrition, University of Pittsburgh School of
Medicine, Pittsburgh, PA, USA

Maria Berdasco, M.D.
Cancer Epigenetics and Biology Program, Catalan Institute
of Oncology, Barcelona, Catalonia, Spain

Carlise R. Bethel, Ph.D.
Sidney Kimmel Comprehensive Cancer Center, Department
of Pathology, and the Brady Urological Research Institute,
Johns Hopkins University School of Medicine, Baltimore,
MD, USA

Joseph R. Biggs, Ph.D.
Departments of Pathology and Biological Sciences,
University of California, San Diego, La Jolla, CA, USA

Grant C. Bullock, M.D., Ph.D.
Department of Pathology, University of Virginia Health
System, Charlottesville, VA, USA

Sheldon M. Campbell, M.D., Ph.D., F.C.A.P.
Department of Laboratory Medicine, Yale University School
of Medicine Pathology and Laboratory Medicine, VA
Connecticut Healthcare System, West Haven, CT, USA

Wai-Yee Chan, Ph.D.
Laboratory of Clinical Genomics, National Institute of Child
Health and Human Development, NIH, Bethesda, MD, and
Departments of Pediatrics, Biochemistry & Molecular
Biology, Georgetown University School of Medicine,
Washington, D.C., USA

William B. Coleman, Ph.D.
Professor and Director of Graduate Studies,
Department of Pathology and Laboratory Medicine,

Curriculum in Toxicology, Program in Translational
Medicine, UNC Lineberger Comprehensive Cancer Center,
University of North Carolina School of Medicine,
Chapel Hill, NC, USA

Angelo M. De Marzo, M.D., Ph.D.
Sidney Kimmel Comprehensive Cancer Center, Department
of Pathology, and the Brady Urological Research Institute,
Johns Hopkins University School of Medicine, Baltimore,
MD, USA

Phuong Dinh, M.D.
Translational Research Unit, Jules Bordet Institute
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Berlin, Berlin, Germany

Nigel S. Key, M.D.
Department of Medicine, University of North Carolina
School of Medicine, Chapel Hill, NC, USA

Hong Kee Lee, Ph.D.
Department of Pathology, Dartmouth Medical School,
Dartmouth Hitchcock Medical Center and Norris Cotton
Cancer Center, Lebanon, NH, USA

Joel A. Lefferts, Ph.D.
Department of Pathology, Dartmouth Medical School,
Dartmouth Hitchcock Medical Center and Norris Cotton
Cancer Center, Lebanon, NH, USA

John J. Lemasters, M.D., Ph.D.
Center for Cell Death, Injury and Regeneration,
Departments of Pharmaceutical & Biomedical Sciences and
Biochemistry & Molecular Biology, Medical University of
South Carolina, Charleston, SC, USA

Markus M. Lerch, M.D
Department of Internal Medicine A, Ernst-Moritz-Arndt-
Universität Greifswald, Greifswald, Germany

Lance Liotta, Ph.D.
George Mason University, Center for Applied Proteomics
and Molecular Medicine, Manassas, VA, USA

Amber Chang Liu, M.Sc.
Department of Pathology, Toronto General Research
Institute, University Health Network, Department of
Laboratory Medicine and Pathobiology, University of
Toronto, Toronto, Ontario, Canada

Karen Lu, M.D.
Department of Gynecologic Oncology, University of Texas
M.D. Anderson Cancer Center, Houston, TX, USA

Nicholas W. Lukacs, Ph.D.
Professor of Pathology, Director Molecular and Cellular
Pathology Graduate Program University of Michigan Medical
School, Ann Arbor, MI, USA

Alice Ma, M.D.
Department of Medicine, University of North Carolina
School of Medicine, Chapel Hill, NC, USA

Arlene Martin, M.D.
Department of Pediatrics, Georgetown University School of
Medicine, Washington, DC, USA

Malcolm M. Martin, M.D.
Department of Pediatrics, Georgetown University School of
Medicine, Washington, DC, USA

Julia Mayerle
Department of Internal Medicine A, Ernst-Moritz-Arndt-
Universität Greifswald, Greifswald, Germany

John A. McGrath, M.D. FRCP
Genetic Skin Disease Group, St John’s Institute of
Dermatology, King’s College London, Guy’s Campus,
London, UK

Kara A. Mensink, M.S.
Molecular Genetics Laboratory, Department of Laboratory
Medicine and Pathology, Mayo Clinic, Rochester, MN, USA

Samuel Chi-ho Mok, Ph.D.
Department of Gynecologic Oncology, University of Texas,
M.D. Anderson Cancer Center, Houston, TX, USA

Satdarshan (Paul) Singh Monga, M.D.
Director-Division of Experimental Pathology, Associate
Professor of Pathology and Medicine, University of
Pittsburgh, School of Medicine Pittsburgh, PA, USA

Thomas J. Montine, M.D., Ph.D.
Division of Neuropathology, Department of Pathology,
University of Washington, Harborview Medical center,
Seattle, WA, USA

Jason H. Moore, Ph.D.
Computational Genetics Laboratory, Norris-Cotton Cancer
Center, Departments of Genetics and Community and
Family Medicine, Dartmouth Medical School, Lebanon, NH
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Pre face

Pathology is the study of disease. The field of pathology
emerged from the application of the scientific method
to the study of human disease. Thus, pathology as a
discipline represents the complimentary intersection
of medicine and basic science. Early pathologists were
typically practicing physicians who described the vari-
ous diseases that they treated and made observations
related to factors that contributed to the development
of these diseases. The description of disease evolved
over time from gross observation to microscopic ins-
pection of diseased tissues based upon the light micro-
scope, and more recently to the ultrastructural analysis
of disease with the advent of the electron microscope.
As hospital-based and community-based registries of
disease emerged, the ability of investigators to identify
factors that cause disease and assign risk to specific
types of exposures expanded to increase our knowl-
edge of the epidemiology of disease. While descriptive
pathology can be dated to the earliest written histories
of medicine and the modern practice of diagnostic
pathology dates back perhaps 200 years, the elucidation
of mechanisms of disease and linkage of disease patho-
genesis to specific causative factors emerged more
recently from studies in experimental pathology. The
field of experimental pathology embodies the concep-
tual foundation of early pathology – the application of
the scientific method to the study of disease – and
applies modern investigational tools of cell and molec-
ular biology to advanced animal model systems and
studies of human subjects. Whereas the molecular era
of biological science began over 50 years ago, recent
advances in our knowledge of molecular mechanisms
of disease have propelled the field of molecular pathol-
ogy. These advances were facilitated by significant
improvements and new developments associated with
the techniques and methodologies available to pose
questions related to the molecular biology of normal
and diseased states affecting cells, tissues, and organ-
isms. Today, molecular pathology encompasses the
investigation of the molecular mechanisms of disease
and interfaces with translational medicine where new
basic science discoveries form the basis for the develop-
ment of new strategies for disease prevention, new ther-
apeutic approaches and targeted therapies for the
treatment of disease, and new diagnostic tools for
disease diagnosis and prognostication.

With the remarkable pace of scientific discovery in
the field of molecular pathology, basic scientists, clini-
cal scientists, and physicians have a need for a source

of information on the current state-of-the-art of our
understanding of the molecular basis of human disease.
More importantly, the complete and effective training
of today’s graduate students, medical students, postdoc-
toral fellows, and others, for careers related to the inves-
tigation and treatment of human disease requires
textbooks that have been designed to reflect our
current knowledge of the molecular mechanisms of dis-
ease pathogenesis, as well as emerging concepts related
to translational medicine. Most pathology textbooks
provide information related to diseases and disease pro-
cesses from the perspective of description (what does it
look like and what are its characteristics), risk factors,
disease-causing agents, and to some extent, cellular
mechanisms. However, most of these textbooks lack
in-depth coverage of the molecular mechanisms of dis-
ease. The reason for this is primarily historical – most
major forms of disease have been known for a long
time, but the molecular basis of these diseases are not
always known or have been elucidated only very
recently. However, with rapid progress over time and
improved understanding of the molecular basis of
human disease the need emerged for new textbooks
on the topic of molecular pathology, where molecular
mechanisms represent the focus.

In this volume on Molecular Pathology: The Molecular
Basis of Human Disease we have assembled a group of
experts to discuss the molecular basis and mechanisms
of major human diseases and disease processes, pre-
sented in the context of traditional pathology, with
implications for translational molecular medicine.
This volume is intended to serve as a multi-use text-
book that would be appropriate as a classroom teach-
ing tool for medical students, biomedical graduate
students, allied health students, and others (such as
advanced undergraduates). Further, this textbook will
be valuable for pathology residents and other postdoc-
toral fellows that desire to advance their understand-
ing of molecular mechanisms of disease beyond what
they learned in medical/graduate school. In addition,
this textbook is useful as a reference book for
practicing basic scientists and physician scientists that
perform disease-related basic science and translational
research, who require a ready information resource on
the molecular basis of various human diseases and dis-
ease states. To be sure, our understanding of the many
causes and molecular mechanisms that govern the
development of human diseases is far from complete.
Nevertheless, the amount of information related to
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these molecular mechanisms has increased tremen-
dously in recent years and areas of thematic and con-
ceptual consensus have emerged. We have made an
effort to integrate accepted principles with broader
theoretical concepts in an attempt to present a current
and comprehensive view of the molecular basis of
human disease. We hope that Molecular Pathology: The
Molecular Basis of Human Disease will accomplish its
purpose of providing students and researchers with
in-depth coverage of the molecular basis of major

human diseases in the context of traditional pathology
so as to stimulate new research aimed at furthering our
understanding of these molecular mechanisms of
human disease and advancing the theory and practice
of molecular medicine.

William B. Coleman
Gregory J. Tsongalis
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Foreword

Traditionally, pathologists were involved in clinical
practice as physicians trained in the diagnosis of human
disease using morphologic and clinical laboratory tech-
niques. Pathologists also serve as consultants to other
clinicians and as teachers for medical students, allied
health students, graduate students, residents, and fel-
lows. Recent advances in basic sciences, including cell
biology, genetics, and molecular biology, have opened
up a new era of research in pathology that is being
applied to the practice of molecular pathology.

The recent development of powerful new tools for
quantitative imaging and molecular analysis of human
tissue, in combination with traditional morphological,
clinical, and radiologic imaging, has enabled the prac-
tice of molecular pathology. Quantitative imagining
techniques have been developed that allow multipa-
rameter imaging of single cells in three-dimensional
tissues (confocal scanning laser microscopy) or in tis-
sue sections or cytological preparations (laser scanning
cytometry). With laser capture microdissection, it is
possible to precisely identify and collect individual cell
populations for subsequent molecular and proteomic
analyses. New microarray technologies, coupled with
molecular genetics, allow comprehensive analysis of
genetic and chromosomal alterations in normal and
diseased cells and tissues. At the same time, new trans-
genic models of human disease using conditional,
tissue-specific gene targeting are increasingly impor-
tant in identifying early steps in the pathogenesis of
disease and in assessing novel approaches for disease
prevention, intervention, and therapy. Pathologists
play a key role in interpretation of anatomic changes
in transgenic animals and in correlating these changes
with human disease.

These scientific and technological advances have
developed rapidly over the past two decades leading
to significant advances in understanding the molecular
and genetic mechanisms of human disease. These
basic research advances are now being translated
into novel approaches for the prevention, diagnosis,
and treatment of major human diseases including

cardiovascular disease, hereditary and metabolic dis-
eases, and cancer. This new textbook bridges tradi-
tional morphologic and clinical pathology and the
emerging discipline of molecular pathology. The read-
ers of this textbook written for medical students, grad-
uate students in biomedical research, allied health
professionals, residents, and fellows will experience
the excitement of these recent scientific and techno-
logical advances in modern pathology. A unique fea-
ture of this textbook is integration of molecular and
genetic pathology with traditional clinical and patho-
logic descriptions of human disease using a “systems
biology” approach. The concept of “molecular patho-
genesis” of disease is illustrated with selected diseases
to demonstrate how perturbations in molecular
pathways contribute to the evolution of disease from
normal cells and tissues. This textbook provides a basic
foundation in mechanisms of disease, molecular and
genetic pathology, and the systems biology approach
to disease pathogenesis integrated with morphologic
manifestations of human disease. Current and future
strategies in molecular diagnosis of human disease
are described and placed in the context of morpho-
logical and clinical laboratory diagnosis. The impact
of molecular diagnosis on treatment decisions and
the practice of personalized medicine conclude this
textbook with the ultimate vision of translation of
basic research in molecular and genetic pathology
to clinical practice. This textbook provides a valua-
ble resource for students, biomedical researchers,
and physician-scientists who will be working together
in interdisciplinary research teams to achieve this
vision and embark on the future practice of molecular
medicine.

Agnes B. Kane, M.D., Ph.D.
Professor and Chair
Department of Pathology and Laboratory Medicine
Director, NIEHS Training Program in Environmental
Pathology, The Warren Alpert Medical School of
Brown University
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Molecular Mechanisms of
Cell Death

John J. Lemasters

INTRODUCTION

A common theme in disease is death of cells. In dis-
eases ranging from stroke to congestive heart disease
to alcoholic cirrhosis of the liver, death of individual
cells leads to irreversible functional loss in whole
organs and ultimately mortality. For such diseases, pre-
vention of cell death becomes a basic therapeutic goal.
By contrast in neoplasia, the purpose of chemotherapy
is to kill proliferating cancer cells. For either therapeu-
tic goal, understanding the mechanisms of cell death
becomes paramount.

MODES OF CELL DEATH

Although many stresses and stimuli cause cell death,
the mode of cell death typically follows one of two pat-
terns. The first is necrosis, a pathological term referring
to areas of dead cells within a tissue or organ. Necrosis
is typically the result of an acute and usually profound
metabolic disruption, such as ischemia/reperfusion
and severe toxicant-induced damage. Since necrosis as
observed in tissue sections is an outcome rather than
a process, the term oncosis has been introduced to
describe the process leading to necrotic cell death
[1,2], but the term has yet to be widely adopted in the
experimental literature. Here, the terms oncosis, onco-
tic necrosis, and necrotic cell death will be used synon-
ymously to refer both to the outcome of cell death and
the pathogenic events precipitating cell killing.

The second pattern is programmed cell death, most
commonly manifested as apoptosis, a term derived
from an ancient Greek word for the falling of leaves
in the autumn. In apoptosis, specific stimuli initiate
execution of well-defined pathways leading to orderly
resorption of individual cells with minimal leakage of
cellular components into the extracellular space and
little inflammation [3,4]. Whereas necrotic cell death
occurs with abrupt onset after adenosine triphosphate

(ATP) depletion, apoptosis may take hours to go to
completion and is an ATP-requiring process without
a clearly distinguished point of no return. Although
apoptosis and necrosis were initially considered sepa-
rate and independent phenomena, an alternate view
is emerging that apoptosis and necrosis can share initi-
ating factors and signaling pathways to become
extremes on a phenotypic continuum of necrapoptosis
or aponecrosis [5–7].

STRUCTURAL FEATURES OF NECROSIS

AND APOPTOSIS

Oncotic Necrosis

Cellular changes leading up to onset of necrotic cell
death include formation of plasma membrane protru-
sions called blebs, mitochondrial swelling, dilatation
of cisternae of the endoplasmic reticulum (ER) and
nuclear membranes, dissociation of polysomes, and
cellular swelling leading to rupture with release of
intracellular contents (Table 1.1, Figure 1.1). After
necrotic cell death, characteristic histological features
of loss of cellular architecture, vacuolization, karyolysis,
and increased eosinophilia soon become evident
(Figure 1.2). Cell lysis evokes an inflammatory response,
attracting neutrophils and monocytes to the dead tissue
to dispose of the necrotic debris by phagocytosis and
defend against infection (Figure 1.3). In organs like
heart and brain with little regenerative capacity, healing
occurs with scar formation, namely replacement of
necrotic regions with fibroblasts and collagen, as well
as other connective tissue components. In organs like
the liver that have robust regenerative capacity, cell pro-
liferation can replace areas of necrosis with completely
normal tissue within a few days. The healed liver tissue
shows with little or no residua of the necrotic event,
but if regeneration fails, collagen deposition and fibro-
sis will occur instead to cause cirrhosis.
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Apoptosis

Unlike necrosis, which usually represents an accidental
event in response to an imposed unphysiological
stress, apoptosis is a process of physiological cell
deletion that has an opposite role to mitosis in the reg-
ulation of cell populations. In apoptosis, cell death
occurs with little release of intracellular contents,

inflammation, and scar formation. Individual cells
undergoing apoptosis separate from their neighbors
and shrink rather than swell. Distinctive nuclear and
cytoplasmic changes also occur, including chromatin
condensation, nuclear lobulation and fragmentation,
formation of numerous small cell surface blebs (zeiotic
blebbing), and shedding of these blebs as apoptotic
bodies that are phagocytosed by adjacent cells and
macrophages for lysosomal degradation (Table 1.1,
Figure 1.3). Characteristic biochemical changes also
occur, typically activation of a cascade of cysteine-
aspartate proteases, called caspases, leakage of
proapoptotic proteins like cytochrome c from mito-
chondria into the cytosol, internucleosomal deoxyribo-
nucleic acid (DNA) degradation, degradation of poly
(ADP-ribose) polymerase (PARP), and movement of
phosphatidyl serine to the exterior leaflet of the plas-
malemmal lipid bilayer. Thus, apoptosis manifests a
very different pattern of cell death than oncotic necro-
sis (Table 1.1, Figure 1.3).

Figure 1.1 Electron microscopy of oncotic necrosis to
a rat hepatic sinusoidal endothelial cell after ischemia/
reperfusion. Note cell rounding, mitochondrial swelling
(arrows), rarefaction of cytosol, dilatation of the ER and the
space between the nuclear membranes (*), chromatin con-
densation, and discontinuities in the plasma membrane. Bar
is 2 µm.

Figure 1.2 Histology of necrosis after hepatic ischemia/
reperfusion in a mouse. Note increased eosinophilia, loss
of cellular architecture, and nuclear pyknosis and karyolysis.
Bar is 50 µm.

Table 1.1 Comparison of Necrosis and Apoptosis

Necrosis Apoptosis

Accidental cell death
Contiguous regions of cells
Cell swelling
Plasmalemmal blebs without organelles
Small chromatin aggregates
Random DNA degradation
Cell lysis with release of intracellular contents
Inflammation and scarring
Mitochondrial swelling and dysfunction
Phospholipase and protease activation
ATP depletion and metabolic disruption
Cell death precipitated by plasma membrane rupture

Controlled cell deletion
Single cells separating from neighbors
Cell shrinkage
Zeiotic blebs containing large organelles
Nuclear condensation and lobulation
Internucleosomal DNA degradation
Fragmentation into apoptotic bodies
Absence of inflammation and scarring
Mitochondrial permeabilization
Caspase activation
ATP and protein synthesis sustained
Intact plasma membrane

Part I Essential Pathology — Mechanisms of Disease
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CELLULAR AND MOLECULAR

MECHANISMS UNDERLYING

NECROTIC CELL DEATH

Metastable State Preceding Necrotic
Cell Death

Cellular events culminating in necrotic cell death are
somewhat variable from one cell type to another,
but certain events occur regularly. As implied by the
term oncosis, cellular swelling is a prominent feature
of oncotic necrosis [1,8]. In many cell types, swelling
of 30–50% occurs early after ATP depletion associated
with formation of blebs on the cell surface (Figure 1.4)
[9,10]. These blebs contain cytosol and ER but exclude
larger organelles likemitochondria and lysosomes. Bleb
formation is likely due to cytoskeletal alterations after
ATP depletion, whereas swelling arises from disruption
of cellular ion transport [11,12].Mitochondrial swelling
and dilatation of cisternae of ER and nuclear mem-
branes accompany bleb formation (see Figure 1.1).

After longer times, a metastable state develops, which
is characterized by mitochondrial depolarization, lyso-
somal breakdown, bidirectional leakiness of the plasma
membrane to organic anions (but not cations), intracel-
lular Ca2þ and pH dysregulation, and accelerated bleb
formation with more rapid swelling [13–16]. The meta-
stable state lasts only a few minutes and culminates
in rupture of a plasma membrane bleb (Figure 1.4)
[14–16]. Bleb rupture leads to loss of metabolic inter-
mediates such as those that reduce tetrazolium dyes,
leakage of cytosolic enzymes like lactate dehydrogenase,
uptake of dyes like trypan blue, and collapse of all
electrical and ion gradients across the membrane. This
all-or-nothing breakdown of the plasma membrane
permeability barrier is long-lasting, irreversible, and
incompatible with continued life of the cell.

Some work suggests that opening of a nonspecific
anion channel in the plasma membrane initiates the
metastable state [17,18]. Although potassium and
sodium channels open early after metabolic disrup-
tion, cellular impermeability to chloride limits the

Figure 1.3 Scheme of necrosis and apoptosis. In oncotic necrosis, swelling leads to bleb rupture and release of intracel-
lular constituents which attract macrophages that clear the necrotic debris by phagocytosis. In apoptosis, cells shrink and form
small zeiotic blebs that are shed as membrane-bound apoptotic bodies. Apoptotic bodies are phagocytosed by macrophages
and adjacent cells. Adapted with permission from [2].

Chapter 1 Molecular Mechanisms of Cell Death
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rate of swelling. At onset of the metastable state, a rel-
atively nonspecific chloride-conducting anion channel
appears to open, permitting electroneutral uptake of
electrolytes (principally sodium and chloride) and
initiating rapid swelling driven by colloid osmotic
(oncotic) forces (Figure 1.5). Rapid swelling continues
until one of the plasma membrane blebs ruptures.

Bleb rupture is the final irreversible event precipitat-
ing cell death, since removal of the instigating stress
(e.g., reoxygenation of anoxic cells) leads to cell recov-
ery prior to bleb rupture but not afterwards [15]. Gly-
cine and the glycine receptor antagonist strychnine
protect against necrotic cell killing. Protection is asso-
ciated with inhibition of this anion death channel

Figure 1.4 Bleb rupture at onset of necrotic cell death. After metabolic inhibition with cyanide and iodoacetate, inhibitors
of respiration and glycolysis, respectively, a surface bleb of the cultured rat hepatocyte on the right has just burst. Note the
discontinuity of the plasma membrane surface in the scanning electron micrograph. The hepatocyte on the left is also blebbed,
but the plasma membrane is still intact, and viability has not yet been lost. Bar is 5 mm. Adapted with permission from [16].

Figure 1.5 Plasma membrane permeabilization leading to necrotic cell death. Early after hypoxia and other metabolic
stresses, ATP depletion leads to inhibition of the Na,K-ATPase and opening of monovalent cation channels causing cation
gradients (Naþ and Kþ) to collapse. Swelling is limited by impermeability to anions. Later, glycine and strychnine-sensitive
anion channels open to initiate anion entry and accelerate bleb formation and swelling. Swelling continues until a bleb rup-
tures. With abrupt and complete loss of the plasma membrane permeability barrier, viability is lost. Supravital dyes like trypan
blue and propidium iodide enter the cell to stain the nucleus, and cytosolic enzymes like lactate dehydrogenase (LDH) leak
out. With permission from [209].
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and suppression of swelling in the metastable state.
Glycine protection occurs without restoration of ATP
or prevention of other metabolic derangements
[12,18–21]. The glycine-gated chloride channel (GlyR)
appears responsible for glycine cytoprotection, since
glycine is not cytoprotective in cells not expressing
the GlyRa1 subunit, and since GlyRa1 confers glycine
cytoprotection in such cells [22].

Mitochondrial Dysfunction and ATP
Depletion

Ischemia as occurs in strokes and heart attacks is
perhaps the most common cause of necrotic cell kill-
ing [8]. In ischemia, oxygen deprivation prevents
ATP formation by mitochondrial oxidative phosphory-
lation, a process providing up to 95% of ATP utilized
by highly aerobic tissues [23]. The role of mitochon-
drial dysfunction in necrotic killing can be assessed
experimentally by the ability of glycolytic substrates to
rescue cells from lethal cell injury (Figure 1.6) [24].
As an alternative source of ATP, glycolysis partially
replaces ATP production lost after mitochondrial dys-
function. Maintenance of as little as 15% or 20% of
normal ATP then rescues cells from necrotic death.
Glucose and glycogen are prototypic glycolytic sub-
strates that delay or prevent anoxic cell killing in most
cell types. However, an important function of the liver
is to maintain blood glucose levels constant, and

hepatocytes do not consume glucose even during
anoxia. For hepatocytes, fructose is a much better gly-
colytic substrate, and fructose but not glucose prevents
loss of viability of hepatocytes during anoxia, respira-
tory inhibition, and inhibition of the mitochondrial
ATP synthase [25,26].

In aerobic cells, exogenous glucose and fructose
at high concentrations cause intracellular ATP to
decrease because of ATP consumption by hexokinase
and fructokinase, the first enzymes in the glycolytic
metabolism of the respective two hexoses. As glucose-
6-phosphate and other sugar phosphates accumulate,
intracellular inorganic phosphate (Pi) also decreases
[27]. In fructose-treated livers, decreased ATP has
been interpreted as evidence of toxicity, but decreased
Pi offsets the decline of ATP such that fructose-treated
hepatocytes and livers maintain their ATP/ADP�Pi
ratio (phosphorylation potential). Phosphorylation
potental, rather than ATP concentration, ATP/ADP
ratio or energy charge (defined as ([ATP]þ1

2= [ADP])/
([ATP]þ[ADP]þ[AMP])), is the relevant thermody-
namic variable reflecting cellular bioenergetic status
[28]. Moreover, in anoxic livers and hepatocytes, gly-
colysis of fructose and endogenous glycogen increases
ATP to protect against necrotic cell killing [25,26].
Fructose also protects against hepatocellular toxicity
by oxidant chemicals, suggesting that mitochondria
are also a primary target of cytotoxicity in oxidative
stress [29].

Mitochondrial Uncoupling in Necrotic
Cell Killing

Mitochondrial injury and dysfunction are progressive
(Figure 1.6). Anoxia and inhibition with a toxicant like
cyanide inhibit respiration to cause ATP depletion and
ultimately necrotic cell death. Glycolysis can replace
this ATP supply, although only partially in highly aero-
bic cells, to rescue cells from necrotic killing. In the
absence of respiration, mitochondrial membrane
potential (DC) is sustained by reversal of the ATP
synthase reaction (mitochondrial adenosine triphos-
phatase, or F1F0-ATPase). However, when mitochon-
dria become permeable to protons (uncoupling),
then maximal stimulation of F1F0-ATPase occurs.
Since glycolytic ATP production cannot keep pace,
ATP levels fall profoundly, mitochondria depolarize,
and necrotic cell death ensues. In the presence of
glycolytic substrate, oligomycin, an inhibitor of the
F1F0-ATP synthase, prevents uncoupler-induced
ATP depletion and subsequent cell death. Because oli-
gomycin does not reverse uncoupling, mitochondrial
△C is not restored [24,26]. Cytoprotection by oligomy-
cin requires glycolytic ATP generation, since in the
absence of glycolysis, oligomycin is itself toxic by in-
hibiting oxidative phosphorylation. Cytoprotection
requiring the combination of glycolytic substrate and
oligomycin indicates cytotoxicity mediated by mito-
chondrial uncoupling as shown, for example, for cal-
cium ionophore toxicity and oxidative stress [29,30].

Figure 1.6 Progression of mitochondrial injury. Respi-
ratory inhibition inhibits oxidative phosphorylation and leads
to ATP depletion and necrotic cell death. Glycine blocks
plasma membrane permeabilization causing necrotic cell
death downstream of ATP depletion. Glycolysis restores
ATP and prevents cell killing. Mitochondrial uncoupling as
occurs after reperfusion due to the mitochondrial permeabil-
ity transition (MPT) activates the mitochondrial ATPase to
futilely hydrolyze glycolytic ATP, and protection against
necrotic cell death is lost. By inhibiting the mitochondrial
ATPase, oligomycin prevents ATP depletion and rescues
cells from necrotic cell death if glycolytic substrate is pres-
ent. With permission from [209].
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Mitochondrial Permeability Transition

Inner membrane permeability

In oxidative phosphorylation, respiration drives trans-
location of protons out of mitochondria to create an
electrochemical proton gradient composed of a nega-
tive inside membrane potential (DC) and an alkaline
inside pH gradient (DpH). ATP synthesis is then
linked to protons returning down this electrochemical
gradient through the mitochondrial ATP synthase.
This chemiosmotic proton circuit requires the mito-
chondrial inner membrane to be impermeable to ions
and charged metabolites. Thus, metabolite exchange
for oxidative phosphorylation occurs via specific trans-
porters and exchangers in the inner membrane,
including the adenine nucleotide translocator (ANT),
which exchanges ATP for adenosine diphosphate
(ADP); the phosphate transporter; and one of several
transporter systems for uptake of respiratory substrates
like pyruvate and fatty acids. By contrast, the outer
membrane is nonspecifically permeable to ions and
hydrophilic metabolites, which move across the outer
membrane through a channel called the voltage
dependent anion channel (VDAC) [31,32]. Despite
its name, VDAC has only weak anion selectivity and
conducts freely most solutes up to a molecular mass
of about 5 kDa.

Mitochondrial permeability transition pore

In the mitochondrial permeability transition (MPT),
the mitochondrial inner membrane abruptly becomes
nonselectively permeable to solutes of molecular
weight up to about 1500 Da [33–35]. Ca2þ, oxidative
stress, and numerous reactive chemicals induce the
MPT, whereas cyclosporin A and pH less than 7
inhibit. Onset of the MPT causes mitochondrial depo-
larization, uncoupling, and large amplitude mitochon-
drial swelling driven by colloid osmotic forces.
Opening of highly conductive permeability transition
(PT) pores in the mitochondrial inner membrane
underlies the MPT. Patch clamping shows that conduc-
tance through permeability transition pores (PT
pores) is so great that opening of a single PT pore
may be sufficient to cause mitochondrial depolariza-
tion and swelling [36].

The composition of PT pores is uncertain. In
one model, PT pores are formed by ANT from the
inner membrane, VDAC from the outer membrane,
the cyclosporin A binding protein cyclophilin D
(CypD) from the matrix, and possibly other proteins
(Figure 1.7) (reviewed in [37,38]). Although once
widely accepted, the validity of this model has been
challenged by genetic knockout studies showing
that the MPT still occurs in mitochondria that are
deficient in ANT and VDAC [39–41]. Moreover,
although CypD is responsible for pore inhibition by
cyclosporin A, a cyclosporin A-insensitive MPT still
occurs in CypD deficient mitochondria [34,42]. An
alternative model for the PT pore is that oxidative
and other stresses damage membrane proteins that
then misfold and aggregate to form PT pores in

association with CypD and other molecular chaper-
ones (Figure 1.7) [43].

pH-dependent ischemia/reperfusion injury

Ischemia is an interruption of blood flow and hence
oxygen supply to a tissue or organ. In ischemic tissue,
anaerobic glycolysis, hydrolysis of ATP, and release of
protons from acidic organelles cause tissue pH to
decrease by a unit or more. The naturally occurring
acidosis of ischemia actually protects against onset of
necrotic cell death. Acidosis also dramatically delays
cell killing from oxidant chemicals, ionophores, and
alkylating agents [44–48].

Although acidosis protects against cell killing dur-
ing ischemia, reoxygenation and recovery of pH after
reperfusion act to precipitate necrotic cell death. In
cultured cells and perfused organs, ischemia/reperfu-
sion injury can be reproduced using anoxia at acidotic
pH to simulate ischemia followed by reoxygenation
at normal pH to simulate reperfusion. Reperfusion
in this model causes necrotic cell killing with release
of intracellular enzymes like lactate dehydrogenase
and nuclear labeling with vital dyes like trypan blue
and propidium iodide [12,49–56]. Much of reperfu-
sion injury leading to necrotic cell death is attributable
to recovery of pH, since reoxygenation at low pH pre-
vents cell killing entirely, whereas restoration of nor-
mal pH without reoxygenation produces similar cell
killing as restoration of pH with reoxygenation, a so-
called pH paradox (Figure 1.8).

Cell death in the pH paradox is linked to intracellu-
lar pH. Ionophores like monensin that accelerate
recovery of intracellular pH from the acidosis of ische-
mia after reperfusion also accelerate necrotic cell kill-
ing [51]. Conversely, inhibition of Naþ/Hþ exchange
with dimethylamiloride or Naþ-free medium delays
recovery of intracellular pH and prevents reperfusion-
induced necrotic cell killing almost completely
[51,52,54,55]. Cell killing in the pH paradox is linked
specifically to intracellular pH and occurs indepen-
dently of changes of cytosolic and extracellular free
Naþ and Ca2þ [44,51,52,55].

Role of the mitochondrial permeability transition
in pH-dependent reperfusion injury

pH below 7 inhibits PT pores, and recovery of intracel-
lular pH to 7 or greater after reperfusion induces the
MPT, as shown directly by confocal/multiphotonmicros-
copy [55]. During ischemia, mitochondria depolarize
because of respiratory inhibition, but the mitochondrial
inner membrane remains impermeant to fluorophores
like calcein which can only pass through PT pores
(Figure 1.8). After reperfusion at normal pH, mitochon-
dria repolarize initially, as shown by uptake ofmembrane
potential-indicating fluorophores (Figure 1.9). Subse-
quently and in parallel with recovery of intracellular
pH to neutrality, the MPT occurs, leading to permeabili-
zation of the inner membrane to calcein and mito-
chondrial depolarization (Figures 1.8 and 1.9). ATP
depletion then follows, and necrotic cell death occurs.

Part I Essential Pathology — Mechanisms of Disease
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Reperfusion at acidotic pH to prevent recovery of
pH and reperfusion in the presence of PT pore block-
ers (e.g., cyclosporin A and its derivatives) prevents
mitochondrial inner membrane permeabilization,
depolarization, and cell killing (Figures 1.8 and 1.9).
Notably, cyclosporin A protects when added only
during the reperfusion phase, as now confirmed by
decreased infarct size in patients receiving percutane-
ous coronary intervention (PCI) for ischemic heart dis-
ease [55–59]. Thus, the MPT is the proximate cause of
pH-dependent cell killing in ischemia/reperfusion
injury.

Minocycline, a semisynthetic tetracycline derivative
that protects against neurodegenerative disease,
trauma, and hypoxia–ischemia [60–68], also inhibits
the MPT and protects against cell killing after reperfu-
sion of livers stored by cold ischemia for transplanta-
tion [69]. However, the mechanism of MPT blockade
differs from cyclosporin A. Rather than blocking
through an interaction with CypD, minocycline blocks
the MPT by inhibiting mitochondrial calcium uptake.
This observation implies that calcium uptake into
mitochondria is a prerequisite for MPT onset after
reperfusion.

Oxidative stress

Reactive oxygen species (ROS) and reactive nitrogen
species (RNS), including superoxide, hydrogen perox-
ide, hydroxyl radical, and peroxynitrite, have long
been implicated in cell injury leading to necrosis (Fig-
ure 1.10). In hepatocytes, mitochondrial NAD(P)H
oxidation after oxidative stress disrupts mitochondrial
Ca2þ homeostasis to cause an increase of mitochon-
drial Ca2þ, which in turn stimulates intramitochon-
drial ROS formation and onset of the MPT [29,70–
73]. In cardiac myocytes after reperfusion, intramito-
chondrial ROS formation also occurs to initiate the
MPT and subsequent necrotic cell death (Figure 1.9)
[56]. Notably, inhibition of the MPT with cyclosporin
A does not prevent mitochondrial ROS generation
after reperfusion (Figure 1.9). Although intramito-
chondrial Ca2þ may be permissive for MPT onset after
reperfusion, massive Ca2þ overloading and hypercon-
tracture in myocytes does not occur until after the
MPT, and MPT inhibitors prevent Ca2þ overloading
and cell death [56]. In neurons, excitotoxic stress with
glutamate and N-methyl-D-aspartate (NMDA) receptor
agonists also stimulates mitochondrial ROS formation,
leading to the MPT and excitotoxic injury [74–77].

Iron potentiates injury in a variety of diseases and is
an important catalyst for hydroxyl radical formation
from superoxide and hydrogen peroxide (Figure 1.10)
[78–81]. Increased intracellular chelatable iron con-
tributes to cell death after cold ischemia/reperfusion
[82,83], and addition of a membrane permeable
Fe3þ complex causes the MPT and consequent
necrotic and apoptotic cell death [84].

During oxidative stress and hypoxia/ischemia,
lysosomes rupture [14,85–87], and lysosomal rup-
ture releases chelatable (loosely bound) iron with
consequent pro-oxidant cell damage [88–91]. This

Figure 1.7 Models of mitochondrial permeability transi-
tionpores. Inonemodel (A),PTporesarecomposedof theade-
nine nucleotide translocator (ANT) from the inner membrane
(IM), cyclophilinD (CypD) from thematrixand thevoltage-depen-
dent anion channel (VDAC) from the outer membrane (OM).
Other proteins, such as the peripheral benzodiazepine receptor
(PBR), hexokinase (HK), creatine kinase (CK), andBaxmayalso
contribute. PT pore openers include Ca2þ, inorganic phosphate
(Pi), reactive oxygen and nitrogen species (ROS, RNS), and oxi-
dized pyridine nucleotides (NAD(P)þ) and glutathione (GSSG).
An alternative model (B) proposes that oxidative and other dam-
age to integral inner membrane proteins leads to misfolding.
These misfolded proteins aggregate at hydrophilic surfaces fac-
ing the hydrophobic bilayer to form aqueous channels. CypD
and other chaperones block conductance of solutes through
these nascent PT pores. Highmatrix Ca2þ acting through CypD
leads to PT pore opening, an effect blocked by cyclosporin A
(CsA). As misfolded protein clusters exceed the number of cha-
perones to regulate them, constitutively open channels form.
SuchunregulatedPTporesare not dependent onCa2þ for open-
ing and are not inhibited by CsA. With permission from [210].
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iron is taken up into mitochondria by the mitochon-
drial calcium uniporter and helps catalyze mitochon-
drial ROS generation. Iron chelation with desferal
prevents this ROS formation and decreases cell
death in oxidative stress and hypoxia/ischemia
[56,91,92].

Protein kinase signaling and the MPT

Reperfusion with nitric oxide suppresses MPT onset
and reperfusion-induced cell killing after ischemia
[93]. A signaling cascade of guanylyl cyclase, cyclic
guanosine monophosphate (cGMP), and cGMP-
dependent protein kinase (protein kinase G) mediates
nitric oxide protection against MPT onset. In isolated
mitochondria, a combination of cGMP, cytosolic
extract as a source of protein kinase, and ATP blocks
the Ca2þ-induced MPT. Thus, protein kinases act
directly on mitochondria to negatively regulate MPT
[93]. Protein kinase C epsilon (PKCe), together with

inhibition of glycogen synthase kinase-3 beta (GSK-3e),
also lead to MPT inhibition, whereas c-Jun nuclear
kinase-2 (JNK-2) promotes theMPT in reperfusion injury
and acetaminophen hepatotoxicity [94–99].

Other Stress Mechanisms Inducing
Necrotic Cell Death

Poly (ADP-Ribose) Polymerase

Single strand breaks induced by ultraviolet (UV) light,
ionizing radiation, and ROS (particularly hydroxyl
radical and peroxynitrite) activate PARP isoforms
1 and 2 (PARP-1/2). PARP assists in the repair of
single-strand DNA breaks by recruiting scaffolding
proteins, DNA ligases, and polymerases that mediate
base excision repair [100]. With excess DNA damage,
PARP attaches ADP-ribose to the strand breaks and
elongates ADP-ribose polymers attached to the DNA.

−1 min

pH 7.4

pH 6.2

pH 7.4+CsA

25 μm

10 min 20 min 30 min 60 min

Figure 1.8 Mitochondrial inner membrane permeabilization in adult rat cardiac myocytes after ischemia and reper-
fusion. After loading mitochondria of cardiac myocytes with calcein, cells were subjected to 3 h of anoxia at pH 6.2 (ischemia)
followed by reoxygenation at pH 7.4 (A), pH 6.2 (B), or pH 7.4 with 1 mM CsA (C). Red-fluorescing propidium iodide was pres-
ent to detect loss of cell viability. Note that green calcein fluorescence was retained by mitochondria at the end of ischemia
(1 min before reperfusion), indicating that PT pores had not opened. After reperfusion at pH 7.4, mitochondria progressively
released calcein over 30 min. at which time calcein was nearly evenly distributed throughout cytosol. After 60 min, all cellular
calcein was lost, and the nucleus stained with PI, indicating loss of viability. After reperfusion at pH 6.2 (B) or at pH 7.4 in the
presence of CsA (C), calcein was retained and cell death did not occur. Thus, reperfusion at pH 7.4 induced onset of the MPT
and necrotic cell death that were blocked with CsA and acidotic pH. Adapted with permission from [56].
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Consumption of the oxidized form of nicotinamide
adenine dinucleotide (NADþ) in this fashion leads to
NADþ depletion, disruption of ATP-generation by
glycolysis and oxidative phosphorylation, and ATP
depletion-dependent cell death [100,101]. Mice defi-
cient in PARP-1 or PARP-2 and mice treated with PARP
inhibitors are protected against such DNA damage-
induced necrosis [102,103]. Glycosidases cleave long
ADP-ribose polymers attached to DNA into large oligo-
mers. Such oligomers can translocate to mitochondria

to cause mitochondrial dysfunction and possibly the
MPT [104].

PARP-dependent necrosis is an example of so-called
programmed necrosis since PARP actively pro-
motes a cell death-inducing pathway that otherwise
would not occur. Necrotic cell death also frequently
occurs when apoptosis is interrupted, as by caspase
(cysteine-aspartate protease) inhibition. Such caspase
independent cell death is the consequence of mito-
chondrial dysfunction (e.g., depolarization, loss of

Figure 1.9 Mitochondrial ROS formation after reperfusion. Myocytes were co-loaded with red-fluorescing tetramethylrho-
damine methyester (TMRM) and green-fluorescing chloromethyldichlorofluorescin (cmDCF) to monitor mitochondrial mem-
brane potential and ROS formation, respectively. At the end of 3 h of ischemia, mitochondria were depolarized (lack of red
TMRM fluorescence). After 20 min of reperfusion, mitochondria took up TMRM, indicating repolarization, and cmDCF fluores-
cence increased progressively inside mitochondria (A). Subsequently, hypercontraction and depolarization occurred after
40 min, and viability was lost within 120 min, as indicated by nuclear labeling with red-fluorescing propidium iodide. When
cyclosporin A was added at reperfusion (B), mitochondria underwent sustained repolarization, and hypercontracture and cell
death did not occur. Nonetheless, mitochondrial cmDCF fluorescence still increased. By contrast, reperfusion with antioxidants
prevented ROS generation and MPT onset with subsequent cell death (data not shown). Thus, mitochondrial ROS generation
induces the MPT and cell death after ischemia/reperfusion. Adapted with permission from [56].
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cytochrome c needed for respiration) or other meta-
bolic disturbance.

Plasma membrane injury

An intact plasma membrane is essential for cell viabil-
ity. Detergents and pore-forming agents like masto-
paran from wasp venom defeat the barrier function
of the plasma membrane and cause immediate cell
death [105]. Immune-mediated cell killing can act sim-
ilarly. In particular, complement mediates formation
of a membrane attack complex that in conjunction
with antibody lyses cells [106]. Complement compo-
nent 9, an amphipathic molecule, inserts through the
cell membrane, polymerizes, and forms a pore visible
as a tubular channel in electron micrographs [107].
Indeed, a single membrane attack complex may be suf-
ficient to cause swelling and lysis of an individual
erythrocyte. Pores also cause calcium entry, leading
to mitochondrial dysfunction and most likely onset of
the MPT. The resulting bioenergetic failure is further
aggravated by pore-dependent ATP leakage across the
plasma membrane.

PATHWAYS TO APOPTOSIS

Roles of Apoptosis in Biology

Apoptosis is an essential event in both the normal life
of organisms and in pathobiology. In development,
apoptosis sculpts and remodels tissues and organs,
for example, by creating clefts in limb buds to form
fingers and toes [3]. Apoptosis is also responsible for
reversion of hypertrophy to atrophy and immune sur-
veillance-induced killing of preneoplastic cells and
virally infected cells [108,109]. In the gastrointestinal
tract especially, renewal of epithelial cells can occur
every few days, and cell deletion by programmed cell
death closely matches mitotic proliferation [110].

The literature on apoptosis is large and complex and
continues to grow. One pattern that has emerged is that
each of several organelles gives rise to signals initiating
apoptotic cell killing [111–113]. Often these signals con-
verge on mitochondria as a common pathway to apopto-
tic cell death. In most apoptotic signaling, activation of
caspases 3 or 7 from a family of caspases (Table 1.2)
begins execution of the final and committed phase of
apoptotic cell death. Caspase 3/7 has many targets.

Figure 1.10 Iron-catalyzed free radical generation. Oxidative stress causes oxidation of GSH and NAD(P)H, important
reductants in antioxidant defenses, promoting increased net formation of superoxide (O2

��) and hydrogen peroxide (H2O2).
Superoxide dismutase converts superoxide to hydrogen peroxide, which is further detoxified to water by catalase and perox-
idases. In the iron-catalyzed Haber Weiss reaction (or Fenton reaction), superoxide reduces ferric iron (Fe3þ) to ferrous iron
(Fe2þ), which reacts with hydrogen peroxide to form the highly reactive hydroxyl radical (OH�). Hydroxyl radical reacts with
lipids to form alkyl radicals (L�) that initiate an oxygen-dependent chain reaction generating peroxyl radicals (LOO�) and lipid
peroxides (LOOH). Iron also catalyzes a chain reaction generating alkoxyl radicals (LO�) and more peroxyl radicals. Nitric
oxide synthase catalyzes formation of nitric oxide (NO�) from arginine. Nitric oxide reacts rapidly with superoxide to form
unstable peroxynitrite anion (ONOO-), which decomposes to nitrogen dioxide and hydroxyl radical. In addition to attacking
lipids, these radicals also attack proteins and nucleic acids.
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Degradation of the nuclear lamina and cytokeratins
contributes to nuclear remodeling, chromatin conden-
sation, and cell rounding [114,115]. Degradation of
endonuclease inhibitors activates endonucleases to
cause internucleosomal DNA cleavage. The resulting
DNA fragments have lengths in multiples of 190 base
pairs, the nucleosome to nucleosome repeat distance.
In starch gel electrophoresis, these fragments produce
a characteristic ladder pattern. DNA strand breaks can
also be recognized in tissue sections by the terminal
deoxynucleotidyl transferase-mediated dUTP nick-end
labeling (TUNEL) assay [116]. Additionally, caspase
activation leads to cell shrinkage, phosphatidyl serine
externalization on the plasma membrane, and forma-
tion of numerous small surface blebs (zeiosis). Unlike
necrotic blebs, these zeiotic blebs contain membranous

organelles and are shed as apoptotic bodies. However,
not all apoptotic changes depend on caspase 3/7 acti-
vation. For example, release of apoptosis-inducing fac-
tor (AIF) from mitochondria and its translocation to
the nucleus promotes DNA degradation in a caspase
3-independent fashion [117].

Pathways leading to activation of caspase 3 and
related effector caspases like caspase 7 are complex
and quite variable between cells and specific apopto-
sis-instigating stimuli, and each major cellular struc-
ture can originate its own set of unique signals to
induce apoptosis (Figure 1.11). Proapoptotic signals
are often associated with specific damage or perturba-
tion to the organelle involved. Consequently, cells
choose death by apoptosis rather than life with organ-
elle damage.

Table 1.2 Mammalian caspases. Caspases are evolutionarily conserved aspartate specific cysteine-
dependent proteases that function in apoptotic and inflammatory signaling [212].
Initiator caspases are involved in the initiation and propagation of apoptotic signaling,
whereas effector caspases act on a wide variety of proteolytic substrates to induce the
final and committed phase of apoptosis. Initiator and inflammatory caspases have large
prodomains containing oligomerization motifs such as the caspase recruitment
domain (CARD) and the death effector domain. Effector caspases have short
prodomains and are proteolytically activated by large prodomain caspases and other
proteases. Proteolytic cleavage of procaspase precursors forms separate large and small
subunits that assemble into active enzymes consisting of two large and two small
subunits. Caspase activation occurs in multimeric complexes that typically consist of a
platform protein that recruits procaspases either directly or by means of adaptors. Such
caspase complexes include the apoptosome and the death-inducing signaling complex
(DISC). Caspase 14 plays a role in terminal keratinocyte differentiation in cornified
epithelium [213].

Initiator Caspases
Molecular Weight
of Proenzyme (kDa)

Active subunits
(kDa) Prodomain

Amino Acid
Target Sequence
for Proteolysis

Caspase 2 51 19/12 Long with CARD VDVAD
Caspase 8 55 18/11 Long with two DED (L/V/D)E(T/V/I)D
Caspase 9 45 17/10 Long with CARD (L/V/I)EHD
Caspase 10 55 17/12 Long with two DED (I/V/L)EXD
Caspase 12 50 20/10 Long with CARD ATAD

Effector Caspases

Caspase 3 32 17/12 Short DE(V/I)D
Caspase 6 34 18/11 Short (T/V/I)E(H/V/I)D
Caspase 7 35 20/12 Short DE(V/I)D

Inflammatory Caspases

Caspase 1 45 20/10 Long with CARD (W/Y/F)EHD
Caspase 4 43 20/10 Long with CARD (W/L)EHD
Caspase 5 48 20/10 Long with CARD (W/L/F)EHD
Caspase 11 42 20/10 Long with CARD (V/I/P/L)EHD

Other Caspases

Caspase 14 42 20/10 Short (W/I)E(T/H)D
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Plasma Membrane

The plasma membrane is the target of many receptor-
mediated signals. In particular, various ‘death ligands’
(e.g., tumor necrosis factor a, or TNFa; Fas ligand;
tumor necrosis factor-related apoptosis-inducing
ligand, or TRAIL) acting through their corresponding
receptors (TNF receptor 1, or TNFR1; Fas; death
receptor 4/5, or DR4/5) initiate activation of apopto-
tic pathways [112,118,119]. Binding of a ligand like
TNFa leads to receptor trimerization and formation
of so-called Complex I through association of adapter
proteins (e.g., receptor interacting protein-1, or RIP1,
and TNF receptor-associated death domain protein,
or TRADD). After receptor dissociation, Complex II,

or death-inducing signaling complex (DISC), forms
through association with Fas-associated protein with
death domain (FADD) and pro-caspase 8, which are
internalized. Pro-caspase 8 becomes activated and in
turn proteolytically activates other downstream effec-
tors (Figure 1.12). In Type I signaling, caspase 8 acti-
vates caspase 3 directly, whereas in Type II signaling,
caspase 3 cleaves Bid (novel BH3 domain-only death
agonist) to truncated Bid (tBid) to activate a mito-
chondrial pathway to apoptosis [120]. Similar signal-
ing occurs after association of FasL with Fas (also
called CD95) and TRAIL with DR4/5.

Many events modulate death receptor signaling in
the plasma membrane. For example, the extent of
gene and surface expression of death receptors is an

Figure 1.11 Scheme of apoptotic signaling from organelles. Adapted with permission from [113].
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important determinant in cellular sensitivity to death
ligands. Stimuli like hydrophobic bile acids can recruit
death receptors to the cell surface and sensitize cells
to death-inducing stimuli [121]. Surface recruitment
of death receptors may also lead to self-activation even
in the absence of ligand. Death receptors localize to
lipid rafts containing relatively rigid cholesterol and
sphingomyelin, the latter concentrated in the outer
leaflet of the bilayer. After death receptor activation,
sphingomyelin hydrolysis occurs in these rafts via acid
sphingomyelinase, an enzyme that may also incorpo-
rate into the plasma membrane through fusion of
endomembrane vesicles. Ceramide formed from
sphingolipids self-associates through hydrogen bond-
ing to promote raft coalescence and formation of
molecular platforms that cluster signal transducer
components of DISC [118]. Ceramide is apoptogenic
in many cells, and rearrangement of lipid rafts into
larger platforms appears to be co-stimulatory factor in
death receptor-mediated apoptosis [122]. Glycosphin-
golipids, such as ganglioside GD3, also integrate into
DISCs to promote apoptosis [123]. Consistent with
the importance of surface expression and sphingolip-
ids metabolism in apoptosis, toxic hydrophobic bile
acids cause a sphingomyelinase and ceramide-depen-
dent activation of the reduced form of nicotinamide
adenine dinucleotide phosphate (NADPH) oxidase
generating an ROS signal activating Yes (a cellular viral
sarcoma proto-oncogenic tyrosine kinase (Src) family
member)-, JNK-, and epithelial growth factor receptor
(EGFR)-dependent CD95 (Fas) tyrosine phosphoryla-
tion, recruitment of Fas to the cell surface, and forma-
tion of the DISC [124].

MITOCHONDRIA

Cytochrome c release

Mitochondria often play a central role in apoptotic sig-
naling. In the so-called Type II pathway, DISC-acti-
vated caspase 8 proteolytically cleaves the protein Bid
to a truncated fragment, tBid [119,125–128]. Bid is a
BH3 only domain member of the B-cell lymphoma-
2 (Bcl2) family that includes both pro- and antiapopto-
tic proteins (Figure 1.13). tBid formed after caspase
8 activation translocates to mitochondria where it
interacts with either Bak (Bcl2 homologous antago-
nist/killer) or Bax (a conserved homolog that hetero-
dimerizes with Bcl2), two other proapoptotic Bcl2
family members, to induce cytochrome c release
through the outer membrane into the cytosol [129].
Cytochrome c in the cytosol interacts with apoptotic
protease activating factor-1 (Apaf-1) and procaspase 9
to assemble haptomeric apoptosomes and an ATP (or
deoxyadenosine triphosphate, or dATP)-dependent
cascade of caspase 9 and caspase 3 activation
[130,131]. Caspase 3, an effector caspase, in turn acts
on a variety of substrates to induce the final morpho-
logical and biochemical events of apoptosis.

In many cell lines, cytochrome c release from the
space between the mitochondrial inner and outer
membranes appears to occur via formation of specific
pores in the mitochondrial outer membrane. Except
for the requirement for either Bak or Bax, the molecu-
lar composition and properties of cytochrome c release
channels remain poorly understood [129,132]. In
HeLa cells (a cell line derived from an atypical cervical
adenocarcinoma), activated caspase 3 acts retrogradely
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Figure 1.12 TNFa apoptotic signaling. TNFa binds to its receptor, TNFR1, and Complex I forms composed of TRADD
(TNFR-associated protein with death domain), RIP (receptor-interacting protein), TRAF-2 (TNF-associated factor-2]. Complex
I activates NFkB (nuclear factor kappa B), and JNK (c-jun N-terminal kinase). NFkB activates transcription of survival genes,
including antiapoptotic inhibitor of apoptosis proteins (IAPs), antiapoptotic Bcl-XL, and inducible nitric oxide synthase. Com-
plex I then undergoes ligand-dissociated internalization to form DISC Complex II. Complex II recruits FADD (Fas-associated
death domain) via interactions between conserved death domains (DD) and activates procaspase 8 through interaction with
death effector domains (DED). Active caspase 8 cleaves Bid to tBid, which translocates to mitochondria leading to mitochon-
drial permeabilization, cytochrome c release, and apoptosis. Adapted with permission from [111].
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to proteolytically degrade a subunit of the reduced
form of nicotinamide adenine dinucleotide (NADH)-
ubiquinone oxidoreductase (mitochondrial respira-
tory Complex I) to inhibit respiration and produce
mitochondrial depolarization [133,134]. By contrast
in hepatocytes exposed to death ligands like TNFa,
TRAIL, Fas ligand, Type II signaling leads to PT pore
opening [135–138]. Cytochrome c release then occurs
due to large amplitude mitochondrial swelling and
rupture of the outer membrane [130,131,133,135,
136,138].

Because the MPT represents such a severe perturba-
tion to mitochondria, onset of the MPT virtually assures
cell death, but ensuing apoptosis or necrosis depends
on other factors. If the MPT occurs rapidly and affects
most mitochondria of a cell, as happens after severe oxi-
dative stress and ischemia/reperfusion, a precipitous
fall of ATP (and dATP) will occur that actually blocks
apoptotic signaling by inhibiting ATP-requiring caspase
9/3 activation. With ATP depletion, oncotic necrosis
ensues. However, if the MPT occurs more slowly and
asynchronously among the mitochondria of a cell, or
when alternative sources for ATP generation are present
(e.g., glycolysis), then necrosis is prevented and caspase
9/3 becomes activated and caspase-dependent apopto-
sis occurs instead (Figure 1.14) [5, 30,139–142]. Indeed,
because cytochrome c is an essential component of the
mitochondrial respiratory chain, cytochrome c release
by anymechanism causes respiratory dysfunction. Cross-
talk between apoptosis and necrosis also occurs in other
ways. For example, after TNFa binding to its receptor,
recruitment of RIP1 to TNFR1 can activate NADPH
oxidase leading to superoxide generation and sustained
activation of JNK, resulting in oncotic necrosis rather
than apoptosis [143].

Controversy remains concerning the specific roles of
the MPT versus specific outer membrane permeabil-
ization in cytochrome c release in apoptotic signaling.
An argument against the MPT in apoptotic cell
killing is that apoptosis occurs without mitochondrial
swelling, but careful electron microscopy shows that
mitochondrial swelling with outer membrane rupture

Figure 1.14 Shared pathways to apoptosis and necrosis.

Figure 1.13 Bcl2 family proteins. BH1–4 are highly conserved domains among the Bcl2 family members. Also shown are
a-helical regions. Except for A1 and BH3 only proteins, Bcl2 family members have carboxy-terminal hydrophobic domains to
aid association with intracellular membranes. With permission from [211].
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occurs in a broad range of apoptotic models [144].
Whatever the mechanisms are, virtually all soluble mito-
chondrial intermembrane proteins are released along
with cytochrome c during apoptotic signaling, including
proapoptotic AIF, Smac, and endonuclease A, among
others. Indeed, the outer membrane becomes perme-
able to all solutes up to at least twomillion Damolecular
mass [145]. One proposal is that the cytochrome c
release channel is a lipid ceramide barrel structure that
grows progressively in size after proapoptotic signaling
[146,147]. Future investigations are needed to better
define the mechanisms of cytochrome c release. Multi-
ple mechanisms are likely, since redundancy of apopto-
tic signaling exists in virtually all other aspects of
apoptosis. For example, although various individual cell
types are described as having Type I or Type II apoptotic
signaling, in reality both pathways can co-exist, one sim-
ply producing faster signaling that the other [136].
Redundancy of signaling and multiplicity of mechan-
isms implies that apoptotic pathways must be individu-
ally assessed for each cell type of interest.

Regulation of the Mitochondrial Pathway
to Apoptosis

Mitochondrial pathways to apoptosis vary depending on
expression of procaspases, Apaf-1, and other proteins.
Some terminally differentiated cells, particularly neu-
rons, do not respond to cytochrome c with caspase acti-
vation and apoptosis, which may be linked to lack of
Apaf-1 expression [148,149]. Antiapoptotic Bcl2 pro-
teins, like Bcl2, Bcl extra long (Bcl-xL), andmyeloid cell
leukemia sequence 1 (Mcl-1), block apoptosis and are
frequently overexpressed in cancer cells (Figure 1.13)
[150,151]. Antiapoptotic Bcl2 family members form
heterodimers with proapoptotic family members like
Bax and Bak, to prevent the latter from oligomerizing
into cytochrome c release channels. VDAC in the outer
membrane is an anchoring point for Bax and other pro-
teins regulating cytochrome c release [152,153].

Inhibitor of apoptosis proteins (IAPs), including X-
linked inhibitor of apoptosis protein (XIAP), cellular
IAP1 (c-IAP1), cellular IAP2 (c-IAP2), and survivin,
oppose apoptotic signaling by inhibiting caspase acti-
vation [154,155]. Many IAPs can recruit E2 ubiquitin-
conjugating enzymes and catalyse the transfer of ubi-
quitin onto target proteins, leading to proteosomal
degradation. Some IAPs inhibit apoptotic pathways
upstream of mitochondria at caspase 8, whereas others
like XIAP inhibit caspase 9/3 activation downstream of
mitochondrial cytochrome c release. Additional pro-
teins like Smac suppress the action of IAPs, providing
an “inhibitor of the inhibitor” effect promoting apo-
ptosis. Smac is a mitochondrial intermembrane pro-
tein that is released with cytochrome c [154,156,157].
Smac inhibits XIAP and promotes apoptotic sig-
naling after mitochondrial signaling. Thus, high
Smac to XIAP ratios favor caspase 3 activation after
cytochrome c release. Other proapoptotic proteins
released from the mitochondrial intermembrane
space during apoptotic signaling include AIF (a

flavoprotein oxidoreductase that promotes DNA deg-
radation and chromatin condensation), endonuclease
G (a DNA degrading enzyme), and HtrA2/Omi (high
temperature requirement A2, a serine protease that
degrades IAPs) [154,158–162].

Disruption of mitochondrial function induces frag-
mentation of larger filamentous mitochondria into
smaller more spherical structures. Such changes
are also often prominent in apoptosis. Mitochondrial
fission is mediated by dynamin-like protein type 1
(Drp1], a large cytosolic GTPase mechanoenzyme,
and fission-1 (Fis1) in the outer membrane. Drp1
forms complexes with proapoptotic Bcl2 family mem-
bers like Bax to promote cytochrome c release during
apoptosis [163]. Mitochondrial fusion depends on
optic atrophy-1 (Opa1) in the inner membrane, which
is mutated in dominant optic atrophy, and mitofusin 1
and 2 (Mfn1/2), two proteins in the outer membrane
[164]. Fission events in mitochondria seem to promote
apoptotic signaling, since dynamin-like protein type 1
(Drp-1) overexpression promotes apoptosis, whereas
Mfn1/2 overexpression retards apoptosis [164].

Antiapoptotic Survival Pathways

Ligand binding to death receptors can also activate anti-
apoptotic signaling to prevent activation of apoptotic
death programs. Binding of the adapter protein, TNFR-
associated factor 2 (TRAF2), to death receptors activates
IkB kinase (IKK), which in turn phosphorylates IkB,
an endogenous inhibitor of nuclear factor kB (NFkB),
leading to proteosomal IkB degradation [119,165]. IkB
degradation relieves inhibition ofNFkB and allowsNFkB
to activate expression anti-apoptotic genes, including
IAPs, Bcl-xL, inducible nitric oxide synthase (iNOS),
and other survival factors [166,167]. Nitric oxide from
iNOS produces cGMP-dependent suppression of the
MPT, as well as S-nitrosation and inhibition of caspases
[168,169]. As a consequence in many models, apoptosis
after death receptor ligation occurs only when NFkB
ignaling is blocked, as after inhibition of proteosomes
or protein synthesis [119,135,166]. In liver, for example,
induction of hepatocellular apoptosis with TNFa req-
uires co-treatment with galactosamine, which depletes
uridine triphosphate (UTP) and thus blocks messenger
ribonucleic acid (mRNA) synthesis and gene expression
[170,171].

The phosphoinositide 3-kinase (PI3) kinase/proto-
oncogene product of the viral oncogene v-akt (Akt)
pathway is another source of antiapoptotic signaling
[172,173]. When phosphoinositide 3-kinase (PI3
kinase) is activated by binding of insulin, insulin-like
growth factor (IGF) and various other growth factors
to their receptors, phosphatidylinositol trisphosphate
(PIP3) is formed that activates Akt/protein kinase B,
a serine/threonine protein kinase. One consequence
is the phosphorylation and inactivation of Bad (hetero-
dimeric partner for Bcl-xL), a proapoptotic Bcl2 family
member, but other antiapoptotic targets of PI3
kinase/Akt signaling also exist. In cell lines, withdrawal
of serum or specific growth factors typically induces
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apoptosis due to suppression of the PI3 kinase/Akt
survival pathway.

NUCLEUS

In the so-called extrinsic pathway, death receptors ini-
tiate apoptosis by either a Type I (nonmitochondrial)
or Type II (mitochondrial) caspase activation sequ-
ence. In the intrinsic pathway, by contrast, events in
the nucleus activate apoptotic signaling, such as DNA
damage caused by ultraviolet or ionizing (gamma)
irradiation. DNA damage leads to activation of the
p53 nuclear transcription factor, and expression of
genes for apoptosis and/or cell-cycle arrest, especially
the proapoptotic Bcl2 family members PUMA, NOXA,
and Bax for apoptosis, and p21 for cell cycle arrest,
especially the proapoptotic Bcl2 family members p53
upregulated modulator of apoptosis (PUMA), NOXA
and Bax for apoptosis, and 21 kDa promoter (p21)
for cell cycle arrest (Figure 1.11) [174,175]. PUMA,
NOXA, and Bax translocate to mitochondria to induce
cytochrome c release by similar mechanisms as dis-
cussed previously for the extrinsic pathway [176–178].
To escape p53-dependent induction of apoptosis,
many tumors, especially those from the gastrointesti-
nal tract, have loss of function mutations for p53.

DNA damage also activates PARP. With moderate
activation, PARP helps mend DNA strand breaks, but
with strong activation PARP exhausts cellular ATP
and causes necrotic cell death. However, caspase 3 pro-
teolytically degrades and inactivates PARP to prevent
both DNA repair and this pathway to necrosis. Thus,
DNA damage can lead to either necrosis or apoptosis
depending on which occurs more quickly—PARP acti-
vation and ATP depletion, or caspase 3 activation and
PARP degradation [179,180].

ENDOPLASMIC RETICULUM

The ER also gives rise to proapoptotic signals. Oxida-
tive stress and other perturbations can inhibit ER cal-
cium pumps to induce calcium release into the
cytosol. Uptake of this calcium into mitochondria from
the cytosol may then induce a Ca2þ-dependent MPT
and subsequent apoptotic or necrotic cell killing (Fig-
ure 1.11) [181,182]. ER calcium release into the cyto-
sol can also activate phospholipase A2 and the
formation of arachidonic acid, another promoter of
the MPT [183].

ER calcium depletion also disturbs the proper fold-
ing of newly synthesized proteins inside ER cisternae
to cause ER stress and the unfolded protein response
(UPR) [184–186]. Blockers of glycosylation, inhibitors
of ER protein processing and secretion, various toxi-
cants, and synthesis of mutant proteins can also cause
ER stress. Calcium-binding chaperones, including
glucose-regulated protein-78 (GRP78) and glucose-
regulated protein-94 (GRP94), mediate detection of
unfolded and misfolded proteins and promote folding
of nascent unfolded proteins into a proper mature

protein conformation. In the absence of unfolded/
misfolded proteins, GRP78 inhibits specific sensors of
ER stress, but in the presence of unfolded proteins
GRP78 translocates from the sensors to the unfolded
proteins to cause sensor activation by disinhibition.
The main sensors of ER stress are RNA-activated pro-
tein kinase (PKR), PKR like ER kinase (PERK), type 1
ER transmembrane protein kinase (IRE1), and activat-
ing transcription factor 6 (ATF6). PKR and PERK are
protein kinases whose activation leads to phosphoryla-
tion of eukaryotic initiation factor-2a (eIF-2a). Phos-
phorylation of eIF-2a suppresses ER protein synthesis,
which decreases the rate of delivery of newly synthe-
sized unfolded protein to the ER lumen and relieves
the unfolding stress [187]. Ire1 is both a protein kinase
and a riboendonuclease that initiates splicing of a pre-
formed mRNA encoding X-box-binding protein 1
(XBP) into an active form [188]. ATF6 is another tran-
scription factor that translocates to the Golgi after
ER stress where proteases process ATF6 to an amino-
terminal fragment that is taken up into the nucleus
[189]. Together Ire1 and ATF6 increase gene expres-
sion of chaperones and other proteins to alleviate the
unfolding stress.

A strong and persistent UPR induces Ire1- and
ATF6-dependent expression of C/EBP homologous
protein (CHOP) and continued activation of Ire1 to
initiate apoptotic signaling (Figure 1.11). Association
of TRAF2 with activated IRE1 leads to activation of cas-
pase 12 and JNK [190,191]. Caspase 12 activates cas-
pase 3 directly, whereas JNK and CHOP promote
mitochondrial cytochrome c release as a pathway to
caspase 3 activation. ER stress also induces Ca2þ

release, which is taken up by mitochondria to promote
mitochondrial signaling.

In addition to mitochondria, Bcl-2 family members
associate with ER membranes, and proapoptotic Bcl-
2 family members like Bax and Bak act to increase
the size of the ER calcium store, thus increasing the
proapoptotic potential of ER calcium release [192].
Chaperones require ATP to induce proper protein
folding [193]. ATP depletion and ER stress may act
synergistically, since perturbations that decrease ATP
will augment ER stress.

LYSOSOMES

Lysosomes and the associated process of autophagy
(self-digestion) are another source of proapoptotic sig-
nals. So-called autophagic cell death is characterized
by an abundance of autophagic vacuoles in dying cells
and is especially prominent in involuting tissues, such
as post-lactation mammary gland [194]. In autophagy,
isolation membranes (also called phagophores) en-
velop and then sequester portions of cytoplasm to
form double membrane autophagosomes. Autophago-
somes fuse with lysosomes and late endosomes to form
autolysosomes [195,196]. The process of autophagy
acts to remove and degrade cellular constituents, an
appropriate action for a tissue undergoing involution.
Originally considered to be random, much evidence
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suggests that autophagy can be selective for specific
organelles, especially if they are damaged [197,198].
For example, stresses inducing the MPT seem to signal
autophagy of mitochondria [199].

Whether or not autophagy promotes or prevents
cell death is controversial [200–203]. In some circum-
stances, autophagy promotes cell death because sup-
pression of expression of certain autophagy genes
decreases apoptosis, and some have suggested that
autophagic cell death as its own category of pro-
grammed cell killing. Under other conditions, autop-
hagy protects against cell death, since disruption of
autophagic processing and/or lysosomal function pro-
motes caspase-dependent cell death [201,202,204].
When autophagic processing and lysosomal degrada-
tion are disrupted, cathepsins and other hydrolases
can be released from lysosomes and autophagosomes
to initiate mitochondrial permeabilization and caspase
activation. Cathepsin B is released from lysosomes (or
related structures such as late endosomes) during
TNFa signaling to augment death receptor-mediated
apoptosis and contribute to mitochondrial release of
cytochrome c [205,206]. In addition, lysosomal ex-
tracts cleave Bid to tBid, and cathepsin D, another lyso-
somal protease, activates Bax [207,208].

Necrapoptosis/Aponecrosis

In many and possibly most instances of apoptosis, mito-
chondrial permeabilization with release of cytochrome c
and other proapoptotic factors is a final common path-
way leading to a final and committed phase. At higher
levels of stimulation, the same factors that induce ap-
optosis frequently also cause ATP depletion and a
necrotic mode of cell death. Such necrotic cell killing
is a consequence of mitochondrial dysfunction. Such
shared pathways leading to differentmodes of cell death
constitute necrapoptosis (or aponecrosis) [5–7]. In

general, apoptosis is a better outcome for the organism
since apoptosis promotes orderly resorption of dying
cells, whereas necrotic cell death releases cellular consti-
tuents into the extracellular space to induce an inflam-
matory release that can extend tissue injury. Because
of shared pathways, an admixture of necrosis and apo-
ptosis occurs in many pathophysiological settings.

For stimuli inducing the MPT, a graded response
seems to occur (Figure 1.15) [6]. When limited to a
few mitochondria, the MPT stimulates mitochondrial
autophagy (mitophagy) and elimination of the dam-
aged organelles—a repair mechanism. With greater
stimulation, more mitochondria undergo the MPT,
and apoptosis begins to occur due to cytochrome c
release from swollen mitochondria leading to caspase
activation. Cathepsin leakage from an overstimulated
autophagic apparatus likely also promotes apoptotic
signaling. Indeed, autophagy is often a prominent fea-
ture in cells undergoing programmed cell death. As
the majority of mitochondria undergo the MPT, oxida-
tive phosphorylation fails and ATP plummets, which
precipitates necrotic cell death while simultaneously
suppressing ATP-requiring apoptotic signaling.

CONCLUDING REMARK

Apoptosis and necrosis are prominent events in patho-
genesis. An understanding of cell death mechanisms
forms the basis for effective interventions to either pre-
vent cell death as a cause of disease or promote cell
death in cancer chemotherapy.
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Figure 1.15 Progression of mitophagy, apoptosis, and necrosis. Stimuli that induce the MPT produce a graded cellular
response. Low levels of stimulation induce autophagy as a repair mechanism. With more stimulation, apoptosis begins to
occur in addition due to cytochrome c release after mitochondrial swelling. Necrosis becomes evident after even stronger stim-
ulation as ATP becomes depleted. With highest stimulation, autophagy and apoptosis as ATP-requiring processes become
inhibited, and only oncotic necrosis occurs. MPT inducers include death ligands, oxidation of NAD(P)H and GSH, formation
of reactive oxygen species (ROS) and reactive nitrogen species (RNS), and mutation of mitochondrial DNA (mtDNAX) which
causes synthesis of abnormal mitochondrial membrane proteins.
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Acute and Chronic
Inflammation Induces
Disease Pathogenesis

Vladislav Dolgachev n Nicholas W. Lukacs

INTRODUCTION

The recognition of pathogenic insults can be accom-
plished by a number of mechanisms that function to
initiate inflammatory responses and mediate clearance
of invading pathogens. This initial response when
functioning optimally will lead to a minimal leukocyte
accumulation and activation for the clearance of the
inciting agent and have little effect on homeostatic
function. However, often the inciting agent elicits a
very strong inflammatory response, either due to host
recognition systems or due to the agent’s ability to
damage host tissue. Thus, the host innate immune sys-
tem mediates the damage and tissue destruction in an
attempt to clear the inciting agent from the system. No
matter, these initial acute responses can have long-
term and even irreversible effects on tissue function.
If the initial responses are not sufficient to facilitate
the clearance of the foreign pathogen or material,
the response shifts toward a more complex and effi-
cient process mediated by lymphocyte populations that
respond to specific residues displayed by the foreign
material. Normally, these responses are coordinated
and only minimally alter physiologic function of the
tissue. However, in unregulated responses the initial
reaction can become acutely catastrophic, leading to
local or even systemic damage to the tissue or organs,
resulting in degradation of normal physiologic func-
tion. Alternatively, the failure to regulate the response
or clear the inciting agent could lead to chronic and
progressively more pathogenic responses. Each of
these potentially devastating responses has specific
and often overlapping mechanisms that have been
identified and lead to the damage within tissue spaces.
A series of events take place during both acute and
chronic inflammation that lead to the accumulation
of leukocytes and damage to the local environment.

LEUKOCYTE ADHESION, MIGRATION,

AND ACTIVATION

Endothelial Cell Expression of Adhesion
Molecules

The initial phase of the inflammatory response is char-
acterized by a rapid leukocyte migration into the
affected tissue. Upon activation of the endothelium
by inflammatory mediators, upregulation of a series
of adhesion molecules is initiated that leads to the
reversible binding of leukocytes to the activated endo-
thelium. The initial adhesion is mediated by E and
P selectins that facilitate slowing of leukocytes from
circulatory flow by mediating rolling of the leukocytes
on the activated endothelium [1–4]. The selectin-
mediated interaction with the activated endothelium
potentiates the likelihood of the leukocyte to be fur-
ther activated by endothelial-expressed chemokines,
which mediate G-protein coupled receptor (GPCR)
induced activation [5–7]. If the rolling leukocytes
encounter a chemokine signal and an additional set
of adhesion molecules is also expressed, such as intra-
cellular adhesion molecule-1 (ICAM-1) and vascular
cell adhesion molecule-1 (VCAM-1), the leukocytes
firmly adhere to the activated endothelium. The
mechanism of chemokine-induced adhesion of the
leukocyte is dependent on actin reorganization and a
confirmational change of the b-integrins on the sur-
face of the leukocytes [8–12]. Subsequently, the firm
adhesion allows leukocytes to spread along the endo-
thelium and to begin the process of extravasating into
the inflamed tissue following chemoattractant gradi-
ents that guide the leukocyte to the site of inflamma-
tion. Each of these events has been thoroughly
examined over the past several years and has resulted
in a better-defined process of coordinated events that
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lead the leukocyte from the vessel lumen into the
inflamed tissue.

The initial binding of the leukocytes to E and P
selectins is mediated by interaction with glycosylated
ligands expressed on the leukocytes, most commonly
P-selectin glycoprotein ligand 1 (PSGL1) [13–15].
The ability to capture leukocytes onto the inflamed
vessel wall is both dependent on the ability of selectin
interactions to rapidly bind to its ligands and on the
flow rate of the leukocytes in post-capillary vessels
where the lower shear rate allows the productive inter-
actions to occur. Once the leukocyte is tethered by the
selectin molecules on the vessel wall, a series of bind-
ing and release events allow the leukocyte to roll along
the activated endothelial cell surface. While the activa-
tion and signaling processes that mediate leukocyte
release from the selectin interaction continue to be
the focus of investigation, current information sug-
gests that these processes may be dependent on key
signaling molecules that are initiated upon selectin
binding to its ligands. The expression of phosphoino-
sitide 3-kinase-g (PI3Kg) in activated endothelium
appears to be critical for securing the tethered leuko-
cyte to the vessel wall, whereas spleen tyrosine kinase
(SYK) signals downstream of PSGL1 in the bound
leukocyte and regulates the rolling process [16–20].

In addition to selectin-mediated leukocyte rolling,
there may be a number of instances in which specific
integrins can also participate in leukocyte rolling. The
CNS, intestinal track, and lung are three examples
where this has been specifically observed. Early studies
utilizing selectin-deficient animals demonstrated that
leukocytes continue to marginate and migrate into the
lung during bacterial infections despite the absence of
selectin function. Using in vitro flow analysis, cells
expressing a4b7 integrins can roll on immobilized
mucosal vascular addressin cell adhesion molecule-1
(MADCAM1) that is highly expressed in the intestinal
track [21–23]. Likewise, very late antigen 4 (VLA4)
supports monocyte and lymphocyte rolling in vitro and
lymphocyte rolling in the CNS [24–28]. While it is not
clear under what circumstances the integrin-mediated
rolling occurs, it is likely functional under low shear
flow conditions when an initial tethering event is not
as crucial. It is most likely that the cooperation of selec-
tin-mediated and integrin-mediated rolling and adhe-
sion is required for leukocyte rolling.

The transition from leukocyte rolling to firm adhe-
sion depends on several distinct events to occur in
the rolling leukocyte. First, the integrin needs to be
modified through a G protein-mediated signaling
event enabling a conformational change that exposes
the binding site for the specific adhesion molecule.
Second, the density of adhesion molecule expression
needs to be high enough to allow the leukocyte to
spread along the activated endothelium and appropri-
ate integrin clustering on the leukocyte surface.
Finally, it appears that a phenomenon known as out-
side-in signaling (recently reviewed [29]) is also nec-
essary for strengthening the adhesive interactions
through several important signaling events that
include FGR and HCK, two SRC-like protein tyrosine

kinases (PTKs). Together, these coordinated events
facilitate preparation of leukocytes for extravasation
through the endothelium into the inflamed tissue.

Transendothelial cellmigration of leukocytes requires
that numerous potential obstacles be managed. After
firmly adhering to the activated endothelium, leukocytes
appear to spread and crawl along the border until they
reach an endothelial cell junction that has been appro-
priately “opened” by the inflamed environment. While
it has not been completely established, it appears that
endothelial cell junctions that support transmigration
of leukocytes express higher levels of adhesionmolecules
that allow a haptotatic gradient for the crawling cells to
traverse through. This paracellular route of migration is
a favored and well-supported mechanism that is opti-
mized by tissue expressed chemoattractants for mediat-
ing the crawling into the junctional region without
harming the endothelial cell border. A number of mole-
cules have been implicated in this route ofmigration, but
PECAM1 has been the most thoroughly studied and
appears to be functionally required for the process
with targeted expression at the endothelial cell junc-
tion region [30,31]. Another protein, junction adhesion
molecule-A (JAM-A), has also been shown to be asso-
ciated with migration of cells through the tight junctions
of endothelial layer of vessels and is found on the surface
of several leukocyte populations including PMNs
[32,33]. It appears that PECAM1 and JAM-A are utilized
in a sequential manner to allow movement through the
endothelial barrier [34,35].

An alternative and recently described mode of trans-
endothelial migration is via a transcellular route. This
was initially described using in vitro analyses, but has
also been identified in the CNS and during inflamma-
tory responses in other tissues. These migratory path-
ways through the endothelial cell membrane and
cytoplasmic region are associated with vesiculo-vacuolar
organelles (VVOs), which have been described as mem-
brane-associated passageways that can allow rapid leuko-
cyte transendothelial migration into inflamed tissue
compartments [36,37]. It has been suggested that these
mechanisms may occur under conditions of dense
adhesion molecule expression that appears to trigger
the formation of the intracellular passageways in associ-
ation with caveolin-1 [38]. While this mechanism of leu-
kocyte extravasation may represent a less frequent
method of migration across inflamed endothelium,
under certain conditions, such as in high shear where
paracellular migration could be more difficult, it may
represent an important form of migration.

The final obstacle for the leukocyte to traverse
prior to entering into the tissue from the vessel is the
basement membrane. The model that has been pro-
posed over the years suggests that metalloproteinases
(MMPs) are activated to degrade the basement mem-
brane extracellular matrix (ECM), enabling leukocytes
to penetrate toward the site of inflammation [39–41].
While evidence in vitro suggests that matrix degrada-
tion is necessary and that MMPs are required, it has
not been clearly identified how the basement mem-
brane is traversed by leukocytes without substantial
damage to the integrity of the vessel wall.
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Chemoattractants

Over the past several years researchers have identified
multiple families of chemoattractants that can partici-
pate in the extravasation of leukocytes. Perhaps the
most readily accessible mediator class during inflam-
mation is the complement system. These proteins are
found in circulation or can be generated de novo upon
cellular stimulation. Upon activation, bacterial pro-
ducts or immune complexes (as previously reviewed
[42,43]) through the alternative or classical pathways
mediate cleavage of C3 and/or C5 into C3a and C5a
that can provide an immediate and effective chemoat-
tractant to induce neutrophil and monocyte activation.
The role of C3a as an anaphylactic agent illustrates the
importance of this early activation event on mast cell
biology. In addition, C5a stimulates neutrophil oxida-
tive metabolism, granule discharge, and adhesiveness
to vascular endothelium. Interestingly, C5a activates
endothelial cells via C5aR to induce expression of
P-selectin that can further increase local inflammatory
events. C3a lacks these latter activities. Altogether,
these functions of C3a and C5a indicate that they
are potent inflammatory mediators. While these che-
moattractant molecules have previously been well
described, recent literature has provided additional
evidence that has rekindled excitement toward target-
ing these factors for therapeutic intervention [44,45].
These diseases include sepsis, acute respiratory distress
syndrome (ARDS), asthma, arthritis, as well as several
other acute and chronic inflammatory diseases.

A second mediator system that is involved in early
and immediate leukocyte migration is the leuko-
trienes, a class of lipid mediators that are preformed
in mast cells or are quickly generated through the effi-
cient arachadonic acid pathway induced by 5-LO
[46,47]. In particular, leukotriene B4 (LTB4) has espe-
cially been implicated in the early induction of neutro-
phil migration, but also can generate long-term
problems during inflammation. LTB4 can be rapidly
synthesized by phagocytic cells (PMNs and macro-
phages) following stimulation with bacterial LPS or
other pathogen products. Furthermore, the LTB4
receptor has been implicated in recruitment of T lym-
phocytes that mediate chronic inflammatory diseases,
including rodent models of asthma and arthritis, as
well as in transplantation rejection models. In particu-
lar, the LTB4 receptor BLT1 has been implicated in
preferential recruitment of Th2 type T-lymphocytes
during allergic responses [48–50]. Thus, besides their
potent function as a neutrophil chemoattractant in
acute inflammatory events, LTB4 and BLT1 also play
important roles in chronic immune reactions. As such,
they are now being considered targets for therapy in
chronic immune responses. In addition to LTB4, the
cysteinyl leukotrienes, LTC4, D4, and E4, also appear
to have some chemotactic activity [51,52], suggesting
that targeting the conversion of arachodonic acid into
the leukotriene pathway may be generally beneficial.

Chemokines represent a large and well-character-
ized family of chemoattractants composed of over 50
polypeptide molecules that are expressed in numerous

acute and chronic immune responses [53]. Given the
number of individual molecules contained in the che-
mokine family, there is confusion of function. The
promiscuous binding relationship between multiple
members with a single receptor, as well as a specific
receptor able to bind multiple chemokines contributes
considerably to our relative lack of understanding of
the biology of the family. The determination of what
leukocyte populations are recruited to a particular tis-
sue during a response is dictated by the chemokine
ligands that are induced and the specific receptors
that are displayed on subsets of leukocytes. This latter
aspect can be best observed during acute inflammatory
responses, such as in bacterial infections, when the cel-
lular infiltrate is primarily neutrophils and it is the pro-
duction of CxCR binding chemokines that mediate the
process [54]. Likewise, when more insidious patho-
gens are present and the acute inflammatory mechan-
isms are not able to control the infectious process,
immune cytokines, such as IFN and IL-4, tend to drive
the production of chemokines that facilitate the
recruitment of mononuclear cells, macrophages, and
lymphocytes to the site of infection [54,55]. This
allows a more sophisticated immune response to
develop for clearance of the pathogen. Thus, although
there are numerous chemokines being produced dur-
ing any single response, the overall profile of the
response may be directed for recruitment of cells
that are most appropriate to deal with the particular
stimuli. In addition to their ability to bind to cellular
receptors, chemokines are also able to bind to glyco-
saminoglycans (GAGs) [55]. Unlike with complement
and lipid chemoattractants, this allows chemokines to
accumulate within tissue and on endothelium for long
periods without being washed away or otherwise
cleared through various biologic processes. This pro-
vides several advantages with respect to the maint-
enance of chemoattractant gradients in inflamed
tissue over long periods of time, with the most intense
signals maintained at the site of inflammation. Chemo-
kines are important at the endothelial border where
they mediate firm adhesion of leukocytes undergoing
selectin-associated rolling to activate their b-integrins
to the activated endothelial cells and subsequently
direct migration of these cells to the site of inflamma-
tion. Finally, at higher concentrations (such as those
found at the site of inflammation), chemokines induce
leukocyte activation for effector function (for instance,
degranulation). Thus, the progressive movement of
leukocytes from the endothelial cell border in acti-
vated vessels through their arrival at the site of inflam-
mation relies on the coordinated expression and
interaction of chemokines and adhesion molecules.

The activation of leukocytes by chemoattractants is
mediated by a common signaling cascade via Gi-pro-
tein coupled receptor pathways [56]. These pathways
can be monitored by calcium mobilization and cellular
migration mediated by the Gi alpha and Gi beta/
gamma subunits, respectively. Signaling through these
subunits results in the activation of important down-
stream pathways including PI3K, MAPK, and FAK.
The PI3K pathway has been the most thoroughly
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studied after a chemotactic signal and depends on the
P110 subunits a, b, g [57]. The importance of PI3K was
best demonstrated in studies using cells deficient in
PI3K P110g, as well as in localization studies that iden-
tified activated P110g at the leading edge of migrating
cells [58–60]. Once activated, PI3K appears to couple
with the p85 adaptor protein that mediates activation
of other pathways, including rac, rho, and Cdc42
GTPases leading to actin polymerization. These PI3K-
induced responses can be actively regulated by PTEN
(phosphatase and tensin homology deleted on chro-
mosome ten protein) and involved in directional sens-
ing [61,62]. Interestingly, while PI3K appears to be
localized to the leading edge during migration, PTEN
is found in the trailing edge and is excluded from the
leading edge via mechanisms related to GTPase-asso-
ciated amplification of PIP3 activation [63–67]. Thus,
the activation of this system clearly regulates direc-
tional leukocyte movement by differential cellular
localization of key signaling molecules that regulate
actin and other structural proteins.

ACUTE INFLAMMATION AND DISEASE

PATHOGENESIS

The initiation of a rapid innate immune response to
invading pathogens is essential to inhibit the coloniza-
tion of microorganisms or to sequester toxic and nox-
ious substances. Once an infection is established,
pathogenic bacteria have the capability to multiply
and expand at a rate that can surpass the ability of
the host to clear and destroy the bacteria. A number
of mechanisms have developed to inhibit the establish-
ment of pathogenic bacteria in tissues. The primary
mechanism is activation of edema and local fluid
release to flood the affected tissue, along with early
activation of the complement system in response to
bacterial components, resulting in cleavage of C3
and C5. These early inflammatory mediators provide
a relatively effective and rapid initiation of PMN and
mononuclear phagocyte infiltration to sites of infec-
tion. The recruited phagocytic cells engulf invading
pathogenic bacteria and quickly activate to begin pro-
ducing LTB4 as well as early response cytokines, such
as IL-1 and TNF, that enhance phagocytosis and kill-
ing. The early response cytokines subsequently activate
resident cell populations to produce other important
mediators of inflammation, such as IL-6 and IL-8
(CxCL8), and promote cytokine cascades that lead to
continued leukocyte migration and activation. These
early events are critical for regulation of the intensity
of the inflammatory response as well as effective con-
tainment of the pathogens and foreign substances.
This multipronged approach to the activation of the
inflammatory response and inhibition of the pathogen
expansion is normally tightly regulated. However, in
situations in which the inflammatory stimuli are
intense, such as in a bolus dose of bacteria, severe
trauma, or in burn victims, the acute inflammatory
response can become dangerously unregulated. In
these types of situations when mediators are produced

in an unregulated manner, the host/patient can
quickly become subjected to a systemic inflammatory
response even though the initial insult may be quite
localized. This is a result of mediator production
(especially TNF and IL-1) that is systemically deliv-
ered to multiple organs, creating an overproduction
of leukocyte chemoattractants in distal organs and
inducing inflammatory cell influx. These types of
responses can quickly damage target organs including
liver, lung, and kidney. In this form of septic response,
the overwhelming PMN recruitment and activation to
multiple organs can lead to tissue damage and organ
dysfunction.

The ensuing cytokine storm that develops in the
affected tissues results from a cascade of cytokine
and chemokine production, leading to uncontrolled
leukocyte infiltration and activation that damages the
tissue leading to organ dysfunction. While these events
can affect any tissue of the organism, the liver and
lung appear to be primary targets due to their rela-
tively high numbers of resident macrophage popula-
tions that can quickly respond to the inflammatory
cytokine signals. In the lung, the development of
acute respiratory distress syndrome (ARDS) is often
observed in patients experiencing a septic insult.
Although early research focused on TNF and IL-1 as
lead targets to combat these responses, clinical trials
using specific inhibitors, along with more clinically
relevant animal models, have not shown any benefit
to blocking these central inflammatory mediators in
acute diseases, such as sepsis. These failures are likely
due to the fact that the early response cytokines are
produced and cleared prior to the induction of the
most severe aspects of disease. Thus, by the time these
mediators were targeted in the sick patient, their
detrimental inflammatory function has already been
performed. More recent targets include complement
receptors (C3aR and C5aR), as well as numerous che-
mokines and their receptors to attempt to block the
recruitment and activation of the cell populations
during the responses. However, it is not yet clear
whether merely blocking a signal mediator or receptor
system will be sufficient or consistent enough to sig-
nificantly alter the outcome of severely unregulated
septic responses.

In the case of viral infections, the system must deal
with clearance in a different manner since the ability
to recognize and phagocytize virus particles is not rea-
sonable due to their size. Instead, the system is geared
to recognize the organisms once a target cell has been
infected with the virus. One of the most effective early
means of blocking the spread is through the immedi-
ate production of type I interferon (IFN). This class
of mediators facilitates the blockade of spread by both
altering the metabolism of infected cells and by pro-
moting the production of additional antiviral factors
in uninfected cells to reduce the chance of successful
viral assembly and further spread. While the antiviral
effects of type I IFNs was initially identified many years
ago, researchers continue to attempt to fully under-
stand the mechanisms that are initiated by this class
of mediators.
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PATTERN RECOGNITION RECEPTORS

AND INFLAMMATORY RESPONSES

Toll-Like Receptors

The initiation of acute inflammation and the progres-
sion of chronic disease are often fueled by infectious
agents that provide strong stimuli to the host. These
responses evolved to be beneficial for the rapid recog-
nition of pathogenic motifs that are not normally pres-
ent in the host during homeostatic circumstances.
These pathogen recognition systems form the basis
for our innate immune system, which is rapidly acti-
vated to destroy pathogens prior to their colonization.
However, at the same time the overactivation of this
system can contribute to significant pathology in the
host. While there are now a number of diverse families
of pattern recognition systems, the best-characterized
family is the toll-like receptors (TLR) [68,69]. The
Toll system was first discovered in Drosophila as a cru-
cial part of the antifungal defense for the organism.
The TLR family in mammalian species consists of
transmembrane receptors that reside either on the cell
surface or within the endosome and that characteristi-
cally consist of leucine rich repeats (LRR) for motif
recognition and an intracytoplasmic region for signal
transduction (Figure 2.1). While TLRs are most nota-
bly identified on immune/inflammatory cell popula-
tions, they can also be expressed on nonimmune
structural cells and provide an activation signal for
the initiation of inflammatory mediator production.
Cellular activation signals are transmitted by TLRs via
cytoplasmic adapter molecules that initiate a cascade

of now well-defined activation pathways including
NFkB, IRF3, IRF7, as well as a link to MAPK pathways
[70,71]. These activation pathways provide strong sti-
muli that alert the host with “danger signals” that allow
effective immune cell activation.

One of the first molecules in this family that was
identified was toll-like receptor 4 (TLR4), which primar-
ily recognizes lipopolysaccharide (LPS; also known as
endotoxin), a component of the cell wall of gram-nega-
tive bacteria. The TLR4 activation pathway is unique
among TLRs as it signals via multiple adaptor proteins,
including MyD88, TRIF, and MD-2, making it the most
dynamic TLR within the family [72]. It is the TLR4
pathway that is likely the most prominent during
sepsis for the strong systemic activation during acute
inflammatory responses. In addition to recognizing
LPS, RSV F protein [73] and other complex carbohy-
drate and lipid molecules from pathogens, TLR4 has
also been demonstrated to recognize free fatty acids
from host adipose tissue and may contribute to the
inflammatory syndrome observed during obesity and
in type 2 diabetes [74]. This latter activation cascade
may contribute to an unknown number of diseases
where obesity and insulin resistance predispose indivi-
duals to more severe disease progression. This aspect
will surely become a focus in future investigations
related to disease severity and obesity.

Other TLR family members recognize distinct and
now better-defined factors that allow the immediate
activation of the innate immune system and subsequent
signaling of the adaptive immune responses. TLR2
appears to have the most diverse range of molecules
that are recognized directly including peptidoglycan,
mycoplasm lipopeptide, a number of fungal antigens,
as well as a growing number of carbohydrate residues
on parasitic, fungal, and bacterial moities. In addition,
TLR2 can heterodimerize with TLR1 and TLR6 to fur-
ther expand its recognition capabilities. TLR5 specifi-
cally recognizes flagellin and is therefore important
for recognizing both gram-negative and gram-positive
bacteria. While the previously described TLRs are
expressed on the cell membrane, a number of TLRs
are predominantly expressed in endosomic membrane
compartments of innate immune cells, including
TLR3, TLR7, TLR8, and TLR9 [9]. These pathogen
recognition receptors (PRR) are involved in recogni-
tion of nucleic acid motifs including dsRNA (TLR3),
ssRNA (TLR7 and TLR8), and unmethylated CpG
DNA (TLR9). Together, these TLRs function in the
recognition of viral and bacterial pathogens that enter
the cell via receptor-mediated endocytosis or that are
actively phagocytized. All of these TLRs exclusively utilize
the MyD88 adaptor pathway for activation, except TLR3,
which uses TRIF. Thus, these pathways are important
for the initiation of innate cytokines, including TNF,
IL-12, and type I IFN [75,76], as outlined in Figure 2.1.
However, the activation of antigen-presenting cells via
the TLR pathways is also extremely important for inte-
grating acute inflammatory events mediated by the
innate immune system with acquired immunity and
therefore also implicates TLR activation with chronic
inflammation.
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production.
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Cytoplasmic Sensors of Pathogens

While the TLR proteins have been the best character-
ized, it is now evident that they are not the only mole-
cules that are important for recognition of pathogenic
insults. One of the early observations that surround
the TLR recognition system was the fact that they are
expressed either on the surface membrane or on the
endoplasmic membranes. However, if pathogens infect
directly into the cytoplasm or escape endosomal degra-
dation pathways, the host cell must have the ability to
recognize and deal with the cytoplasmic insult. Cells
have developed a number of additional recognition sys-
tems to specifically identify pathogen products in the
cytoplasm. Similar to the TLR system, Nod-like recep-
tors (NLR; also known as catapiller proteins) are able
to recognize specific pathogen patterns that are distinct
from host sequences [77–80]. Nod1 and Nod2 sense
bacterial molecules produced by the synthesis and/or
degradation of peptidoglycans (PGN) (Figure 2.2).
Specifically, Nod1 recognizes PGNs that contain meso-
diaminopimelic acid produced by gram-negative bacte-
ria and some gram-positive bacteria, while Nod2 recog-
nizes muramyl dipeptide that is found in nearly all
PGNs. Other members of this family include NALPs
(NACHT-, LRR-, and pyrin-domain-containing pro-
teins), IPAF (ICE-protease activating factor), and NAIPs
(neuronal apoptosis inhibitor proteins) [79,81]. An
interesting aspect of NLRs is that they contain a con-
served caspase associated receptor domain (CARD)
that was initially related to proteins involved in pro-
grammed cell death or apoptosis. These proteins specif-
ically activate cells through a complex of proteins
known as the inflammasome. The central protein of

the inflammasome is caspase 1, which is bound by the
CARD of the NLRs. A simplified model of the NLR acti-
vation pathway suggests that binding to caspase 1 leads
to processing of pro-IL-1b and pro-IL-18 to their active
and released forms. Interestingly, these same activation
pathways can lead to programmed cell death, possibly
depending on the activation state of the responding
cell and/or the intensity of the NLR signal. In addition
to the inflammasome-mediated activation of proinflam-
matory cytokine release, NOD proteins have also been
shown to induce NFkB and MAPK activation through
a RICK/RIP2 signaling pathway [82]. This opens up
a number of additional gene activation events via this
bacterial-induced pathway.

Beyond the activation of cytosolic sensors by bacte-
rial products, host organisms are also armed with a
system that recognizes viral products that either
escape endosomic recognition or directly infect in a
cytosolic manner. Several years ago it was recognized
that PKR proteins had the ability to recognize dsRNA,
an intermediate step in nearly every viral infection.
Interestingly, one of the apparent functions of PKR
is that it phosphorylates the alpha-subunit of eukary-
otic translation initiation factor 2 (eIF2), which
causes inhibition of cellular and viral protein synthe-
sis [83–85]. This latter function works in concert with
type I IFN that is also a product of PKR activation for
creating an antiviral environment [86]. PKR has a
long history of investigation related to antiviral effects
of infected cells and appears to provide an important
aspect to the response against a productive virus
infection.

More recent investigations have identified two heli-
case proteins that have the ability to recognize dsRNA,
RIG-I (retinoic acid-inducible gene) and MDA5 (mela-
noma differentiation-associated gene) [87,88]. The
activation of the protein products of either of these
genes in the cytoplasm leads to an immediate activa-
tion of type I IFNs (Figure 2.3). The signaling pathway
that RIG-I utilizes was initially surprising since it
also utilizes its CARD to interact with a mitochondria-
associated protein, MAVS [89]. This interaction leads
to a scaffold involving TRAF-3, TBK-1, and IRF-3 activa-
tion [90]. While this pathway continues to be defined,
it appears to be very important in several forms of viral
infection. Interestingly, various viruses may differen-
tially activate the two helicases, and this differential
activation may define the type and intensity of the
ensuing immune responses. Overall, the number of
proteins that have the ability to recognize dsRNA not
only demonstrates redundancy in the system but also
indicates the importance of being able to detect this
specific PAMP that is a clear sign of a productive viral
infection.

Pattern Recognition and Pathologic
Consequences

One of the potential pathogenic side effects of activa-
tion of cells by TLRs, NLRs, and other pathogen-sensing
receptor systems is the initiation of a wide range of
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inflammatory molecules that, if not properly control-
led, could lead to detrimental pathogenic responses.
The focus for researchers and clinicians has been
centered on the role that pattern recognition receptors
play in the initiation of immune responses. However,
these mechanisms can also swing the opposite way by
promoting inflammation that causes tissue pathology.
Two important activation systems that are strongly
upregulated by PRRs are the type I IFN (IRF-mediated)
and early response cytokine (NFkB-mediated) cascades.
Both of these systems have a strong impact on the int-
ensity and direction of the inflammatory responses
through their ability to drive chemokine production.
In addition to the cytokine cascades that lead to
increased levels of these chemotactic molecules, the
PRR systems directly regulate the chemokine expres-
sion, as many of the chemokine genes have either or
both NFkB and/or IRF transcription factor binding
sites in their promoter regions. Thus, a local inflam-
matory response can quickly become amplified and
spread the inflammatory damage to neighboring, unin-
volved areas. This response is greatly enhanced and
perpetuated in more persistent pathogenic insults or
with nonpathogenic stimuli that cannot be cleared,
such is the case with silica.

Regulation of Acute Inflammatory Responses

The most successful therapy to date for controlling
inflammation has been the use of steroidal com-
pounds that nonspecifically inhibit the production of
many inflammatory cytokines. The continued depen-
dence on this strategy, although often effective,
demonstrates our lack of complete understanding of
the mechanisms that control inflammatory responses.
A number of well-described regulators may be suited
for management of acute inflammatory responses.

Several anti-inflammatory mediators have been investi-
gated, including IL-10, TGFb, IL-1 receptor antagonist
(IL-1ra), as well as IL-4 and IL-13 [91–93]. Perhaps the
most attractive anti-inflammatory cytokine with broad-
spectrum activity is IL-10. IL-10 is predominantly
produced by macrophage populations, Th2-type lym-
phocytes, and B-cells, but can be produced by airway
epithelial cells and by several types of tumor cell popu-
lations. The function of IL-10 appears to be important
during normal physiologic events, as IL-10 gene knock-
out mice develop lethal inflammatory bowl dysfunc-
tion [94]. The importance of this cytokine has been
demonstrated in models of endotoxemia and sepsis
that neutralized IL-10 during the acute phase and led
to increased lethality. In addition, administration of
IL-10 to mice protects them from a lethal endotoxin
challenge [95,96]. These latter observations can be
attributed to the ability of IL-10 to downregulate mul-
tiple inflammatory cytokines, including TNF, IL-1,
IL-6, IFN-g, expression of adhesion molecules, and
production of nitric oxide. The downregulation of
the inflammatory cytokine mediators by IL-10 therapy
suggest an extremely potent anti-inflammatory agent
that might be used for intervention of inflammation-
induced injury. The ability of IL-10 to act as a potent
anti-inflammatory cytokine has been shown in other
disease states, such as in transplantation responses.
However, in severe acute inflammatory diseases, such
as sepsis, IL-10 also appears to have a role in promot-
ing secondary or opportunistic infections due to its
inhibitory activity [97,98]. IL-10 may also have a
role in promoting end-stage disease if not properly
regulated. Thus, its role as a therapeutic has been
questioned.

Other cytokines also function to suppress the inflam-
matory response. Transforming growth factor beta
(TGFb) has antiproliferative effects in macrophages
and lymphocytes, downregulates cytokine production,
and inhibits endotoxin-induced inflammation [99]. In
TGFb gene knockout mice, a progressive inflammatory
response was observed early in neonatal development
(day 14 after birth) throughout the body including
heart, lung, salivary glands, and in virtually every organ
at later time points. Thus, TGFb, like IL-10, plays a crit-
ical role in homeostatic regulation of inflammatory
responses within the body. However, the use of this
cytokine as a therapeutic must be viewed very cau-
tiously as TGFb may promote fibrogenic outcomes
and can skew the T-cell response toward a Treg or
Th17 phenotype. In addition, the overexpression of
TGFb has demonstrated enhanced inflammatory
responses during endotoxemia [100,101]. Therefore,
the therapeutic potential for this cytokine is very lim-
ited, if not nonexistent. Another cytokine which has
demonstrated anti-inflammatory functions is IL-4.
IL-4 is a member of the Th2-type cytokine family and
has the ability to downregulate the production of
inflammatory cytokines from macrophages. However,
like TGFb, IL-4 has a number of alternate functions
that should be viewed carefully, including upregula-
tion of VCAM-1, IgE antibody isotype switching, Th2
cell skewing, and fibroblast activation. IL-4 has been
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shown to play an important role in the progression of
pulmonary granulomatous responses, in allergic airway
eosinophilia, and in proliferation and collagen-gene
expression in pulmonary fibroblast populations
[102,103]. The use of either TGFb or IL-4 as a thera-
peutic anti-inflammatory agent will likely not be
considered.

CHRONIC INFLAMMATION AND

ACQUIRED IMMUNE RESPONSES

Perhaps one of the most difficult and important
aspects of disease pathogenesis to regulate is when
and how to turn off an immune/inflammatory
response. Clearly, pathogen clearance is a primary
focus for our immune system, and leukocyte accumu-
lation and activation are a critical event that must be
coordinated with the continued presence of patho-
gens. PRR activation is a critical recognition system
that not only activates important cytokine and chemo-
kine pathways for increasing leukocyte function, but
also initiates critical antigen presentation cell (APC)
functions to optimize lymphocyte activation for patho-
gen clearance. However, uncontrolled or inefficient
immune responses can lead to continual inflammatory
cell recruitment and tissue damage that, if persistent
and unregulated, can result in organ dysfunction.
There are numerous pathogen- and non-pathogen-
related diseases that have been classically regarded as
being caused by chronic inflammation, including
rheumatoid arthritis (RA), chronic obstructive pulmo-
nary disease (COPD), asthma, mycobacterial diseases,
multiple sclerosis (MS), and viral hepatitis, among
others. However, more recently additional diseases
that have not been traditionally grouped with those
associated with chronic inflammation have now been
recognized to have defects in regulation of inflam-
mation. These disease states include atherosclerosis,
numerous obesity-related diseases, as well as various
cancers. Persistent inflammatory mediators can be
induced by an antigenic or pathogenic stimulus, such
as in the case of allergic, bacteria or viral responses, or

chronic inflammation may be driven by nonantigenic
stimuli that are persistent and cannot be effectively
cleared, such as in the case of silicosis. In addition to
the persistence of the inflammatory response during
chronic inflammatory disorders, there is also a shift
in the cellular composition of the leukocyte popula-
tions that accumulate. While neutrophils and macro-
phages may continue to be the end-stage effector
cells that mediate the damage, a significant compo-
nent of the inflammatory responses now comprises
lymphocyte infiltration. The presence of activated
T- and B-lymphocytes likely indicates the presence of
a persistent antigen that induces cell-mediated and
humoral immune responses. It is critical to regulate
T-lymphocytes since they are central to the activation
and regulation of the acquired immune response,
as well as the intensity of PMN and macrophage
activation.

T-Lymphocyte Regulation of Chronic
Inflammation

The nature, duration, and intensity of episodes of
chronic inflammatory events are largely determined by
the presence and persistence of antigen that is recog-
nized and cleared by acquired immune responses.
Thus, the regulation of T-cells is central to the out-
come of the inflammatory/immune responses and is
mediated through a combination of cytokine environ-
ment and transcription factor regulation (Figure 2.4).
When a pathogenic insult is encountered, the most
effective immune response is a cell-mediated Th1-type
response, which is induced by IL-12 with Stat4 activation
and characterized by IFN production along with T-bet
transcription factor expression [104]. However, long
term this immune response can be devastating to the
host, as unregulated it can rapidly destroy local tissue
and organ function. Thus, the immune response must
be modulated and begin to shift to a less harmful
response for the tissue, which in T-cells is regulated by
IL-4 production and STAT6 activation leading to
GATA3 transcription factor expression. While this shift
in responses does not represent a sudden switch, rather
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a gradual transition, the long-term consequences of
chronic inflammation are often a result of a combined
cytokine phenotype that leads to altered macrophage
function and continual tissue damage. One of the
aspects of the Th2 response that can be detrimental is
the shift toward tissue remodeling designed to promote
both restoration of function and host protection.

Clearly, regulation of both the Th1- and Th2-type
immune responses is central to resolving inflammatory
responses and limiting damage once the inciting agent
has been removed. An area that has held a significant
level of interest has been the differentiation of T regu-
latory (Treg) cells during the development of chronic
responses [105–107]. This cell subset has been divided
into several subpopulations, including natural Treg
cells and inducible Treg cells (iTreg). Natural
Treg cells develop in the thymus and are essential for
control of autoimmune diseases, whereas inducible
iTreg cells develop following an antigen-specific activa-
tion event and appear to function to modulate an
ongoing response. In addition, Treg cells can also be
subdivided based on the mechanism of inhibition that
they use, such as production of IL-10 and/or TGFb or
use of CTLA-4. Some common ground has been
forged in these cell populations based on the expres-
sion of Foxp3 transcription factor, although appar-
ently not all Treg populations express this protein
[108]. Support for the importance of Foxp3þ Treg
cells comes from studies with mice missing this factor
and in humans who have mutations in FOXP3, both
of which develop multiorgan autoimmune diseases
[109,110]. Thus, no matter the nomenclature, this cell
population appears to be centrally important for the
regulation of immune responses, and defects in this
pathway may lead to chronic disease phenotypes.

More recent investigations have further enhanced
our understanding of the role of T-cell subsets in
chronic disease with the explosion of data that has
described a newer subset of T-cells (Th17) that charac-
teristically produce IL-17 [111]. This subset of T-cells
has only recently begun to be understood during
chronic inflammatory diseases. IL-17 producing cells
were first described as an important component of
antibacterial immunity. Subsequently, the Th17 subset
has been identified as having a central role in the
severity of autoimmune responses, in cancer, in trans-
plantation immunology, as well as in infectious dis-
eases [111,112]. Interestingly, the critical aspect of
whether T-cells will differentiate into a Th17 cell
depends on the expression RORgt transcription factor
[113]. Similar to the Treg cells, the differentiation of
these cells depends on exposure to TGFb, but is addi-
tionally dependent on IL-6 or other STAT3 signals
along with RORgt. The differentiation of Th17 cells
also appears to be enhanced by IL-23, an IL-12 family
cytokine that is upregulated in APC populations
upon TLR signaling. Thus, in a coordinated effort to
better remove an infectious pathogen, utilization of
a combination of Th1 and Th17 responses appears
to be the most detrimental trigger for exacerbating
a chronic autoimmune disease. While it is not yet
clear, the relationship between Treg and Th17

development and regulation appears to be closely con-
trolled, perhaps dependent on whether IL-6 is present
in the inflammatory environment along with TGFb
[114–116]. Thus, the differentiation of CD4þ T helper
cell subsets clearly depends on the immune environ-
ment that the cells find themselves. Rather than clearly
differentiated cell subsets, T-cell activation represents
a continuum of activation depending on the immune
environment and pathogenic cues that the T-cells
receive from APC when being activated and differen-
tiating. As outlined in Figure 2.4, T-cell activation
and cytokine phenotypes depend on the distinct tran-
scription factor expressed for the activation of the par-
ticular T-cell subset. Clearly, these subsets and the
cytokines that they produce dictate the outcome of a
chronic response not only based on the cascade of
mediators that they induce but also by the leukocyte
subsets that are used as end-stage effectors during the
responses.

B-Lymphocyte and Antibody Responses

The pathogenic role of the humoral immune system has
been implicated in a number of chronic disease pheno-
types, including allergic responses, autoimmune dis-
eases, arthritis, vasculitis, and any other disease where
immune complexes are deposited into tissues [117–
120]. Antibodies produced by B-lymphocytes are a pri-
mary goal of the acquired immune response to combat
infectious organisms at mucosal surfaces, in the circula-
tion, and within tissues of the host. To be effective, anti-
bodies need to have the ability to bind to specific
antigens on the surface of pathogen and through their
Fc portion to facilitate phagocytosis by macrophages
and PMNs for clearance and complement fixation for tar-
geted killing of the microorganism by the lytic pathway.
However, these features can also lead to detrimental
aspects and tissue damage due to inappropriate activa-
tionof inflammatory effector cell populations. In particu-
lar, one of the more pathogenic side effects of antibody
effector function is the inappropriate activation of PMNs
leading to release of their granular products and destroy-
ing host tissue. This is often a problem in autoimmune
diseases such as systemic lupus (SLE) and rheumatoid
arthritis, where awide array of antibodies directed against
self-antigens is formed. In SLE, immune complexes form
and are often deposited in the skin, driving a local inflam-
matory response and vasculitis. Evenmore serious for the
host is the deposition of immune complexes in the
kidney, leading to glomerulonephritis and possible
severe kidney disease [118,119]. Autoantibodies directed
against tissue antigens can also induce damage due to
FcR cross-linking on phagocytic cells including PMN,
macrophages, and NK cells. This is often a central mech-
anism for initiating local inflammation and damage
within autoimmune responses, such as with joints of RA
patients with autoantibodies directed against matrix
proteins.

The induction of allergic responses in developed
nations has been steadily increasing for the past three
decades. Incidence of food, airborne, and industrial
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allergies has a significant impact on the development of
chronic diseases in the skin, lung, and gut, including
atopic dermatitis, inflammatory bowel disease (IBD),
and asthma. The production of IgE leading to mast cell
and basophil activation is the central mechanism that
regulates the induction of these diseases [121]. While
it continues to be controversial whether there is an
increase in mast cell numbers during the development
of these diseases, it is clear that their local activation by
IgE is a key initiating mechanism for the induction of
the response. As the antibody isotype produced by the
B-cell is governed by the T-lymphocyte response and pro-
duction of specific cytokines, determining mechanisms
that regulate T-cells during allergic diseases has been
central to research in these fields. In particular, IL-4 pro-
duction fromT-lymphocytes is key to isotype switching to
IgE in B-cells [122–124]. More recently, pharmaceutical
focus on inhibiting IgE-mediated responses has centered
on directly clearing IgE from the host using an anti-IgE
antibody as a therapeutic [125]. The use of this reagent
appears not only to clear IgE from the system prior to
its interaction with the FceR on mast cells and basophils,
but also may target the IgE-producing B-cells and kill
them. Thus, this strategy may help alleviate the initial
activation and chronic mast cell and basophil-mediated
inflammatory responses. This treatment appears to be
especially efficacious in patients with severe food aller-
gies who are at risk for anaphylactic responses.

Exacerbation of Chronic Diseases

While much of the research in this field has centered on
understanding the factors involved and defining targets
for therapy of chronic disease, less research has focused
on what exacerbates and/or extends the severity of these
diseases. This becomes much more difficult when the
mechanisms and causative agents that initiate the
chronic response are not clearly identified ormay be het-
erogeneous within the patient population. No matter
the disease, it appears that a common initiating factor
for the exacerbation is an infectious stimulus, bacterial
or viral. In fact, in diseases such as multiple sclerosis
(MS) or SLE, a number of viruses and bacteria have been
implicated as the causative agents for the initiation and/
or exacerbationof the responses [126–128]. The reality is
that any stimulus that initiates a strong inflammatory sig-
nal has the ability to break the established maintenance
and reinitiate the chronic response in individuals with
an underlying disease. This is most often manifested in
diseases where an antigenic response is the underlying
cause of the chronic disease and the antigen is environ-
mental or host available, such as allergic asthma or auto-
immunity. The strong activation of immune cells locally
within the affected tissue would provide the reactivation
of a well-regulated immune response. Themediators that
are upregulated, IL-12 and/or IL-23, in DCmight dictate
the type of effector response that is initiated, such as Th1
and/or Th17, respectively.

A common activation pathway for these responses is
the use of molecules that can quickly and effectively rec-
ognize pathogens, such as the TLR family members.

While these molecules are clearly expressed on
immune cell populations and facilitate an effective host
response, it may be their inappropriate expression on
nonimmune cells, such as epithelial cells and fibro-
blasts, which presents the host with the most detrimen-
tal response. The expression of TLRs on nonimmune
cells within chronic lesions would predispose these cells
to strong infectious stimuli that initiate (or reinitiate)
an inflammatory response through the activation and
expression of cytokines and inflammatory mediators.
While it has not been clearly established, a number of
studies have indicated that TLR expression on nonim-
mune cells in chronic lesions is upregulated and would
presumably predispose these tissues to hyperstimula-
tion during infectious insults. This alone could cause
the exacerbation of a chronic response without any
other specific stimuli. The continual reactivation of tis-
sue inflammation with infectious insults, such as in the
lung and gut, could provide the mechanism for tissue
damage and potentially remodeling that over time
could lead to gradual but continuous organ dysfunc-
tion. The addition of other antigenic stimuli, such as
an auto-antigen, would further enhance the damaging
responses and lead to more severe and accelerated dis-
ease phenotypes along with end-stage disease that often
accompanies tissue remodeling and ineffective repair.

TISSUE REMODELING DURING ACUTE

AND CHRONIC INFLAMMATORY

DISEASE

Repair of damaged tissues is a fundamental feature of
biological systems and properly regulated has little
harmful effect on normal organ function. Abnormal
healing and repair, however, can lead to severe prob-
lems in the function of organs, and in some cases the
perpetuation of the remodeling and repair can result
in end-stage disease. Damage to tissues can result from
various acute or chronic stimuli, including infections,
autoimmune reactions, or mechanical injury. In some
cases acute inflammatory reactions, such as ARDS in
septic patients, can result in a rapid and devastating dis-
order that is complicated by significant lung fibrosis
and eventual dysfunction. However, more common
chronic inflammatory disorders of organ systems
(including pulmonary fibrosis, systemic sclerosis, liver
cirrhosis, cardiovascular disease, progressive kidney dis-
ease) and the joints (such as rheumatoid arthritis and
osteoarthritis) are a major cause of morbidity and mor-
tality and enormous burden on healthcare systems. A
common feature of these diseases is the destruction
and remodeling of extracellular matrix (ECM) that
has a significant effect on tissue structure and function
[129]. A delicate balance between deposition of ECM
by myofibroblasts and ECM degradation by tissue leu-
kocytes determines the tissue restructuring during
repair processes, and proper function versus develop-
ment of pathologic scarring. Chronic inflammation,
tissue necrosis, and infection lead to persistent myofi-
broblast activation and excessive deposition of ECM
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(including collagen type I, collagen type III, fibro-
nectin, elastin, proteoglycans, and lamin [130–136]),
which promote formation of a permanent fibrotic scar.
Most chronic fibrotic disorders have a persistent irritant
that stimulates production of proteolytic enzymes,
growth factors, fibrogenic cytokines, and chemokines.
Together, they orchestrate excessive deposition of con-
nective tissue and a progressive destruction of normal
tissue organization and function (Figure 2.5).

A mechanism that counteracts deposition of ECM
and formation of fibrotic foci is activation of matrix
metalloproteinases (MMPs), which represent a class of
catalytic enzymes that degrade various components of
ECM. All MMPs are composed of shared molecules but
have different primary structures (reviewed in [137]).
MMPs are produced by cells in latent form and need
to be activated by removal of a propeptide from the
active site. Some MMPs are constitutive or homeostatic
(MMP-2) and expressed inmost cells under normal con-
ditions. Others are inducible (MMP-9) or inflammatory.
Activities of MMPs are always dependent on a balance
between proteinases and natural inhibitors (TIMPs,
tissue inhibitors of metalloproteinases) [137]. It may
be that the upregulation of TIMPs during chronic dis-
ease can be more detrimental for developing severe
fibrosis than downregulation of MMPs. Overall, the
maintenance of ECM deposition may depend on the
active removal and proper arrangement of the compo-
nents allowing proper restructuring of the tissue and
basement membrane.

Profibrogenic Cytokines and Growth Factors
Involved in Fibrotic Tissue Remodeling

Alterations in the balance of cytokines can lead to patho-
logical changes, abnormal tissue repair, and tissue fibro-
sis. The most well-studied cytokines involved in these
processes include transforming growth factor b (TGFb),
tumor necrosis factor-a (TNFa), platelet-derived growth

factor (PDGF), basic fibroblasts growth factor (BFGF),
monocyte chemoattractant protein-1 (MCP-1), macro-
phage inflammatory protein-1-a (MIP-1-a), and interleu-
kin-1 (IL-1), IL-13, and IL-8 [138–143].

TGFb

TGFb is one of the most well-studied profibrotic cyto-
kines. Upregulation of TGFb1 has been associated
with pathological fibrotic processes in many organs
(Table 2.1), such as chronic obstructive pulmonary
disease [144], cataract formation [145], systemic scle-
rosis [146], renal fibrosis [133,147], heart failure
[140,148–152], and many others [133,134,136,
153–162]. The TGFb family represents a group of
multifunctional cytokines that includes at least five
known isoforms [133,134,136,143,153–162], three of
which are expressed by mammalian cells (TGFb1–3).
TGFb-induced effects are mainly mediated by signaling
via the TGFb receptors. TGFb isoforms are known to
induce the expression of ECM proteins (such as collagen
I, collagen III, and collagen V; fibronectin; and a number
of glycoproteins and proteoglycans normally associated
with development) in mesenchymal cells, and to stim-
ulate the production of protease inhibitors that pre-
vent enzymatic breakdown of the ECM. In addition,
some ECM proteins (such as fibronectin) are known
to be chemoattractants for fibroblasts and are
released in increased amounts by fibroblasts and epi-
thelial cells in response to TGFb [162]. Elevated TGFb
expression in affected organs correlates with abnor-
mal connective tissue deposition observed during

Figure 2.5 The persistent production of cytokines,
fibrogenic growth factors, and proteolytic enzymes can
result in tissueremodelingandeventualorgandysfunction.

Table 2.1 TGFb Contributes to Fibrosis of
TheseDiseases by ExcessiveMatrix
Accumulation

Organ Disease

Eye Graves ophthalmopathy
Conjunctival cicatrization

Lung Pulmonary fibrosis
Pulmonary sarcoids

Heart Cardiac fibrosis, cardiomyopathy
Liver Cirrhosis

Primary biliary cirrhosis
Kidney Glomerulosclerosis

Interstitial fibrosis
Pancreas Chronic or fibrosing pancreatitis
Skin Hypertrophic scar

Keloids
Scleroderma

Subcutaneous tissue Dupuytren’s contracture
Endometrium Endometriosis
Peritoneum Sclerosing peritonitis

Postsurgical adhesion
Retroperitoneum Retroperitoneal fibrosis
Bone Renal osteodystrophy
Muscle Polymyositis, dermatomyositis

Muscular dystrophy
Eosinophilia-myalgia

Bone marrow Myelofibrosis
Neuroendocrine Carcinoid
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the beginning of fibrotic diseases [143,163]. For
example, fibroblasts derived from lungs of idiopathic
pulmonary fibrosis patients show an enhanced syn-
thetic activity in response to growth factors, whereas
normal fibroblasts show a predominantly proliferative
response [164]. Thus, while TGFb is necessary for nor-
mal repair processes, its overexpression plays a pivotal
role in deposition of ECM and end-stage disease.

TNFa

Another cytokine that has been often linked to
chronic remodeling diseases is tumor necrosis factor
alpha. TNFa is a well-known early response cytokine
that is key in initiating responses and is rapidly
expressed in response to many kinds of stress
(mechanical injury, burns, irradiation, viruses, bacte-
ria) [165,166]. However, the role of TNFa is much
more complex than simply serving as a trigger of cyto-
kine cascades. TNFa is a proinflammatory mediator
that is involved in the extracellular matrix network,
as shown in the healing infarct and collagen synthesis
by cardiac fibroblasts [167]. The pathologic events in
asthma also correlate with increased TNFa production
both in vivo and in vitro in cellular isolates from asth-
matic patients. The most convincing evidence that
TNFa plays a role in pathophysiology of asthma was
observed in normal subjects receiving inhaled recom-
binant TNFa [168]. These studies demonstrate a sig-
nificant increase in airway hyper-responsiveness and
decreases in FEV1 within those subjects receiving
TNFa compared to the placebo group linked to its
ability to change extracellular matrix and upregulate
pathways specific for leukocyte recruitment. A direct
role of TNFa in fibrogenesis was recently demon-
strated using human epithelioid dermal microvascular
endothelial cell cultures. Exposure of those cells to
TNFa for 20 days induced permanent transformation
into myofibroblasts. Similar transformation events fol-
lowing chronic inflammatory stimulation in vivo may
explain one source of myofibroblasts in skin fibrogen-
esis [169].

Rheumatoid arthritis (RA) represents a chronic dis-
ease that highlights the importance of TNFa. TNFa-
dependent cytokine cascades were identified in the
in vitro culture of synovium from joints of patients with
RA and led to studies of TNFa blockage in experimen-
tal animal models of RA. Using a collagen-induced
human RA model in DBA/J mice, researchers showed
that anti-TNF antibodies ameliorate arthritis and
reduce joint damage [170,171]. This led to the use of
TNF blockade in human RA. With the success of anti-
TNF treatment in RA, this approach was tested in a
number of other chronic disorders [165], including
inflammatory bowel disease, asthma, and graft versus
host (GVD) during bone marrow transplantation.
Successful targeting of TNF has been observed in a
number of chronic diseases where anti-TNF therapy
has been approved for use and is now also being exam-
ined in numerous additional inflammatory, infectious,
and neoplastic diseases (Table 2.2). However, anti-TNF
therapy is not appropriate in all diseases, as there have
been a number of failed clinical trials, including
those using anti-TNF treatment for MS and congestive
heart failure. In addition, a potential side effect of
using anti-TNF therapy is the increased susceptibility
to infectious organisms.

IL-13

While the profile of cytokines expressed during a spe-
cific response can be classified in several ways, for
many chronic diseases a Th2-type immune environ-
ment accompanies a profibrotic response. In par-
ticular, IL-13 expression is often linked to the
progression of end-stage disease phenotypes, both in
animal models and in human diseases [102,172].
The initial studies examining IL-13 in fibrosis demon-
strated that by neutralization of the IL-13 in vivo
resulted in a significant reduction in remodeling and
end-stage disease. These findings were repeated using
IL-13 deficient mice and followed up by demonstrating
that although IL-13 does not directly cause myofibro-
blast conversion, it does enhance ECM production by

Table 2.2 Targeting of TNFa in Chronic Inflammatory Disorders

Approved for Use Not Completed Trials and Pilot Studies Clinical Failures

- Rheumatoid arthritis
- Juvenile rheumatoid arthritis
- Crohn’s disease
- Psoriatic arthritis
- Ankylosing spondylitis
- Psoriasis

- Ulcerative colitis
- Behçet syndrome
- Vasculitis (small and large vessel)
- Glomerulonephritis
- Systemic lupus erythematosus
- Joint prosthesis loosening
- Hepatitis
- Polymyositis
- Systemic sclerosis
- Amyloidosis
- Sarcoidosis
- Ovarian cancer
- Steroid-resistant asthma
- Refractory uveitis

- Congestive heart failure
- Multiple sclerosis
- Chronic obstructive pulmonary disease
- Sjögren syndrome
- Wegener granulomatosis
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myofibroblasts. Similar findings have been made in
other organ systems, especially in lung and liver remo-
deling in infectious and allergic diseases. Convinc-
ingly, the overexpression of IL-13 in the lung, by
itself, induced a significant remodeling response
[173]. However, the remodeling of the lung was
accompanied by a substantial eosinophil accumula-
tion. The role of the eosinophil was crucial, as when
IL-13 transgenic mice were bred with CCR3–/-– mice,
the fibrotic responses were nearly abrogated, correlat-
ing to an absence of eosinophil accumulation [174].
These studies further suggested that this was due to
the production of TGFb by the eosinophils. This con-
clusion is supported by numerous other studies that
have indicated that eosinophils can facilitate remodel-
ing via their ability to produce TGFb. Thus, a complex
cascade is likely to be necessary to initiate and main-
tain long-term fibrotic responses and the reason for
the relatively rare occurrence of end-stage disease in
most patient populations.

IL-10

One of the most surprising contributors to tissue
remodeling may be IL-10, since it has been demon-
strated to exert an overall suppressive effect on most
cytokines, including TNF and IL-13. Thus, initially it
was envisioned that IL-10 would be very useful in
chronic diseases like rheumatoid arthritis, inflamma-
tory bowel disease, and liver cirrhosis [175–177]. This
was supported by studies using rIL-10 in experimental
models during the induction stage prior to or during
the initiation of the fibrotic responses. However,
IL-10 also regulates ECM metabolism. The role for
IL-10 may be most devastating in later stages of disease
where it inhibits the production of MMPs that would
help break down excessive ECM deposition and
induce TIMPs that would promote the further block-
ade of ECM degradation [178]. Therefore, the use of
rIL-10 in established disease might have the undesir-
able effect of altering and worsening the remodeling
responses. In fact, using an overexpression model in
the lung led to the overproduction of collagen and
increased remodeling, and was at least coincident with
increased IL-13 production, even without an inciting
agent [179]. Thus, the role of IL-10 during fibrotic dis-
eases likely depends on the nature and cause of the
responses as well as the stage of the disease when the
function of IL-10 is investigated.
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3
Infection and Host Response

Margret D. Oethinger n Sheldon M. Campbell

MICROBES AND HOSTS—BALANCE OF

POWER?

Disease is one of the major driving forces of evolution.
Humans have a generation time of roughly 20 years,
and even small mammals reproduce in weeks to
months. In contrast, microbial generation times range
from minutes to days. Thus, microbes evolve hundreds
to thousands of times more rapidly than their verte-
brate hosts. In this context, it is hardly remarkable that
microbes have found numerous ways to exploit multi-
cellular creatures for their own ends. Rather, it is
remarkable that humans and other higher organisms
have managed to survive at all.

Large multicellular creatures represent concen-
trated, extremely rich nutrient sources for microbes.
Therefore, the survival of multicellular creatures
requires that they have sufficient defenses to prevent
easy invasion and consumption. Recent advances in
basic immunology illustrate the breadth and depth of
the adaptations that have evolved to protect multicellu-
lar organisms from microbial invasion. However, the
wondrous complexity and power of mammalian host
defenses serve only as a backdrop to the even more
astonishing complexity of microbial strategies for evad-
ing them. In the great scheme of things, humans (and
other multicellular organisms) survive only because
the microbes let us live.

Because pathogens exert immense selective pres-
sure, many aspects of host physiology have a role in
preventing infection, in addition to the elements nor-
mally thought of as the immune system. Physical and
chemical barriers such as skin, mucosal surfaces, and
gastric acidity prevent invasion by microbes. Behavioral
adaptations, such as avoidance of decayed food and
slapping at insects, are most likely driven by preventing
exposure to microbial threats. These aspects of host
response to infection, while important, will not be fur-
ther discussed here.

In most cases, the pathologies induced by microbial
pathogens primarily serve to aid microbial spreading
to new hosts. Thus, coughing, sneezing, and diarrhea

are all mechanisms for microbial spread, and the dis-
tress caused to the host is merely incidental. We will
illustrate major host response mechanisms using exam-
ples of five microbes that are exposed to, but circum-
vent, those responses.

THE STRUCTURE OF THE IMMUNE

RESPONSE [1–3]

The response to invading microbes consists of three
major arms: (i) the innate immune system, which recog-
nizes pathogens and cellular damage; (ii) adaptive
immunity, which mounts a pathogen-specific response;
and (iii) effector mechanisms, directed by both innate
and adaptive mechanisms, which inactivate pathogens
(listed in Table 3.1). These divisions are somewhat arbi-
trary. In fact, nearly every cell in the body participates
to a degree in all three functions; there really is no
clear division between the immune system proper and
the rest of the body. Of course, cells such as lymphocytes,
phagocytes, and dendritic cells are much more deeply
committed to defense against pathogens than most
other specialized cell types (skeletal muscle cells, for
instance).

Two major categories of molecules are recognized by
the innate immune system: (i) microbial components
and (ii) markers of tissue damage or death. Microbial
molecules recognized by the innate immune system
include peptidoglycan, lipopolysaccharide, or double-
stranded RNA. Pathogen-Associated Molecular Patterns
(PAMPs) are detected by the Pattern Recognition
Receptors (PRRs) on host cells. The first-described
and most important class of PRRs are the toll-like recep-
tors (TLRs). Markers of tissue damage and death recog-
nized by the innate immune system include tissue factor
and other markers of cellular distress. Vascular damage
can trigger the activation of coagulation and kinin path-
ways. Triggering PRRs in turn leads to a cascade of
events which invoke the other two functions of the
immune response. Depending on the tissue site, types
of microbial structures, and category of cellular distress
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recognized, cells of the adaptive immune system and a
broad range of effector mechanisms are recruited. Cel-
lular recruitment is largely mediated by chemokines
(peptide messengers that modulate immune cellular
responses) and nonpeptide inflammatory mediators
(such as prostaglandins).

Antigens processed by phagocytic and nonphagocytic
cells are presented to lymphocytes, which thenmount an
adaptive immune response. The adaptive immune
response is embodied in (i) T-lymphocytes, which regu-
late immune responses, invoke powerful effector
mechanisms, and participate directly in cytotoxic effector
responses; and (ii) B-lymphocytes, which produce anti-
bodies. Antibodies are both direct effectors of the
immune response and mediators of innate and adaptive
immunity. Antibodies directly neutralize some organ-
isms, but also invoke and enhance further effector
mechanisms by opsonizingmicrobes to direct their inges-
tion by phagocytes and by initiating complement activity.

The essence of the adaptive immune response is
somatic genetic variation which produces diverse, anti-
gen-specific molecules (antibodies and T-cell receptors).
Each lymphocyte produces only a single receptor or anti-
body. Lymphocytes are elaborately selected to eliminate
self-reactive molecules and to favor cells making recep-
tors or antibodies to pathogens. While this process is
complex, time-consuming, and wasteful (many lympho-
cytes are eliminated for each clone which survives),

the specificity of the adaptive immune response makes
it a central component of the mammalian defense
system. The most powerful effector mechanisms include
phagocytic cells (such as neutrophils and activated
macrophages), and certain soluble factors (such as com-
plement). These effectors are directed and controlled
by the antigen-specific immune response, but have
the potential to cause significant damage to host tissues.

A huge range of effector mechanisms limit and
eliminate infection either by direct antimicrobial activ-
ity, or by creating physical or chemical barriers to
microbial proliferation and spread. A partial list of
effectors is provided in Table 3.1.

It is important to re-emphasize that the distinction
between the innate immune system, adaptive immu-
nity, and effector mechanisms is rather arbitrary, and
many cellular and humoral responses involve all three.
For example, the proteins of the coagulation cascade
recognize tissue damage and certain microbial compo-
nents, recruit inflammatory cells, and by blocking blood
flow to infected tissues, limit spread of infections. T-
lymphocytes carry TLRs, which play a significant role
in the activation and selection of pathogen-reactive
cells; express T-cell receptors, which recognize specific
pathogen antigens; recruit and activate specific effector
cells; and participate directly in cell-dependent cytotox-
icity to eliminate cells infected with viruses and other
intracellular pathogens.

Table 3.1 Host Effector Mechanisms

Name Properties Effector Mechanisms

Soluble Effectors
Complement
System

Proteolytic cascade, activated by antibody, directly by
microbial components, or via PRRs.

Direct destruction of pathogens via pore-
formation. Recruit inflammatory cells. Enhance
phagocytosis and killing.

Coagulation
System

Proteolytic cascade, activated by tissue and vascular
damage.

Prevents blood loss. Bars access to bloodstream.
Proinflammatory.

Kinin System Proteolytic cascade triggered by tissue damage. Proinflammatory. Causes pain response. Increases
vascular permeability to allow increased access
by plasma proteins.

Antibodies Antigen-specific proteins produced by B-cells.
Recognize a broad range of antigens.

Directly neutralize pathogens. Activate
complement. Opsonize pathogens to enhance
phagocytosis and killing

Cellular Effectors
Monocyte/
Macrophage

Have PRRs to recognize pathogens; activated by specific
T-cells and chemokines.

Phagocytosis and microbial killing via multiple
mechanisms. Antigen presentation.

Dendritic Cell Ingest large amounts of extracellular fluid; migrate
to lymph node to present antigen to naı̈ve
T-lymphocytes.

Antigen uptake, transport, and presentation to
T-lymphocytes. Initiate adaptive immune
response.

Neutrophil Have PRRs to recognize pathogens, activated
antibody and complement.

Phagocytosis and microbial killing via multiple
mechanisms.

Eosinophil Recognize antibody-coated parasites. Killing of multicellular pathogens.
Basophil/Mast
cell

Associated with IgE-mediated responses. Release of granules containing histamine and
other mediators of anaphylaxis.

NK-cell Lymphocyte lacking antigen-specific reactivity;
recognize PAMPs of intracellular pathogens, activated
by chemokines and by membrane proteins of
infected cells.

Induce death of infected cells via membrane
pores and induced apoptosis.

B-lymphocyte Recognize antigens presented by APCs; regulated
by T-cells and chemokines.

Produce antibody.

T-lymphocyte Recognize antigens presented by APCs; regulate
major portions of both adaptive and innate
immunity.

Directly kill infected cells via membrane pores and
induced apoptosis. Activate macrophages. Many
other functions.
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REGULATION OF IMMUNITY [4,5]

Because inflammatory responses are metabolically costly
and capable of causing enormous damage to tissues,
the immune system is tightly regulated. Soluble effector
systems, such as the complement and coagulation cas-
cades, have soluble inhibitors which usually confine
these responses to the area where the initiating stimulus
occurs. Cellular effectors are activated and inhibited via
both chemokines and direct signaling via adhesion
molecules and direct ligand-receptor interactions
with regulatory cells, mostly T-lymphocytes. Adaptive
immune responses undergo elaborate screening. In
most cases self-reactive cells are screened out, and cells
reactive to current infectious challenges are activated
and proliferate. In turn, the adaptive immune system
directs the activities of the innate immune system. Anti-
bodies activate complement and direct phagocytosis,
and T-cells activate macrophages and secrete chemo-
kines that modulate innate cellular responses.

PATHOGEN STRATEGIES

To evade the flexible and powerful system of host
defenses, successful pathogens have evolved complex
strategies. As examples, we have selected five pathogens:
(i) the African trypanosomes (Trypanosoma brucei spe-
cies), bloodstream-dwelling protists that evade antibody
and complement via a remarkable strategy for generat-
ing antigenic diversity; (ii) Staphylococcus aureus, which
employs a variety of strategies to evade, and in some cases
to overload, innate and adaptive immune responses; (iii)
Mycobacterium tuberculosis, an intracellular bacterium
which actually proliferates inside an effector immune
cell, the macrophage, by manipulating the phagosome-
lysosome trafficking of its vacuole; (iv) herpes simplex
virus, a complex DNA virus which successfully disrupts
intracellularmechanisms of viral control; and (v) human
immunodeficiency virus, a small RNA virus which turns
the immune system on itself, and generates enormous
molecular diversity during infection of a single host to
evade and subvert the immune response over a period

of years to decades. While these five organisms hardly
demonstrate the incredible range of pathogen strategies
of pathogenesis, they will allow for the discussion of the
major aspects of immune function, in the context of
meeting infectious challenges.

THE AFRICAN TRYPANOSOME AND

ANTIBODY DIVERSITY: DUELING

GENOMES

Blood is a tissue with many functions, including trans-
port of nutrients and oxygen, carriage of hormones
and other chemical messengers, and defense against
invading microbes, among others. Many of these func-
tions are mediated by the cellular components of the
blood—red blood cells, assorted types of leukocytes,
and platelets. However, the acellular portion of the
blood (the plasma) contains a host of molecules
involved in defense. These include the proteins involved
in coagulation (which prevent spread ofmicrobes via the
blood and have powerful proinflammatory effects), a
variety of regulatory cytokines, as well as dedicated
antimicrobial molecules such as antibodies and
complement. Complement was initially described as a
component of plasma which enhanced the antibacterial
powers of antibodies. Hence, this activity that complemen-
ted the activity of antibodies became known as comple-
ment. Complement can be activated by antibodies (the
classical pathway) or by interaction with specific molecu-
lar signatures, including the alternative and lectin path-
ways. Once activated, the proteases of the complement
system cleave targets, many of which are also proteases,
continuing the cascade of activation and propagation
of the response. The activated components of comple-
ment opsonize pathogens to enhance phagocytosis,
attract immune cells, and serve as co-receptors to
enhance adaptive responses, and directly damage some
bacteria by forming a membrane attack complex.

Antibodies are a major arm of the adaptive immune
response. Table 3.2 summarizes structure and major
functions of the five immunoglobulin classes: IgD, IgM,

Table 3.2 Antibody Classes and Functions

Class Location* Structure Function

IgD Surface of B-cells
only

2 k or l light chains, 2 d heavy
chains

Unknown; expressed early in differentiation along with
IgM.

IgM Plasma 2 k or l light chains, 2 m heavy
chains, arranged in pentamers
with 1 J chain

Activates complement; first functional immunoglobulin
formed in immune response.

IgG Widely distributed
in extracellular
fluid

2 k or l light chains, 2 g heavy
chains

Complement activation, transfer to neonate via placenta,
opsonization, neutralization of viruses and other
pathogens.

IgA Mucosal tissues,
surfaces, and
secretions

2 k or l light chains, 2 a heavy
chains arranged in dimers with
1 J chain

Important in mucosal immunity, has opsonizing activity.

IgE Bound to mast cells
and basophils

2 k or l light chains, 2 e heavy
chains

Binds to and activates mast cells and basophils; important
in defense versus parasites.

* All immunoglobulin classes are found on B-cells as antigen receptors.
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IgG, IgA, and IgE. Antibodies can be produced in
large amounts, with extraordinary affinity and selec-
tivity for specific pathogens. Antibodies function to
activate complement, direct effector cells to the path-
ogen, neutralize, and sequester microbes.

Thus, the bloodstream is an extremely hostile envi-
ronment for microbes. Yet the agents of African sleep-
ing sickness, Trypanosoma brucei (b.) rhodesiense and T. b.
gambiae, establish and maintain extracellular, blood-
stream infections that can last weeks, months, and
occasionally years. Figure 3.1 shows trypanosomes in
the blood.

Generation of Antibody Diversity: Many Ways
of Changing [6,7]

An antigenic stimulus is required to induce B-lympho-
cytes to produce antibody, but the mere presence of
antigen is insufficient to induce a robust response.
Co-stimulation, either by helper T-cells or by particular
antigens (which induce T-cell independent antibody
production via interaction with a pattern-recognition
receptor) is required. Binding of complement to anti-
gens activates co-receptors which markedly enhance
the response. A complex series of stimulation, selection,
and differentiation events result in maturation of the
B-cell into a mature antibody-producing plasma cell.

Structurally, antibodies are divided into variable and
constant regions. The constant regions determine the
antibody class: IgD, IgM, IgG, IgA, or IgE. The different
classes of antibodies have different effector functions
and different destinations, as described in Table 3.2.
The genome is not large enough to contain a separate
gene for each antibody needed to respond to any
antigen that the host might encounter. Thus, antibody
diversity is generated by five different mechanisms
(Figure 3.2): (i) the inherent diversity of the variable-

region sequences, (ii) the genetic recombination of
those regions into functional immunoglobulins, (iii)
the combination of different heavy and light chain vari-
able regions to form a functional antigen-binding site,
(iv) junctional diversity introduced during the joining
process, and (v) somatic hypermutation of the V-region
in activated B-cells.

The variable regions of one heavy and one light chain
combine to form the antigen-binding site of immunoglo-
bulins (Fab). During B-cell differentiation, V (variable)
gene segments are recombined with J (joining) regions
and C (constant) regions to form functional immuno-
globulin genes. In heavy chain differentiation, a D region
is also included. As B-cell differentiation proceeds,
genetic rearrangements attach an antibody class-specific
C region to each V-J or V-D-J region to produce genes
for IgD, IgM, IgG, IgA, or IgE.

The genome contains substantial diversity of variable
regions. Table 3.3 lists the numbers and combinations.
In theory, the genetic diversity of the variable-region
genes and their combinations can produce 1.9 � 106

different antigen-binding sites. In practice, it is likely that
many of these combinations are useless, unstable, or
even recognize self-antigens, so the true diversity of path-
ogen recognition sequences available from simple
recombination of germ-line elements is much lower.
During the genetic recombination events which join
the variable regions, additional diversity is generated
at the junctions. Two different mechanisms add nucleo-
tides at the V-J and V-D junctions. In the first mecha-
nism, P-nucleotides are added by a complex set of
enzymatic reactions that create palindromic sequences.
In the second mechanism, N-nucleotides are added
randomly by terminal deoxynucleotide transferase.
Another, less well-characterized mechanism may remove
nucleotides. In combination, these mechanisms add
diversity in a semi-random way. Finally, somatic hyper-
mutation of the variable regions occurs during

A B

Figure 3.1 Trypanosoma brucei in the blood. The African trypanosome is typically seen in peripheral blood smears from
infected patients. In the bloodstream, this extracellular parasite is exposed to complement, antibody, and white cells, but
survives to produce a persistent infection (Wright-Giemsa stain, 1000x).
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proliferation of activated B-cells. Point mutations are
introduced into the variable regions at a very high rate.
This requires transcriptional activation, but other fac-
tors must be involved to target mutations to the vari-
able regions. During maturation, the antibody serves
as the B-cell antigen receptor. The processes of stimu-
lation, co-stimulation, and clonal deletion eliminate
self-reactive cells and select for high-affinity receptors.
The mechanisms for generating diversity, and for
selecting high-affinity receptors combine to produce
an immune response of high specificity and of increas-
ing efficacy.

A. Variable-region gene diversity

B. Recombination of V-region segments

E. Combinations of heavy and light chain regions

C. Junctional diversity generated during recombination

D. Somatic hypermutation
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Figure 3.2 Mechanisms of generating antibody diversity. C regions and sequences are in shades of purple; J regions and
sequences are in shades of green, and V regions and sequences are in shades of red. Altered or mutated sequences are in yellow.
Designations of sequences (V1, etc.) are arbitrary and not meant to represent the actual arrangement of specific elements. (A) The
inherent germline diversity of Vand J regions provides some recognition diversity. (B) The combinations of Vand J regions (V, D, and J
in heavy-chains) provide additional diversity. (C) The V-J junctions undergo semirandom alterations during recombination, generating
more variants. (D) In activated B-cells, the variable regions are hypermutated. (E) V regions of both light and heavy chains combine to
form theantigen-recognition zoneof theantibody. Theycancombine in differentways to provide still more variety of antigen recognition.

Table 3.3 Variable-region Gene Diversity

Immunoglobulin Class Region # of Genes

l Light chains V 30
120 total combinations J 4

k Light chains V 40
200 total combinations J 5

Heavy chains V 40
6,000 total combinations D 25

J 6
Overall; 1.9 � 106 combinations
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Trypanosoma brucei and Evasion of the
Antibody Response: Diversity Responds
to Diversity [8–10]

African trypanosomes are unicellular, flagellate parasites
carried by the tsetse fly (Glossina species). The fly injects
the infectious metacyclic form of the parasite into the
host. Subsequently, the parasite invades the subcutane-
ous tissues, then the regional lymph nodes, and finally
the bloodstream. One of the salient characteristics
of the infectious trypanosome is a homogeneous glyco-
phosphatidylinositol (GPI)-linked surface protein called
the variant surface glycoprotein (VSG). VSG is proin-
flammatory. As an antigen, VSG is recognized by B-cells
and T-cells, and an antibody response is effectively gen-
erated. Most (but not all) trypanosomes are destroyed
by antibody, complement, and phagocytosis.

A subpopulation of organisms manages to change its
coat protein to a new VSG that is structurally similar but
antigenically distinct from the original VSG. Again, the
immune system responds to the antigen by producing
an antibody. Once again, most of the flagellates are
destroyed, but a few produce still another variation of
the coat protein and the cycle continues. In experimental
trypanosome infections, hundreds of cycles have been
observed. In patients, parasitemia can persist for months
or even years. This ability to change surface proteins as
rapidly as the host immune system can generate new anti-
bodies is the fruit of a set of genetic mechanisms haunt-
ingly similar to the mechanisms which generate the
antibody diversity the parasite is successfully evading.

On a genomic level, the trypanosome contains
hundreds of VSG genes and pseudogenes, only one of
which is expressed in a particular cell at a particular
time. VSGs are transcribed as parts of polycistronic
mRNAs from telomeric regions of the chromosome
known as expression sites (ES). There are roughly

20 ES per cell. Most of the VSG genes not part of an
ES (called silent VSGs) are found at the telomeres of
roughly 100 minichromosomes of 50–150 kb each.
These minichromosomes most likely evolved specifi-
cally to expand the accessible VSG repertoire of the
organism. Finally, a few VSG genes and large numbers
of pseudogenes (which are truncated, containing
frameshift or in-frame stop-codon mutations, or lacking
the biochemical properties of expressed VSGs) are
found in tandem-repeat clusters in subtelomeric
locations. The structure of the VSG genes is depicted
in Figure 3.3A.

There is only one active ES per cell, but several
mechanisms can lead to expression of a new VSG, as
depicted in Figure 3.3B. These mechanisms include
(i) activation of a new ES (there are roughly 20 per
genome) with inactivation of the original ES in situ, (ii)
recombinationof aVSGgene into the activeES via homol-
ogous recombination and telomere exchange, and (iii)
segmental gene conversion of a portion or portions of
VSG gene or genes into the ES VSG. Complex chimeric
VSG containing elements of one or more silent VSG
genes or pseudogenes may be produced. The regulation
of the ES in the living trypanosome is still mysterious.
Transcription of VSGs is performed by RNA polymerase
I, the RNA polymerase normally associated with ribo-
somal RNA production, rather than by RNA polymerase
II, which is typically associated with production of
mRNA. The ES promoter appears to be constitutively
active and unregulated. Control of gene expression is
mediated through post-transcriptional RNA proces-
sing and elongation. The active ES is located in a
specialized nuclear region known as the expression site
body. The molecular mechanisms underlying activa-
tion and inactivation of a given ES are not yet under-
stood, but are hypothesized to involve a competition
for transcription factors.

a. ES-related VSG, expressed and unexpressed; roughly 20

b. Telomeric VSG on minichromosomes; 100-200

c. SubTelomeric VSG in Clusters; 1250+

A
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VSG3VSG3 VSG4VSG4

VSG93VSG93

VSGnVSGn

VSGnVSGnVSG52VSG52

VSGnVSGn ES, Including VSGES, Including VSGpVSGpVSGpVSGpVSG pVSGpVSG

Figure 3.3A Mechanisms for generating variant surface glycoprotein diversity in trypanosomes: VSG genome
structure. VSG sequences are in shades of red, others are purple. Silent VSG genes are dark red; expressed VSG genes
are bright red, and VSG pseudogenes are pink. The large dots at the end of the chromosome represent telomeres. Green
arrows are VSG promoters. ESAG are Expression Site Associated Genes, non-VSG genes, which are part of the
polycistronic transcript driven by the VSG promoter. Designations of sequences (VSG1, etc.) are arbitrary and not meant to
represent the actual arrangement of specific elements.
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If switching between VSGs were simply random, one
would expect an initial wave of parasites and then a sec-
ond wave containing all the possible VSG variants which
would overwhelm the host. However, this does not
occur. There appears to be a hierarchy of switching
mechanisms, so the more probable switching events
occur early in infection, and VSGs generated by less
probable mechanisms occur later in the infection. After
switching between ESs, recombination of VSGs into an
active ES is the next most commonly observed

mechanism, followed by more-complex gene conversion
and recombination events. The product of these genetic
mechanisms is a semiprogrammed progression of sur-
face coats in the population of organisms infecting a sin-
gle host, which allows for prolonged parasitemia, and an
expanded period of time in which the organism can be
picked up by an insect vector for transmission to a new
host. Perhaps not coincidentally, these mechanisms also
contribute to variation over historical and evolutionary
time of the parasite’s VSG repertoire, as new sequences
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ESAGESAG ESAGESAG VSG1VSG1 ESAGESAG ESAGESAG VSG2VSG2

ESAGESAG ESAGESAG VSG1VSG1

a. ES Switching – Post-transcriptional 

c. Gene Conversion Events

b. Recombination and Telomere Exchange
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ESAGESAG ESAGESAG VSG7VSG7
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VSGnVSGnpVSGpVSGpVSGpVSG pVSGpVSG
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VSGn+1VSGn+1

VSGnVSGnpVSGpVSGpVSGpVSG pVSGpVSG

VSG1bVSG1b

etc.
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Figure 3.3B Mechanisms for generating variant surface glycoprotein diversity in trypanosomes: Expressing new
VSG. VSG sequences are in shades of red, others are purple. Silent VSG genes are dark red; expressed VSG genes are bright
red, and VSG pseudogenes are pink. The large dots at the end of the chromosome represent telomeres. Green arrows are
VSG promoters. The Xs represent recombination or gene conversion events. ESAG are Expression Site Associated Genes,
non-VSG genes which are part of the polycistronic transcript driven by the VSG promoter. Designations of sequences (VSG1,
etc.) are arbitrary and not meant to represent the actual arrangement of specific elements. a. Post-transcriptional regulation
causes different VSGs, located in alternative telomeric ESs, to be expressed. b. Recombination can switch a VSG gene from a
minichromosome or other telomere to an ES. c. Gene conversion events can alter the sequence of VSGs located at ESs or
elsewhere, drawing upon the sequence diversity not only of the silent VSGs but also of the VSG pseudogene pool.
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are assembled from the diverse genetic repertoire of
potential VSG elements.

Trypanosomes are not the only organisms to utilize
antigen switching or antigenic variation to evade
immune responses. Borrelia burgdorferi, Plasmodium,
Neisseria gonorrhoeae, and other organisms have various
mechanisms of changing their antigenic constituents,
but the mechanisms employed by the African trypano-
some are the most spectacular.

The Trypanosomacidal Serum Factor Story:
Host Adaptations to Specific Pathogens and
Pathogen Response [11]

Trypanosoma brucei rhodesiensae (which causes a uniformly
fatal human disease) and Trypanosoma brucei brucei (which
is nonpathogenic for humans but causes disease in cattle)
are extremely closely related. However, normal human
serum lysesT. b. brucei, whileT. b. rhodesiensae is unharmed,
although it quickly loses this serum resistance if passaged
in vitro without serum. The substance in serum associated
with trypanosomal lysis, Trypanosomal Lytic Factor (TLF),
is associatedwithHDL, andhas been identified as apolipo-
protein L-I (apoL-I). This is a human-specific apolipopro-
tein of relatively recent evolutionary origin (probably
from a geneduplication and divergence event) that exerts
its lytic activity after endocytosis into the trypanosomal
lysosome. The protein associated with serum resistance
in T. b. rhodesiensae (Serum Resistance Associated pro-
tein—SRA) is coded by a highlymodifiedVSGgenewhich
binds to and inactivates apoL-I.

Highly prevalent pathogens which cause severe ill-
ness exert powerful selective pressure on host popula-
tions. Specific host genetic adaptations to particular
pathogens are widely known. Sickle-cell trait as a
defense against falciparum malaria is the best docu-
mented [12]. In their turn, microbes adapt to the
novel host environments that they encounter.

STAPHYLOCOCCUS AUREUS: THE

EXTRACELLULAR BATTLEGROUND

Staphyloccus aureus (S. aureus) is a Gram-positive extracel-
lular bacterium that is part of our commensal flora, liv-
ing on the mucosal surfaces of humans and other
mammals (Figure 3.4). It is a versatile pathogen in both
community-acquired and hospital-acquired infections
that range from superficial infections of skin and soft tis-
sue to potentially life-threatening systemic disease. The
first lines of defense against S. aureus are the recognition
molecules and effector cells of the innate immune sys-
tem; but S. aureus engages a multitude of mechanisms
to subvert the innate immune response of the host.

The Innate Immune System: Recognition of
Pathogens [13]

After S. aureus breaches intact skin or mucosal lining,
which constitutes the border by which the human body
shields inside from outside, it first encounters resident

macrophages. These are long-lived phagocytic cells that
reside in tissue and participate in both innate and adap-
tive immunity. The macrophage expresses several recep-
tors that are specific for bacterial constituents, such as
LPS (endotoxin) receptors, TLR (see Table 3.4), man-
nose receptors, complement receptor C3R, glucan recep-
tors, and scavenger receptors. After bacteria or bacterial
constituents (such as free bacterial DNA with CpG-rich
oligonucleotide sequences, lipopolysaccharide, or pepti-
doglycan) bind to their receptors, the macrophage
engulfs them. The phagosome fuses with the lysosome
to form the phagolysosome, degradative enzymes and
antimicrobial substances are released, and the content
of the phagolysosome is digested, then the fragments pre-
sented to the adaptive immune system via MHC class II.

Activation of TLRs kicks off a common intracellular
signal transduction pathway that involves an adaptor
protein called MyD88 and the interleukin-1 receptor
associated kinase (IRAK) complex. Ultimately, the tran-
scription factor NFkB translocates to the nucleus of the
macrophage and induces expression of inflammatory
cytokines. Important cytokines that are secreted by
macrophages in response to bacterial products include
IL-1, IL-6, tumor necrosis factor a (TNFa), the chemo-
kine CXCL8, and IL-12. These molecules have powerful
effects and start off the local inflammatory response
(Figure 3.5). A critical task of the macrophages is to
recruit neutrophils to the site of infection in an attempt
to keep the infection localized.

As killers of bacteria, macrophages pale in compari-
son with neutrophils, which are short-lived, dedicated
phagocytes circulating in the blood, awaiting a call from
the macrophage to enter infected tissue. They are plen-
tifully supplied with antimicrobial substances and
mechanisms, stored in their granules and elsewhere,
and themselves programmed to die, on average within
days after being released from the bone marrow. Neu-
trophils have receptors on their surfaces for inflamma-
tory mediators derived both from the human host

Figure 3.4 Staphylococcus aureus and neutrophils. A
Gram-stained smear from a patient with S. aureus
pneumonia. Staphylococci are located both extracellularly
and within neutrophils (Gram stain, 1000x).
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(CXCL8 from activated macrophages, C3a and C5a dur-
ing complement activation) and from the bacteria
themselves (for instance, bacteria-specific formylated
peptides). Neutrophils home to sites of infection along
the gradient of these chemoattractants.

The complement system is also part of the innate
immune system. In the presence of microorganisms,
the spontaneous low-level hydrolysis of complement
factor C3 to iC3 is increased and leads to activation
of C3, which ultimately leads to deposition of C3b on

Table 3.4 Recognition of Microbial Products Through Toll-like Receptors

Receptor Ligands
Microorganisms
Recognized Notes

TLR-2 (TLR-1, -6)
heterodimers

Peptidoglycan, bacterial lipoprotein and
lipopeptide, porins, yeast mannan,
lipoarabinomannan, glycophosphatidyl-
inositol anchors

Gram-positive bacteria,
mycobacteria, Neisseria,
yeast, trypanosomes

Carried on macrophages

TLR-3 homodimer Double-stranded RNA Viral RNAs
TLR-4 homodimer Lipopolysaccharide (LPS) Gram-negative bacteria Carried on macrophages
TLR-5 homodimer Flagellin Gram-negative bacteria Carried on intestinal

epithelium; interacts
directly with ligand

TLR-9 homodimer DNA with unmethylated CpG motifs Bacteria Intracellular receptor

IL-1β IL-6 TNF-α IL-12 CXCL8

Local      effects

Systemic                                effects

Activates 
vascular

endothelium

Activates 
lymphocytes

Local tissue 
destruction

Activates
vascular

endothelium

Increases
vascular 

permeability

Activates
lymphocytes

Increases
antibody

production

Activates
Natural killer

(NK) cells

CD4+ cells

TH1 cells

Chemotactic
factor

Recruits
neutrophils,
basophils,

and
T cells 

Fever
IL-6

Fever
Acute-phase
Proteins ≠ 

Fever

Shock

Figure 3.5 Chemokines secreted by macrophages in response to bacterial challenge. Chemokines secreted by
macrophages have both local and systemic effects which mobilize defenses to infection, but may have unfortunate
consequences as well.
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the microbial surface. This represents the alternative
pathway of complement activation, and serves two pur-
poses. First, C3b covalently bound to microbial
surfaces tags them for more efficient phagocytosis
since phagocytic cells have complement receptors.
Second, the accumulation of C3b on the bacterial
cell surface changes the specificity of the C3 conver-
tase of the alternative pathway, Bb-C3b, to cleave C5,
which then harbors the terminal complement pro-
teins to form the lytic membrane attack complex
consisting of C5b-C9. Gram-negative bacteria, but
not Gram-positive bacteria such as S. aureus, are suc-
cessfully lysed by the pore-forming membrane attack
complex [14].

Most infections are efficiently cleared by the ubiqui-
tous and induced responses of innate immunity
described. Once an infectious agent escapes innate
mechanisms and spreads from the point of entry, it
faces the adaptive immune response that is character-
ized by an extensive process in the draining lymph
node in which pathogen-specific lymphocyte clones
are selected, expanded, and differentiated.

S. aureus is such a successful pathogen because it
expresses a multitude of virulence genes (Table 3.5)
that act together to evade and subvert the three main
axes of the innate immune responses: (i) recruitment
and actions of inflammatory cells, (ii) antimicrobial
peptides, and (iii) complement activation.

Table 3.5 Examples of Virulence Factors Responsible for Immune Evasion by Staphylococcus
aureus (Modified after [10])

Name of Factor Abbrev. Function Interference with Host Response

Anti-inflammatory Peptides
Chemotaxis inhibitory
protein of S. aureus

CHIPS Binds to C5aR and formylated
protein receptor (FPR)

Blocks chemotaxis

Staphylococcal
complement inhibitor

SCIN Stabilizes C2a-C4b and Bb-C3b
convertases

Inhibits complement

Toxins
Staphylococcal
superantigen-like
protein-5

SSL-5 Binds to P-selectin glycoprotein
ligand-1 (PSGL-1)

Inhibits neutrophil recruitment

Staphylococcal
superantigen-like
protein-7

SSL-7 Binds to complement C5; binds to
IgA

Inhibits complement

b-hemolysin Hlb Lysis of cytokine-containing cells Cytotoxicity
g-hemolysin Hlg Lysis of erythrocytes and leukocytes Cytotoxicity
Panton-Valentine
leukocidin

PVL Stimulates and lyses neutrophils
and macrophages

Change in gene expression of staphylococcal
proteins; important in necrotizing
pneumonia

Leukocidins D, E, M LukD, LukE,
LukM

Lysis of erythrocytes and leukocytes Cytotoxicity

Exotoxins with
superantigen activity
enterotoxins

Toxic shock syndrome
toxin-1

Se

TSST-1

Food poisoning when ingested;
septic shock when systemic

Bridge MHC-II-TCR without antigen
presentation; confer nonspecific T-cell
activation and/or T-cell anergy;
downregulate chemokine receptors

Secreted Expanded Repertoire Adhesive Molecules
Coagulase Coa Activates prothrombin and binds

fibrin
Antiphagocytic

Extracellular adherence
protein

Eap Binds to endothelial cell
membrane molecules, binds to
ICAM-1 and T-cell receptors

Blocks neutrophil and T-cell recruitment;
inhibits T-cell proliferation

Extracellular fibrinogen
binding protein

Efb Binds to fibrinogen; binds to
complement factors C3 and
inhibits its deposition on the
bacterial cell surface

Inhibits complement activation beyond C3b,
thereby blocking opsonophagocytosis;
binds to platelets and blocks fibrinogen-
induced platelet aggregation

Microbial Surface Components Recognizing Adhesive Matrix Molecules
Clumping factor A ClfA Binds to fibrinogen Antiphagocytic
S. aureus protein A Spa Binds to Fc portion of IgG and

TNF receptor 1
Antiopsonic, antiphagocytic; modulates TNF
signaling

Extracellular Enzymes
Catalase CatA Inactivates free hydrogen peroxide Required for survival, persistence, and nasal

colonization
Staphylokinase Sak Plasminogen activator Antidefensin; cleaves IgG and complement

factors

Capsular Polysaccharides
Capsular polysaccharide
type 1, 5, and 8

CPS 1, CPS 5,
CPS 8

Masks complement C3 deposition Antiphagocytic effect
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Inhibition of Inflammatory Cell Recruitment
and Phagocytosis

While the macrophage and other primary defenses are
sending messages about the presence of a pathogen,
which recruit neutrophils and other inflammatory cells
to the site of infection, S. aureus is busy blocking, scram-
bling, or subverting thosemessages. S. aureus contains an
arsenal of antiadhesive and antimigratory proteins that
specifically interfere with every step of host inflammatory
cell recruitment. Staphylococcal chemotaxis inhibitory
protein of S. aureus (CHIPS), present in approximately
60% of S. aureus strains, blocks neutrophil stimulation
and chemotaxis by competing with the physiologic
ligands at the complement receptor C5aR and formy-
lated peptide receptor (FPR). Once near the site of
infection, neutrophils must leave blood vessels through
the vascular endothelium to reach the site of infection.
This process starts with the rolling of leukocytes on
activated endothelial cells by sticking to P-selectin
expressed on the endothelial cell surface. Staphylococcal
superantigen-like protein-5 (SSL-5) blocks this interac-
tion. The next steps are adhesion to and transmigration
through the endothelium, mediated in part by ICAM-1,
the intercellular adhesion molecule-1 expressed on

endothelial cells. S. aureus answers with production of
extracellular adherence protein (Eap) that binds to
ICAM-1, thereby interfering with extravasation of neu-
trophils at the site of infection [15,16].

Once a neutrophil manages to get close to a S. aureus
cell, the bacterium still has means to evade phagocytosis.
S. aureus expresses surface-associated antiopsonic
proteins and a polysaccharide capsule that compromise
efficient phagocytosis by neutrophils (Figure 3.6a).
Protein A is a wall-anchored protein of S. aureus that
binds the Fc portion of IgG and coats the surface of
the bacterium with IgG molecules that are in the incor-
rect orientation to be recognized by the neutrophil
Fc receptor (Figure 3.6c). Clumping factor A (ClfA) is a
fibrinogen-binding protein present on the surface of S.
aureus that binds to fibrinogen and coats the surface of
the bacterial cells with fibrinogenmolecules, additionally
complicating the recognition process (Figure 3.6e).

Inactivation of Antimicrobial Mechanisms

One of the cardinal features of S. aureus is its ability to
secrete several cytolytic toxins (hemolysins, leukoci-
dins—see Table 3.5) that damage themembranes of host

Sak

Plasminogen

Plasmin

IgG

C3b

c  Protein A binding IgG

d Efb C3

C3b

C3a

ab Capsule

e ClfA binding
fibrinogen

Cell wall

Figure 3.6 Mechanisms by which Stapylococcus aureus evades opsonophagocytosis. The figure illustrates (a) the
capsular polysaccharide, which can compromise neutrophil access to bound complement and antibody; (b) the extracellular
staphylokinase (Sak), which activates cell-bound plasminogen and cleaves IgG and C3b; (c) protein A with 5
immunoglobulin G (IgG) Fc-binding domains; (d) fibrinogen-binding protein (EfB), which binds complement factor C3 and
blocks its deposition on the bacterial cell surface. Complement activation beyond C3b attachment is prevented, thereby
inhibiting opsonization. (e) Clumping factor A (ClfA), which binds the g–chain of fibrinogen. Reprinted by permission from
Nature Publishing Group, Nature Reviews Microbiology, Volume 3, copyright 2005, page 952.
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cells. They contribute to the development of abscesses
with pus formation by direct killing of neutrophils.

If S. aureus is successfully engulfed by a neutrophil, its
end has not yet come. It is well endowed with surface
modifications and other mechanisms to help it survive
in the phagosome. Transcriptional microarray analysis
of mRNA from S. aureus following ingestion by neutro-
phils revealed a large number of differentially regulated
genes [16]. Many known stress-response genes, includ-
ing superoxide-dismutases, catalase, and the leukotoxin
Hlg, were upregulated immediately after ingestion.
S. aureus is able to interfere with endosome fusion and
the release of antimicrobial substances. Two superoxide
dismutase enzymes help S. aureus to avoid the lethal
effects of oxygen free radicals that are formed during
the respiratory burst of the neutrophil. Modifications
to the cell wall teichoic acid and other cell wall compo-
nents change the cell surface charge such that the affin-
ity of cationic, antimicrobial defensin peptides is
reduced. Staphylokinase binds defensin peptides, and
the extracellular metalloprotease aureolysin cleaves
and inactivates certain defensin peptides [14,15].

Inhibition of Complement Activation:
You Can’t Tag Me!

The prerequisite for complement activation is cleaving
C3 into a soluble C3a and covalent attachment of C3b
to the surface of S. aureus. This is either carried out by
the C3 convertase C4bC2a (classical and lectin pathway)
or C3bBb (alternative pathway). S. aureus secretes a pro-
tein called Staphylococcus complement inhibitor (SCIN)
that stabilizes both C3 convertases and renders them less
active. Similarly, the extracellular fibrinogen-binding pro-
tein Efb blocks C3 deposition on the bacterial surface
(Table 3.6d). The effect is reduced opsonization and
hence reduced phagocytosis. However, S. aureus not only
prevents complement factor deposition, but is also capa-
ble of eliminating bound C3b and IgG through a very
clever mechanism. Host plasminogen that is attached to
the bacterial cell surface is activated by the S. aureus
enzyme staphylokinase to plasmin, which then cleaves
surface-bound C3b and IgG, resulting in reduced phago-
cytosis by neutrophils (Table 3.6b).

Staphylococcal Toxins and Superantigens:
Turning the Inflammatory Response on
the Host

One of the most serious, life-threatening infections with
S. aureus is toxic shock syndrome. It is caused by secreted
exoenzymes and exotoxins (Table 3.5). Enterotoxins
cause a fairly common, short-lived, benign gastroenteritis
(food poisoning) when ingested, but act as a superantigen
in systemic infections. The potent immunostimulatory
properties of superantigens are a direct result of their
simultaneous interaction with the Vb domain of the T-cell
receptor and theMHC class IImolecules on the surface of
an antigen-presenting cell. Superantigens derive their
name from the fact that they are able to polyclonally acti-
vate a large fraction of the T-cell population (2–20%) at

picomolar concentrations, compared to a normal anti-
gen-induced T-cell response where 0.001–0.0001% of the
body’s T-cells are activated. They bind to the variable part
of the b chain of the T-cell receptor and to MHC class II
molecules present on antigen-presenting cells without
the need to be presented by antigen-presenting cells and
cause an immune response that is not specific to any par-
ticular epitope on the superantigen. The cross-linking of
MHC II molecule and TCR induces a signaling pathway
that leads to proliferation of T-cells and a massive release
of cytokines. This systemic cytokine storm causes extrava-
sation of plasma and protein, resulting in decreased
blood volume and low blood pressure. Activation of
the coagulation cascade leads to disseminated intravas-
cular coagulation (DIC), which further compromises
perfusion of end organs and eventually results inmulti-
organ failure and death. It is ironic that in toxic shock
most of the deleterious effects on the host tissue are
not related to actions of the bacteria, but the exagger-
ated host immune response [16]. After all, it is usually
not in the interest of S. aureus to kill the host.

MYCOBACTERIUM TUBERCULOSIS AND

THE MACROPHAGE

Mycobacterium tuberculosis is an extremely successful path-
ogen, and is one of the most important causes of world-
wide morbidity and premature death. The mycobacteria
are also known as the acid-fast bacilli (AFB). The staining
property of acid-fastness is mediated by the thick, lipid-
rich cell wall of the organisms. The unique cell wall struc-
ture of the mycobacteria is involved in management of
the host cell. Spread by the aerosol route from person
to person, organisms in droplet nuclei are deposited in
the alveoli, where they encounter – and enter – their first
immunological barrier, the alveolar macrophages.

Many pathogens utilize the intracellular compartment
to evade host responses. While the intracellular lifestyle
avoids many host defenses, such as complement and neu-
tralizing antibody, othermechanisms of immunity operate
intracellularly. In order to thrive intracellularly, pathogens
mustenter thecell.Utilizationof thephagocyticpathwayof
entry carries the risk of fusion with lysosomes and destruc-
tion.Utilizationof other pathways ismore energy-intensive
for the microbe, limits the potential for the parasite to
exploit cellular mechanisms of transport and trafficking
of endosomes, andmay expose themicrobe to cytoplasmic
pattern-recognition receptors which will activate other
defenses. After entering the cell, pathogens must survive
and reproduce within whichever compartment is entered.
This may require inhibition of lysosomal fusion, surviving
constitutive intracellular inhibitory or killingmechanisms,
transport of nutrients, and exploiting other aspects of host
cell physiology. Next intracellular pathogens must limit
exposure to the cell-mediated immune system. Profes-
sional phagocytes are specifically equipped to present anti-
gen via MHC class II, but most nucleated cells can present
antigen via MHC class I pathways, which are specifically
designed to initiate immune responses to intracellular
pathogens by stimulating cytotoxic CD8þ T-cells. Finally,
intracellular pathogens must prevent destruction of the
host cell and pass successfully to another.
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While tubercle bacilli are quite capable of extracellu-
lar growth and proliferation, in the early stages of infec-
tion this does not occur for long, since alveolar
macrophages rapidly phagocytose them.The initial inter-
action betweenM. tb and the macrophage takes place in
the absence of adaptive immunity. The mycobacterial
surface appears to contain a rich array of TLR agonists
that drive uptake of the organism and recruitment of
inflammatory cells to the site of infection. For most
microbes, that would be the end of the line; shortly after
phagocytosis phagosome-lysosome fusion occurs, regu-
lated by an elaborate array of proteins and glycolipds
that control trafficking of membrane-bound organelles,
and a variety of killing mechanisms are invoked. Acid
pH, reactive oxygen and nitrogen intermediates, deg-
radative enzymes, and toxic peptides kill and digest
the invading pathogens. However, Mycobacterium tubercu-
losis survives and reproduces within the macrophage.
Infected macrophages, though initially incapable of
killing mycobacteria, nonetheless secrete chemokines
which recruit other inflammatory cells to the area [3].

Mycobacterium and Macrophage: The
Pathogen Chooses Its Destiny [17,18]

The mycobacterial manipulation of the macrophage
begins on uptake, and some of the mechanisms utilized
by the pathogen are shown in Figure 3.7. In phagocytic
cells, different receptors drive different processing of
the phagosome. Thus, pathogens can control their

intracellular fate by choosing the receptor that recog-
nizes them. In the case of mycobacteria, multiple recep-
tors may be involved, and the details of their interaction
in vivo are not yet known. However, one of the major
receptors is complement receptor type 3 (CR3), a path-
way which prevents macrophage activation, in contrast
with phagocytosis driven by other receptors.

Once internalized in a phagosome, several myco-
bacterial molecules actively interfere with phagosome-
lysosome fusion, and cellular processes regulated by
phosphorylation and dephosphorylation signals are
controlled through modification of normal signals.
Phosphatidylinositol-3-phosphate (PI3P), a molecule
synthesized by host phosphatidylinositol-3-kinase (PI3K),
serves to direct proteins involved in the fusion process
to the endosomal membrane. M. tuberculosis inhibits
PI3K and secretes an acid phosphatase that degrades
PI3P. In addition, other secreted phosphatases inter-
fere with endosome trafficking. A mycobacterial protein
kinase, PknG, is required for survival in macrophages.
Dominant-negative mutants for this protein kinase are
killed secondary to lysosomal fusion. PknG is secreted
from mycobacteria and enters the host cell cytosol. Its
most likely role there is to phosphorylate a host protein
involved in endosome trafficking, preventing fusion of
the mycobacterial compartment. Mycobacterial cell wall
lipoarabinomannan (LAM) also blocks phagosome-
lysosome fusion through an unknown mechanism.

Phagosome-lysosome fusion also involves calcium-
dependent signaling. The calcineurin inhibitors cyclo-
sporine A and tacrolimus, which are used clinically as
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Figure 3.7 Mycobacterium tuberculosis and themacrophage.Gray arrows are host endosomeprocessing pathways; the pink
lines aremycobacterialmechanisms. Fusion ofmycobacteria intomature phagolysosomesusually leads to death of the organism, so
mycobacteria select their endocytotic pathway and interfere with mechanisms designed to result in phagosome-lysosome fusion.
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immunosuppressants, paradoxically prevent mycobacte-
rial proliferation in macrophages. A host protein, coro-
nin 1, responsible for activation of calcineurin, appears
to associate selectively with phagosomes containing living
mycobacteria. A coronin-dependent calcium influx acti-
vates calcineurin, which blocks fusion.Howmycobacteria
invoke this pathway is still unknown.

Despite all these mechanisms,M. tuberculosis have very
little ability to block phagosome-lysosome fusion in acti-
vated macrophages stimulated via cytokines and TLRs.
Probably the most important cytokines in activating
macrophages to kill mycobacteria are interferon-g and
TNFa. Both in animal models and in humans, suppres-
sion of these pathways by drugs or mutations results in
vulnerability to tuberculosis. A number of M. tuberculosis
components inhibit elements of the activation pathway.
LAM and its glycosylated derivatives can modulate sig-
naling pathways initiated by interferon-g and by TLRs,
and can block mitogen-activated-protein-kinase (MAPK)
pathways within the network of activities that lead to acti-
vation. However, themacrophage is not entirely a passive
host to the tubercle bacillus. Themost effective response
to this infection involves secretion of chemokines to
recruit the adaptive immune system and other inflamma-
tory cells, and to presentmycobacterial antigen to T-cells.

The Adaptive Response to M. tuberculosis:
Containment and the Granuloma [19]

Antigens from intracellular pathogens located in the
endosomal compartment are primarily presented on
class II MHC molecules and recognized by CD4 T-cells.
This is not an exclusive arrangement since some anti-
gen from the endosomal compartment is transported
to the cytosol and presented to CD8 T-cells via MHC
class I. Processing of antigen for class II requires
acid pH and active acid proteases typically found in
lysosomes; evidently not all M. tuberculosis succeed in

inhibiting phagosome maturation and fusion. In addi-
tion to MHC class I and II, the membrane protein CD1
also binds antigen for presentation to T-cells. CD1 is
specialized for presentation of hydrophobic molecules,
such as the rich cell wall lipid and glycolipid compo-
nents of mycobacteria, and is recognized by T-cells
which express neither CD4 nor CD8.

CD4 T-cells mature into several populations of effec-
tor T-cells after extensive differentiation and selection.
The best-known division is into Th1 and Th2 type cells.
Th2-type CD4 T-cells express cytokines which activate
and induce class-switching in B-cells, resulting in an
immune response centered around antibody produc-
tion; opsonization; and handling of extracellular bacte-
ria, viruses, and parasites. In contrast, the major activity
of Th1-type cells is to activate macrophages via inter-
feron-g, IL-2, TNFa, and other cytokines.

Differentiation of CD4 T-cells into the Th1 and Th2

lineages is controlled by the cytokines they encounter
during the early stages of activation. Interferon-g,
secreted by macrophages and dendritic cells, induces
differentiation toward the Th1 phenotype. Since inter-
feron-g is a major cytokine produced by Th1-type cells,
the Th1-type immune response is self-enforcing and
tends to be stable unless other influences perturb the
balance [3–5].

Activated macrophages are capable of killing
ingested mycobacteria. The lesion that results from
the effective immune response to M. tuberculosis infec-
tion is the granuloma, shown in Figure 3.8. Structur-
ally, a tuberculous granuloma consists of a central
area of necrosis, surrounded by macrophages (both
activated and nonactivated), then a mixture of lym-
phocytes, macrophages, tissue cells, and fibroblasts.
The lymphocytes are mainly Th1-type CD4 cells,
though CD8 cells are present and seem to have a role
in immunity to tuberculosis.

The granuloma structure is effective in containing,
but typically not in eradicating, the mycobacteria.

A B

Figure 3.8 A mycobacterial granuloma. H&E stained sections of a mycobacterial granuloma. Central necrosis and an
inflammatory response consisting of macrophages, lymphocytes, and fibroblasts are apparent. A large multinucleated giant
cell, characteristic of the granulomatous reaction, is also present.
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Persisting bacteria may remain viable for the life of the
host, either within the necrotic center of the granu-
loma or in dynamic equilibrium within the inflamma-
tory region of the lesion, or both. Under conditions
of waning or suppressed immunity, the persisting
mycobacteria can proliferate, spread, cause disease,
and also escape, typically via the airborne coughed-
out route, to a new host. Mycobacterium tuberculosis
exploits the intracellular compartment to maintain
itself in the host. Antibody responses to tuberculosis
infection are weak, not protective, and possibly harm-
ful. Instead, cell-mediated immune responses leading
to macrophage activation, directed primarily by CD4
T-cells, lead to an at least partially protective response.
A rather delicate balance of factors works in the inter-
est of the pathogen. It is able to maintain itself for pro-
longed periods of time in a single host, awaiting an
opportunity for transmission.

HERPES SIMPLEX VIRUS: TAKING OVER

Herpes Simplex Virus (HSV) types 1 and 2 are ubiqui-
tous DNA viruses that cause a broad spectrum of disease,
from painful oral and genital lesions to life-threatening
brain and systemic infections. HSV is responsible for
both acute and reactivation disease. Once infected,
a person usually harbors latent HSV for life.

Defense Against Viruses: Subversion and
Sacrifice [2,3,20,21]

Viruses present unique challenges to the immune sys-
tem. Typically, viruses enter host cells and then utilize
the host protein-synthetic and other apparatus to
assemble new viral particles. Entry into cells is rarely
by phagocytosis until a mature immune response pro-
duces opsonized viral particles. Instead, viruses recog-
nize and enter host cells via pathways that place them
directly into the cytoplasm. Mechanisms by which
viruses damage cells are illustrated in Figure 3.9.

In response to viral infection, the immune system
has mechanisms for recognizing and managing viruses.
There are pattern-recognition receptors which recog-
nize the molecular signatures of viruses. In particular,
TLR-3 recognizes double-stranded RNA, TLR-7 recog-
nizes single-stranded RNA, and TLR-9 recognizes
unmethylated CpG-containing DNA. The mannose-
binding protein CD 206 recognizes some viral glyco-
proteins, including one HSV protein. Double-stranded
RNA is also recognized by the cytoplasmic proteins
RIG-1 and MDA-5. Recognition of viral components
by TLR-3, RIG-1, or MDA-5 causes activation of the
interferon-regulatory factors IRF3 and IRF7 and the
nuclear translocation of regulatory factor NFkB, which
induces a range of proinflammatory mechanisms, most
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Figure 3.9 How viruses damage cells. Mechanisms by which viruses cause injury to cells. Reprinted by permission from
Elsevier Saunders. Robbins and Cotran: Pathologic Basis of Disease, 7th edition, copyright 2004, page 357.
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importantly, production of the antiviral chemokines
interferon (IFN) a and b.

IFNa/b induces a series of events which form a pri-
mary defense against viral infections. Via a series of pro-
tein phosphorylation events triggered by the Janus-
family kinase linked to the interferon receptor, a num-
ber of antiviral activities are induced. These include (i)
20–50 oligoadenylate synthetase, an enzyme that pro-
duces 20–50-linked polyadenylates, which activate ribo-
nuclease L to digest viral RNAs; and (ii) dsRNA-
dependent protein kinase R (PKR), which modifies
eukaryotic initiation factor 2a, leading to arrest of trans-
lation. In addition to the intracellular activities of
IFNa/b which target viral replication, other activities
include upregulation of IFNa/b synthesis (a positive
feedback loop); (ii) alteration of the proteasome, the
protein degradation system of the cell, to favor produc-
tion of peptides for presentation via MHC class I; (iii)
upregulation of MHC class I expression and antigen
presentation; and (iv) activation of macrophages, den-
dritic cells, and NK cells. Cytoplasmic antigens, such
as most viral peptides, are exported from the cytosol
to the endoplasmic reticulum. The heterodimeric pro-
teins responsible for transport are called Transporters
associated with Antigen Processing 1 and 2 (TAP1 and
TAP2). TAP1 and TAP2 are induced by interferons, as
are the MHC class I molecules which bind the antigen.
After transport to the plasma membrane, MHC class I
presents antigen to cytotoxic CD8 T-cells.

The final defense of virally infected cells is apoptosis.
Cells activate a cascade of events which lead to pro-
grammed cell death through both induction by cyto-
toxic T-cells (with appropriate co-stimulus by dendritic
cells and CD4 T-cells) and via other mechanisms trig-
gered by viral infection. Apoptosis is an energy-requir-
ing, deliberate, highly regulated process. Two major
signaling pathways trigger apoptosis: (i) via extrinsic
death receptors, such as the TNFa receptor, and (ii)
via intracellular signals. In each case, a series of pro-
teases called caspases are activated, and destroy the crit-
ical infrastructure of the cell in a systematic way.

Herpes Simplex Virus on the High Wire:
A Delicate Balancing Act [22,23,24,25,26]

HSV has a large genome for a virus, consisting of
~150 kb, with at least 74 genes. An image of an HSV
infection is shown in Figure 3.10. While fewer than
half the genes are required for replication in cell cul-
tures, viruses isolated from human hosts almost always
have the full complement. Those accessory genes not
required for growth in vitro are mainly involved in
evading or inhibiting host responses.

A protein known as vhs (viral host shutoff) is an
RNAse that degrades mRNA. Cellular responses to
viral infection typically involve activation of response
genes, and vhs globally inhibits such responses.

Because interferons play such a central role in
defense against viral infection, a number of HSV pro-
teins inhibit components of the IFNa/b response
system (Table 3.6). US11 binds directly to PKR,

preventing it from shutting off translation. US11 is
actually trafficked intercellularly, and acts on adjacent
uninfected but interferon-stimulated cells as well as
the infected cell, priming them for infection. Mean-
while, ICP 34.5 activates host protein phosphorylase
1a, which dephosphorylates and reactivates initiation
factor 2a should it have been inactivated by PKR.
HSV protein ICP0 acts in the nucleus to inhibit IRF3
and IRF7, as well as several other interferon-response
nuclear proteins. In the cytoplasm, ICP0 appears to
block the activity of ribonuclease L. A latency-asso-
ciated transcript (LAT) locus directly inhibits expres-
sion of interferon in neurons.

HSV also acts to reduce presentation of antigen to
the adaptive immune system. ICP47 blocks entry of
peptides to the ER via binding to TAP. The activities
that inhibit interferon actions also inhibit the inter-
feron-mediated increase in MHC class I expression.
In addition, HSV exerts broad inhibitory activities
when it invades dendritic cells, inducing downregula-
tion of co-stimulatory surface proteins, adhesion mole-
cules, and class I MHC. Since dendritic cells play a
central role in antigen presentation and control of
the adaptive response, this inhibition, mediated in
part by the US3 protein kinase, most likely slows the
response to HSV infection.

HSV proteins even exert control over apoptosis.
Infection with HSV initially makes cells resistant to
apoptosis by either the extrinsic or intrinsic pathways.
A number of viral proteins seem to be involved, and
the complete pathway has yet to be determined. Two
essential viral genes appear to be regulatory elements
that control expression of several other viral genes,
and some host proteins are also involved. However,
later in infection in some cell types, apoptosis is
induced by HSV. The pathogen appears to create a
delicate balance between inhibition of apoptosis early
in infection, prior to production of virions, and induc-
tion of apoptosis late in the infective cycle.

Figure 3.10 Histopathology of a herpes simplex lesion.
Herpesvirus blister in mucosa. High-power view shows host
cells with glassy intranuclear herpes simplex inclusion bodies.
Reprinted by permission from Elsevier Saunders. Robbins
and Cotran: Pathologic Basis of Disease, 7th edition, copyright
2004, page 366.
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HSV is an extremely prudent pathogen. It fails to
completely inhibit the immune response, and local con-
trol of HSV infection is achieved relatively rapidly, usu-
ally with minimal lasting damage. Before this occurs,
however, the virus has invaded neurons and entered a
latent stage of infection, with only a small number of
genes being transcribed at a low level. Neurons express
low levels of MHC class I, which is further downregu-
lated by HSV. Periodically, viral replication is turned
on and viral particles are transported down the axon
to its terminal near a mucosal surface, where the virus
can invade epithelial cells and initiate a lesion, with
more opportunities for transmission to a new host.

HIV: THE IMMUNE GUERILLA

By evolution, our immune system has developed
several strategies to fight viral infections. In most
chronic viral infections, both virus-specific T helper
cells and cytotoxic T-lymphocytes (CTL) are required
to effectively eliminate an infected cell. In turn, viruses
have evolved numerous ways to evade the host
immune system. Since the early 1980s, a new infectious
disease of epidemic proportion has successfully
emerged and spread around the globe: Acquired
Immune Deficiency Syndrome (AIDS).

For more than two decades, the human immunode-
ficiency virus (HIV) has infected millions of people
worldwide each year, mainly through mucosal trans-
mission during unprotected sexual intercourse. In
2007, an estimated 33 million people lived with HIV
globally, 2.5 million people were newly diagnosed with
HIV infection, and 2.1 million patients died from
AIDS. Since 1981, more than 25 million people have
died from AIDS as a result of HIV infection (http://
www.unaids.org/) [27].

HIV is special in that this virus not only evades the
immune response, but directly attacks the very effector
cells that play a pivotal role in the fight against viruses,
namely T-lymphocytes, macrophages, and dendritic

cells. One of the paradoxes of HIV infection is that the
virus elicits a broad immune response that is not
completely protective, while it causes immune dysfunc-
tion on several levels [28]. HIV infection is rarely
successfully terminated by the immune system, but
nearly always continues for many years and slowly pro-
gresses to AIDS and death if left untreated. Since the dis-
covery of HIV in 1981, there has been an explosion of
research aimed at deciphering the mechanism of infec-
tion, understanding why it cannot be controlled by our
immune system, and at developing an effective vaccine.

Structure and Transmission of HIV—Small
But Deadly

The human immunodeficiency virus is a human ret-
rovirus belonging to the lentivirus group. Two
genetically distinct forms exist, HIV-1 and HIV-2,
but they cause similar syndromes and elicit the same
host response. HIV is an RNA virus that utilizes
reverse transcriptase (RT) and other enzymes to
convert its genome from RNA into an integrated
proviral DNA. Its viral core contains the major cap-
sid protein p24, nucleocapsid proteins, two copies
of viral RNA, and three viral enzymes (protease,
reverse transcriptase, and integrase). The viral parti-
cle is covered by a lipid bilayer that is derived from
the host cell membrane [29]. Two glycoproteins
protrude from the surface: glycoproteins (gp)120
and gp41, which are critical for HIV infection of
cells (Figure 3.11). In contrast with the 150 kb HSV
genome, HIV has to accomplish all its tasks with a
genome of only 9.8 kb.

The mode of transmission of HIV is mainly through
close contact such as sexual intercourse: viral particles
contained in semen enter the new host via microscopic
lesions. Parenteral transmission, through blood prod-
ucts, sharing needles among drug users, or vertical
transmission from mother to baby, are also important
routes of transmission.

Table 3.6 Interferon Actions and HSV Reactions

Mechanism Effect HSV Response

Activities That Inhibit Viral Gene Expression
Activation of ribonuclease L Digest viral RNAs ICP0 inhibits ribonuclease L
ds-RNA-dependent
phosphorylation of ribosomal
initiation factor (PKR)

Arrest protein synthesis Block the kinase responsible for phosphorylation;
increase activity of phosphorylase which
restores activity

Activities That Enhance Inflammatory Responses
Alteration of proteasome to favor
production of peptides for class
I MHC

Increase presentation of antigen to
adaptive immune system

Unknown

Upregulation of MHC class I and
associate mechanisms

Increase presentation of antigen to
adaptive immune system

Block TAP transport of antigen, which in turn
limits externalization of MHC class I

Activation of antigen-presenting
and effector cells

Accelerate antibody and cell-mediated
immune responses; induce apoptosis
in infected cells

Infection of these cell types leads to
downregulation of response elements,
especially in dendritic cells

Upregulation of interferon
synthesis

Positive-feedback loop to limit
infectability of nearby cells

vhs globally inhibits host gene expression; ICP0
blocks multiple transduction mechanisms of
IFN signaling
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Invasion of Cells by HIV: Into the Lion’s
Den [21]

The high affinity receptor that is used by HIV to enter
host cells is the CD4 receptor, hence the major target
for HIV is lymphoid tissue—more specifically, CD4þ
T lymphocytes, macrophages, and dendritic cells
(Figure 3.12). The first encounter between HIV and
the naı̈ve host takes place in the mucosa and draining
lymph node [30]. Dendritic cells play an important
role in the infectious process. They are not only pri-
mary target cells, but also powerful professional anti-
gen-presenting cells that are infected either directly
or via capture of virus on their stellate processes. They
can present antigens via MHC class I and class II mole-
cules, stimulating both T-helper and CTL responses.

The presence of CD4 on host cells is not sufficient
to mediate infection. The receptor needs to be accom-
panied by the presence of one of two chemokine
receptors used as co-receptors: either CXCR4 or
CCR5. R4 viruses utilize CXCR4 as co-receptor which
is expressed on lymphocytes, but not on macrophages.
Hence, these viruses are called lymphocyte-tropic or
T-tropic viruses. R5 viruses utilize CCR5 as co-receptor
which is expressed on monocytes/macrophages, lym-
phocytes, and dendritic cells. R5 viruses are called
macrophage-tropic or M-tropic viruses despite the fact
that they can infect several cell types. Viruses that can
use both CXCR4 and CCR5 as co-receptors are called
dual tropic viruses. In the early phase of HIV infection,
R5 (M-tropic) viruses dominate, but over the course of
the infection the tropism often changes due to muta-
tions in the viral genome, and R4 (lymphocyte-tropic)
viruses increase in numbers.

The initial step in infection of any of the CD4þ cells
is the binding of gp120 to CD4 molecules, which leads
to a conformational change of the viral protein which
now recognizes the co-receptor CCR5 or CXCR4. This
interaction then triggers conformational change of
gp41, which is noncovalently bound to pg120, and
fusion of the viral bilayer with the host cell membrane.
The HIV genome enters the host cell and reverse tran-
scribes its RNA genome into cDNA (proviral DNA). In
quiescent host cells, HIV cDNA may remain in the
cytoplasm in linear form. In dividing host cells, the
cDNA enters the nucleus and is then integrated in
the host genome. In the case of infected T-cell, provi-
ral DNA may be transcribed, virions formed in the
cytoplasm, and complete viral particles bud from the cell
membrane. If there is extensive viral production (pro-
ductive infection), the host cell dies. Alternatively, the
HIV genome may remain silent, either in the cytoplasm
or integrated as provirus into human chromosomes,
for months or even years (latent infection). Since macro-
phages and dendritic cells are relatively resistant to the
cytopathic effect of HIV, they are likely important
reservoirs of infection.

Clinically, the patient is asymptomatic or has flu-like
symptoms during this first phase of HIV infection, also
called the acute HIV syndrome. Approximately 40–
90% of patients develop self-limiting symptoms (sore
throat, myalgias, fever, weight loss, and a rash) 3–6
weeks after infection. This phase is characterized by
widespread seeding of the lymphoid tissues, loss of
activated CD4þ T-cells, and the highest level of vire-
mia at any time during infection—unfortunately with
high infectivity exactly when the infection is usually
undiagnosed. The initial infection is readily controlled
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Protease
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RNA

Reverse
transcriptase

gp41 p17 matrix

Figure 3.11 The structure of the HIV virion. Schematic illustration of an HIV virion. The viral particle is covered by a lipid
bilayer that is derived from the host cell. Reprinted by permission from Elsevier Saunders. Robbins, and Cotran: Pathologic
Basis of Disease, 7th edition, copyright 2004, page 247.
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Figure 3.12 Pathogenesis of HIV-1 infection. Pathogenesis of HIV-1 infection. Initially, HIV-1 infects T cells and
macrophages directly or is carried to these cells by Langerhans cells. Viral replication in the regional lymph nodes leads to
viremia and widespread seeding of lymphoid tissue. The viremia is controlled by the host immune response, and the patient
then enters a phase of clinical latency. During this phase, viral replication in both T cells and macrophages continues
unabated, but there is some immune containment of virus. Ultimately, CD4+ cell numbers decline due to productive
infection and other mechanisms, and the patient develops clinical symptoms of full-blown AIDS. Reprinted by permission
from Elsevier Saunders. Robbins, and Cotran: Pathologic Basis of Disease, 7th edition, copyright 2004, page 248.
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by the development of an HIV-specific cytotoxic T-
lymphocyte (CTL) response and humoral response
with antibodies raised against the envelope glyco-
proteins (Figure 3.12), and the patient again becomes
asymptomatic. However, the antibody response is inef-
fective at neutralizing the virus. Thus, the role that
antibodies play in controlling HIV disease is unclear.
The level of viremia and the viral load in the lymphoid
tissue at the end of the acute HIV syndrome define the
so-called set point, which differs between individual
patients and has prognostic implications. It is the
result of a multifactorial process that is not yet clearly
understood.

During the following clinical latency phase (also
called the middle or chronic phase of HIV infection),
the immune system is relatively intact. However, indi-
vidual T-cells throughout the body, when activated by
antigen contact or HIV itself, release intact virions
and undergo apoptosis. Thus, it is misleading to talk
about a latent infection in the context of HIV, since
the definition of latency in the viral world implies a
lack of viral replication. In the case of HIV, there is
continuous HIV replication, predominantly in the lym-
phoid tissues, which may last for years. This means that
HIV infection lacks a phase of true microbiological
latency. Indeed, the latent phase of HIV infection is a
dynamic competition between the actively replicating
virus and the immune system.

In a twist of fate, the life cycle in latently infected
T-cells comes to completion (and usually leads to cell
lysis) at the very moment when the T-cell is needed
most—upon activation. On the molecular level this is
achieved by sharing the transcription factor NFkB. After
T-cells are activated by antigen or cytokines (such as
TNFa, IL-1), signal transduction results in translocation
of NFkB into the nucleus and upregulation of the
expression of several cytokines. Flanking regions of the
HIV genome also contain similar kB sites that are trig-
gered by the same signal transduction molecule. Thus,
the physiologic response of the T-cell stimulates virus
production and leads ultimately to cell lysis and death
of the infected cell. In addition, CD4þ T-cell loss is
caused by mechanisms other than the direct cytopathic
effect of the virus. Infected T-cells are killed by CTL cells
that recognize HIV antigen presented on their cell sur-
face. Even uninfected CD4þ T-cells, so-called innocent
bystanders, are killed. Chronic activation of the immune
system starts them down the pathway to apoptosis (pro-
grammed cell death), in this case activation-induced.

The last phase of HIV infection is progression to
full-blown AIDS. A vicious cycle of increasingly produc-
tive viremia, loss of CD4þ cells, increased susceptibility
to opportunistic infections, further immune activation,
and progression of cell destruction develops. The clin-
ical picture is characterized by a breakdown of host
defense, a dramatic increase in circulating virus, and
clinical disease. Patients present usually with long-
lasting fever, fatigue, weight loss, and diarrhea [29].
The onset of certain opportunistic infections such as
invasive candidiasis, mycobacteriosis, or pneumocystosis
(Figure 3.13), secondary neoplasms, or HIV-associated
encephalitis marks the beginning of AIDS. Prior to the

highly active antiretroviral therapy (HAART) era, AIDS
was a death sentence, but treatment with several antiviral
drugs has changed the fate of HIV-infected patients
greatly.

Care has to be taken to avoid the development of
drug resistance, which is due to the extreme plasticity
of the HIV genome. Even early on during the infection,
mutations are frequent due to error-prone replication
by HIV and the structural flexibility of the viral enve-
lope. Mutation and variation both in viral antigens and
in viral physiology play an important role in the patho-
genesis of HIV disease. This is also one reason why the
quest for an HIV vaccine has remained elusive [31].

The devastating clinical course of AIDS and the
unique pathologic features of HIV infection, with signif-
icant viremia persisting for years, demonstrate the
essential role of the CD4 T-cell in adaptive immunity
(Table 3.7). While most CD4 T-cells have relatively
modest effector function, they are the central regulators
of the immune response. CD4 T-cells are essential for
maturation and development of B-cells and CD8þ cyto-
toxic T-cells, as well as for activation of macrophages.
Patients with late-stage HIV infection become vulnera-
ble to a host of opportunistic pathogens because they
suffer from deteriorating antibody production, cell-
mediated immunity, and decreased production and
altered function of every kind of immune cell.

PERSPECTIVES

The five pathogens discussed in detail here do not
begin to cover the breadth of microbial interactions
with the host. In fact, these comparatively short discus-
sions fail to cover the breadth of the interactions these
few organisms have. Microbes, for the most part, do
not enter the forbidding interior of mammalian hosts
with a single, general-purpose toxin or strategy for

Figure 3.13 Opportunistic pathogen in AIDS. Cluster of
Pneumocystis jirovecii cysts in bronchoalveolar lavage of an
HIV-positive patient stained with toluidin blue (oil immersion,
magnification 1000x).
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causing disease. Instead, they come equipped with a
variety of very specific molecular tools, each with a par-
ticular target, which allow them to survive, replicate,
and be transmitted to a new host.

It’s difficult to overestimate the subtlety of the inter-
actions of pathogens with the host on the molecular
level. Pathogens rarely eradicate an immune response.
Rather, because of cross-talk and redundancy on a
molecular level between elements of the immune
system, they attenuate, misdirect, and delay the host
response. Overall, the complexity and flexibility of the
interaction benefits both the host and the pathogen.
The pathogen benefits because, even if it is ultimately
eliminated from the host, it survives and proliferates
long enough and well enough to be transmitted. The
host benefits because a temperate response is less likely
to result in severe collateral tissue damage. In addition,
if host responses were so rigid and forceful that the path-
ogen was forced to kill the host or die itself, the
microbes, ultimately, would win, due to their rapid evo-
lution. The mammalian immune system, for all its
extraordinary complexity and power, is a compromise
between metabolic cost and efficacy, between elimina-
tion and containment of pathogens, and is able to live
with what it cannot destroy.
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Table 3.7 Immune Dysfunction in AIDS
(Modified after [22])

Altered Monocyte/Macrophage Functions

Decreased chemotaxis and phagocytosis
Decreased HLA class II antigen expression
Decreased antigen presentation capacity
Increased secretion of IL-1, IL-6, and TNFa

Altered T-cell Functions in vivo

Preferential loss of memory T-cells
Susceptibility to opportunistic infections
Susceptibility to neoplasms

Altered T-cell Functions in vitro

Decreased proliferate response to antigens
Decreased specific cytotoxicity
Decreased helper function for B-cell Ig synthesis
Decreased IL-2 and IFN-g production

Polyclonal B-cell Activation

Hypergammaglobulinemia and circulating immune
complexes

Inability to mount antibody response to new antigen
Refractoriness to normal B-cell activation in vitro
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4
Neoplasia

William B. Coleman n Tara C. Rubinas

INTRODUCTION

Cancer does not represent a single disease. Rather,
cancer is a collection of myriad diseases with as many
different manifestations as there are tissues and cell
types in the human body, involving innumerable
endogenous or exogenous carcinogenic agents, and
various etiological mechanisms. What all of these dis-
ease states share in common are certain biological
properties of the cells that compose the tumors,
including unregulated (clonal) cell growth, impaired
cellular differentiation, invasiveness, and metastatic
potential. It is now recognized that cancer, in its sim-
plest form, is a genetic disease or, more precisely, a dis-
ease of abnormal gene expression. Recent research
efforts have revealed that different forms of cancer
share common molecular mechanisms governing
uncontrolled cellular proliferation, involving loss,
mutation, or dysregulation of genes that positively and
negatively regulate cell proliferation, migration, and
differentiation (generally classified as proto-oncogenes
and tumor suppressor genes). The molecular mechan-
isms associated with neoplastic transformation and
tumorigenesis of specific cell types is beyond the scope
of this chapter. Rather, in the discussion that follows,
we will introduce basic and essential concepts related
to neoplastic disease as a foundation for more detailed
treatment of the molecular carcinogenesis of major
cancer types provided elsewhere in this book.

In this chapter, we provide an overview of cancer
statistics and epidemiology, highlighting cancer types
of importance to human health in the United States
and worldwide, with a brief review of risk factors for
the development of cancer. Subsequently, we discuss
the classification of neoplasms, focusing on the gen-
eral features of benign and malignant neoplasms, with
an overview of nomenclature for human neoplasms, a
description of preneoplastic conditions, and consider-
ation of special subsets of neoplastic disease (cancers
of childhood, hematopoietic neoplasms, and heredi-
tary cancers). Next, we discuss in some detail the dis-
tinguishing characteristics of benign and malignant
neoplasms, with a focus on anaplasia and cellular

differentiation, rate of growth, local invasiveness, and
metastasis. We conclude with a discussion of the cli-
nical aspects of neoplasia, including an overview of
cancer-associated pain, cancer cachexia, paraneoplastic
syndromes, and methods for grading and staging of
cancer.

CANCER STATISTICS AND

EPIDEMIOLOGY

Cancer Incidence

Cancer is an important public health concern in the
United States and worldwide. Due to the lack of
nationwide cancer registries for all countries, the exact
numbers of the various forms of cancer occurring in
the world populations are unknown. Nevertheless, esti-
mations of cancer incidence and mortality are gener-
ated on an annual basis by several domestic and
world organizations. Estimations of cancer incidence
and mortality for the United States are provided annu-
ally by the American Cancer Society (ACS) and the
National Cancer Institute’s Surveillance, Epidemiol-
ogy, and End Results (SEER) program. Global cancer
statistics are provided by the International Agency for
Research on Cancer (IARC) and the World Health
Organization (WHO). Monitoring of long-range trends
in cancer incidence and mortality among different
populations is important for investigations of cancer
etiology. Given the long latency for formation of a clin-
ically detectable neoplasm (up to 20–30 years) follow-
ing initiation of the carcinogenic process (exposure
to carcinogenic agent), current trends in cancer inci-
dence probably reflect exposures that occurred many
years (and possibly decades) before. Thus, correlative
analysis of current trends in cancer incidence with
recent trends in occupational, habitual, and environ-
mental exposures to known or suspect carcinogens
can provide clues to cancer etiology. Other factors that
influence cancer incidence include the size and aver-
age age of the affected population. The average age
at the time of cancer diagnosis for all tumor sites is
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approximately 67 years [1]. As a higher percentage of
the population reaches age 60, the general incidence
of cancer will increase proportionally. Thus, as the life
expectancy of the human population increases due to
reductions in other causes of premature death (due
to infectious and cardiovascular diseases), the average
risk of developing cancer will increase.

General Trends in Cancer Incidence

The American Cancer Society estimates that 1,437,180
new cases of invasive cancer were diagnosed in the
United States in 2008 [2]. This number of new cancer
cases reflects 745,180 male cancer cases (52%) and
692,000 female cancer cases (48%). The estimate of
total new cases of invasive cancer does not include carci-
noma in situ occurring at any site other than in the uri-
nary bladder, and does not include basal and
squamous cell carcinomas of the skin. In fact, basal
and squamous cell carcinomas of the skin represent
the most frequently occurring neoplasms in the United
States, with an estimated occurrence of >1 million total
cases in 2008 [2]. Likewise, carcinoma in situ represents
a significant number of new cancer cases with 67,770
newly diagnosed breast carcinomas in situ and 54,020
new cases of melanoma carcinoma in situ [2].

Estimated site-specific cancer incidence for both
sexes combined are shown in Figure 4.1. Cancers of

the reproductive organs represent the largest group
of newly diagnosed cancers in 2008 with 274,150 new
cases. This group of cancers includes prostate
(186,320 new cases), uterine corpus (40,100 new
cases), ovary (21,650 new cases), and uterine cervix
(11,070 new cases), in addition to other organs of
the genital system (vulva, vagina, and other female
genital organs; testis, penis, and other male genital
organs). The next most frequently occurring tumors
originated in the digestive tract (271,290 new cases),
respiratory system (232,270 new cases), and breast
(184,450 new cases). The majority of digestive system
tumors involved colon (108,070 new cases), rectum
(40,740 new cases), pancreas (37,680 new cases), stom-
ach (21,500 new cases), liver and intrahepatic bile duct
(21,370 new cases), and esophagus (16,470 new cases),
in addition to the other digestive system organs (small
intestine, gallbladder, and others). Most new cases of
cancer involving the respiratory system affected the
lung and bronchus (215,020 new cases), with the
remaining cases affecting the larynx or other compo-
nents of the respiratory system. Other sites with signif-
icant cancer burden include the urinary system
(125,490 new cases), lymphomas (74,340 new cases),
skin (67,720 new cases), leukemias (44,270 new cases),
and the oral cavity and pharynx (35,310 new cases).

Among men, cancers of the prostate, respiratory sys-
tem (lung and bronchus), and digestive system (colon
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Figure 4.1 Cancer incidence and mortality by site for both sexes (United States, 2008). The relative contributions of the
major forms of cancer to overall cancer incidence and cancer-related mortality (both sexes combined) were calculated from
data provided by Jemal et al. [2]. Cancers of the reproductive organs include those affecting the prostate, uterine corpus,
ovary, uterine cervix, vulva, vagina, testis, penis, and other organs of the male and female genital systems. Cancers of the
digestive system include those affecting esophagus, stomach, small intestine, colon, rectum, anus, liver, gallbladder,
pancreas, and other digestive organs. Cancers of the respiratory system include those affecting the lung, bronchus, larynx,
and other respiratory organs.
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and rectum) occur most frequently [2]. Together,
these cancers account for 62% of all cancers diagnosed
in men. Prostate is the leading site, accounting for
186,320 new cases and 25% of cancers diagnosed in
men. Among women, cancers of the breast, respiratory
system (lung and bronchus), and digestive system
(colon and rectum) occur most frequently [2]. Can-
cers at these sites combine to account for 59% of all
cancers diagnosed in women. Breast is the leading site
for tumors affecting women, accounting for 182,460
new cases and 26% of all cancers diagnosed in women.

General Trends in Cancer Mortality
in the United States

Mortality attributable to invasive cancers produced
565,650 cancer deaths in 2008 [2]. This reflects
294,120 male cancer deaths (52% of total) and
271,530 female cancer deaths (48% of total). Esti-
mated numbers of cancer deaths by site for both sexes
are shown in Figure 4.1. The leading cause of cancer
death involves tumors of the respiratory system
(166,280 deaths), the majority of which are neoplasms
of the lung and bronchus (161,840 deaths). The sec-
ond leading cause of cancer deaths involve tumors of
the digestive system (135,130 deaths), most of which
are tumors of the colorectum (49,960 deaths), pan-
creas (34,290 deaths), stomach (10,880 deaths), liver
and intrahepatic bile duct (18,410 deaths), and esoph-
agus (14,280 deaths). Together, tumors of the respira-
tory and digestive systems account for 53% of cancer
deaths.

Trends in cancer mortality among men and women
mirror in large part cancer incidence. Cancers of the
prostate, lung and bronchus, and colorectum repre-
sent the three leading sites for cancer incidence and
cancer mortality among men [2]. In a similar fashion,
cancers of the breast, lung and bronchus, and colorec-
tum represent the leading sites for cancer incidence
and mortality among women [2]. While cancers of
the prostate and breast represent the leading sites for
new cancer diagnoses among men and women
(respectively), the majority of cancer deaths in both
sexes are related to cancers of the lung and bronchus.
Tumors of the lung and bronchus are responsible for
31% of all cancer deaths among men and 26% of all
cancer deaths among women. The age-adjusted death
rate for lung cancer among men has increased dramat-
ically over the last 60–70 years, while the death rates
for other cancers (like prostate and colorectal) have
remained relatively stable. The lung cancer death rate
for women has increased in an equally dramatic fash-
ion since about 1960, becoming the leading cause of
female cancer death in the mid-1980s after surpassing
the death rate for breast cancer [2].

Global Cancer Incidence and Mortality

The IARC GLOBOCAN project estimates that
10,862,496 new cancer cases were diagnosed world-
wide in 2002 [3]. This number of new cases represents
5,801,839 male cancer cases (53%) and 5,060,657

female cancer cases (47%). Mortality attributed to can-
cer for the same year produced 6,723,887 deaths
worldwide. This reflects 3,795,991 male cancer deaths
(56%) and 2,927,896 female cancer deaths (44%).
The leading sites for cancer incidence and mortality
worldwide in 2002 included tumors of the lung, stom-
ach, prostate, breast, colorectum, esophagus, and liver.
Lung cancer accounted for the most new cancer cases
and the most cancer deaths during this period of time,
with 1,352,132 new cases and 1,178,918 deaths for both
sexes combined. The leading sites for cancer incidence
among males included lung (965,241 new cases), pros-
tate (679,023 new cases), stomach (603,419 new cases),
colorectum (550,465 new cases), and liver (442,119
new cases) [3]. Combined, cancers at these five sites
account for 44% of all cancer cases among men. The
leading causes of cancer death among men included
tumors of the lung (848,132 deaths), stomach
(446,052 deaths), liver (416,882 deaths), colorectum
(278,446 deaths), and esophagus (261,162 deaths) [3].
Deaths from these cancers account for 59% of all male
cancer deaths. The leading sites for cancer incidence
among females included breast (1,151,298 new cases),
cervix uteri (493,243 new cases), colorectum (472,687
new cases), lung (386,891 new cases), and stomach
(330,518 new cases) [3]. Combined, cancers at these
five sites account for 56% of all cancer cases among
women. The leading causes of cancer death among
females directly mirrors the leading causes of cancer
incidence: breast (410,712 deaths), lung (330,786
deaths), cervix uteri (273,505 deaths), stomach
(254,297 deaths), and colorectum (250,532 deaths)
[3]. Combined, these five cancer sites account for 52%
of female cancer deaths.

Risk Factors for the Development of Cancer

Risk factors for cancer can be considered anything that
increases the chance that an individual will develop
neoplastic disease. Individuals who have risk factors
for cancer development are more likely to develop
the disease at some point in their lives than the gen-
eral population (lacking the same risk factors). How-
ever, having one or more risk factors does not
necessarily mean that a person will develop cancer. It
follows that some people with recognized risk factors
for cancer will never develop the disease, while others
lacking apparent risk factors for cancer will develop
neoplastic disease. While certain risk factors are clearly
associated with the development of neoplastic disease,
making a direct linkage from a risk factor to causation
of the disease remains very difficult and often impossi-
ble. Some risk factors for cancer development can be
modified, while others cannot. For instance, cessation
of cigarette smoking reduces the chance that an
individual will develop cancer of the lung, bronchus,
or other tissues of the aerodigestive tract. In contrast,
a woman with an inherited mutation in the BRCA1
gene carries an elevated lifetime risk of developing
breast cancer. In general, risk factors for cancer
include age, sex, family medical history, exposure to
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cancer-causing factors in the environment, and various
lifestyle choices (such as tobacco and alcohol use, diet,
and sun exposure). Different forms of neoplastic
disease affecting various tissues have different risk
factors. Some of the major risk factors that contribute
to cancer development include (i) age, (ii) race, (iii)
gender, (iv) family history, (v) infectious agents, (vi)
environmental exposures, (vii) occupational expo-
sures, and (viii) lifestyle exposures.

Age, Race, and Gender as Risk Factors
for Cancer Development

Cancer is predominantly a disease of old age. Thus,
advancing age is the most important risk factor for can-
cer development for most people [4,5]. In fact, most
malignant neoplasms are diagnosed in patients over
the age of 65. According to the National Cancer Insti-
tute SEER Statistics (http://seer.cancer.gov/index.
html) the median age at diagnosis for cancer of the
lung/bronchus is 71 years old (<2% of cases occur
in people <45 years old), the median age at diagnosis
for cancer of the prostate is 68 (<10% of cases occur
in men <55 years old), the median age at diagnosis
for cancer of the breast is 61 years old (<2% of cases
occur in women <35 years old), the median age at
diagnosis for cancer of the colorectum is 71 years old

(<5% of cases occur in people <45 years old), the
median age at diagnosis for cancer of the liver is 65
years old (<5% of cases occur in people <45 years
old), the median age at diagnosis for cancer of the
ovary is 63 years old (<5% of cases occur in women
<35 years old), and the median age at diagnosis of
melanoma is 59 years old (<10% of cases occur in peo-
ple <35 years old). The age-specific incidence and
death rates for cancers of the prostate, breast (female),
lung (both sexes combined), and colorectum (both
sexes combined) for the period of 1992–1996 are
shown in Figure 4.2. The trends depicted in this figure
clearly show that the majority of each of these cancer
types occur in individuals of advanced age. In the case
of prostate cancer, 86% of all cases occur in men over
the age of 65, and 99.5% occur in men over the age of
50. Likewise, 97% of prostate cancer deaths occur in
men over the age of 65 (Figure 4.2). In contrast,
female breast cancer occurs much more frequently in
younger individuals. Nonetheless, 63% of cases occur
in women over the age of 65, and 88% occur in women
over the age of 50 (Figure 4.2). A notable exception to
this relationship between advanced age and cancer
incidence involves some forms of leukemia and other
cancers of childhood. Acute lymphocytic leukemia
(ALL) occurs with a bimodal distribution, with highest
incidence among individuals less than 20 years of age,
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Figure 4.2 Age-specific incidence and mortality rates for selected sites, 1992–1996. The age-specific rates for breast
cancer incidence and mortality are for females only. The age-specific rates for lung cancer and colorectal cancer are
combined for both sexes. These data were adapted from the NCI SEER Statistics Database (http://seer.cancer.gov/index.
html). Rates are per 100,000 population and are age-adjusted to the 1970 standard population of the United States.

Part I Essential Pathology — Mechanisms of Disease

66

http://seer.cancer.gov/index.html
http://seer.cancer.gov/index.html
http://seer.cancer.gov/index.html
http://seer.cancer.gov/index.html


and a second peak of increased incidence among indi-
viduals of advanced age. The majority of ALL cases are
diagnosed in children, with 40% of cases diagnosed in
children under the age of 15, and 45% of cases occur-
ring in individuals under the age of 20. Despite the
prevalence of this disease in childhood, a significant
number of adults are affected. In fact, 32% of ALL
cases are diagnosed in individuals over the age of 65
years of age. In contrast to ALL, the other major forms
of leukemia demonstrate the usual pattern of age-
dependence observed with solid tumors, with large
numbers of cases in older segments of the population.

Cancer incidence and mortality can vary tremen-
dously with race (and/or factors that are associated
with race) and ethnicity (http://seer.cancer.gov/
index.html). In the United States, African Americans
and Caucasians are more likely to develop cancer
than individuals of other races or ethnicity. African
American men demonstrate a cancer incidence for
all sites combined of approximately 664 cases per
100,000 population, and Caucasian men exhibit a can-
cer incidence rate of 557 cases per 100,000 population.
In contrast, Native American men show the lowest can-
cer incidence among populations of the United States
with 321 cases per 100,000 population for all sites com-
bined. Likewise, African American women demon-
strate a cancer incidence for all sites combined of
approximately 397 cases per 100,000 population, and
Caucasian women exhibit a cancer incidence rate of
424 cases per 100,000 population, while Native Ameri-
can women show the lowest cancer incidence with 282
cases per 100,000 population for all sites combined.
These differences in race-related cancer incidence
rates can be magnified when site-specific cancers are
considered. The overall incidence of prostate cancer
in the United States (for all men) is 163 cases per
100,000 men. African American men have a signifi-
cantly higher incidence rate (249 cases per 100,000
men) compared to Caucasian men (157 cases per
100,000). In contrast, Native American men have a sig-
nificantly lower incidence of prostate cancer (73 cases
per 100,000 men) compared to African American and
Caucasianmen. Themechanisms that account for these
differences are not known, butmay be related to genetic
factors or differences in various physiological factors
(for instance, androgen hormone levels). Mortality
due to cancer also differs among patients depending
on their race or ethnicity. Similar to the cancer inci-
dence rates, mortality due to cancer is higher among
AfricanAmericans (322 and 189 per 100,000 population
for men and women, respectively) and Caucasians (235
and 161 deaths per 100,000 population for men and
women, respectively) than other populations, including
Asian/Pacific Islanders, American Indians, and Hispa-
nics. Factors that are known to contribute to racial
differences in cancer-related mortality include (i) dif-
ferences in exposures (for instance, smoking preva-
lence), (ii) access to regular cancer screening (for
breast, cervical, and colon cancers), and (iii) timely
diagnosis and treatment. For both cancer incidence
and mortality, racial and ethnic variations for all sites
combined differ from those for individual cancer sites.

Gender is clearly a risk factor for cancers affecting
certain tissues such as breast and prostate where there
are major differences between men and women. How-
ever, there are numerous other examples of cancers that
appear to develop preferentially in men or women,
and/or where factors related to gender increase risk.
For instance, liver cancer affects men more often than
women. The ratio of male to female incidence in the
United States is approximately 2:1 [2], and worldwide
is approximately 2.4:1 [3]. However, in high incidence
countries or world regions, the male to female inci-
dence ration can be as high as 8:1 [6,7]. This consistent
observation suggests that sex hormones and/or their
receptors may play a significant role in the development
of primary liver tumors [8,9]. Some investigators have
suggested that hepatocellular carcinomas overexpress
androgen receptors [10], and that androgens are
important in the promotion of abnormal liver cell pro-
liferation [11,12]. Others have suggested that the male
predominance of liver cancer is related to the tendency
for men to drink and smoke more heavily than women,
and are more likely to develop cirrhosis [13].

Family History as a Risk Factor for Cancer
Development

Familial cancers have been described for most major
organ systems, including colon, breast, ovary, and skin.
These cancers are associated with genetic predisposi-
tion to development of disease. Hereditary cancers
are typically characterized by (i) early age at onset
(or diagnosis), (ii) neoplasms arising in first degree
relatives of the index case, and (iii) in many cases, mul-
tiple or bilateral tumors. Epidemiologic evidence has
consistently pointed to family history as a strong and
independent predictor of breast cancer risk. Thus,
women with a first-degree relative (mother or sister)
that have been diagnosed with breast cancer are at ele-
vated risk for development of the disease themselves. A
substantial amount of research has led to the discovery
of several breast cancer susceptibility genes, including
BRCA1, BRCA2, and p53 [14], which may account for
the majority of inherited breast cancers. It has been
estimated that 5%–10% of breast cancers occurring
in the United States each year are related to genetic pre-
disposition [15]. Despite the recognition of multiple
genetic and environmental risk factors for development
of breast cancer, approximately 50% of affected women
have no identifiable risk factors other than being female
and aging [16]. In many of these cases, the genetic pre-
disposition to cancer development may be related to
small but measurable risks associated with genetic varia-
tions (polymorphic variations) at multiple loci [17].
Other risk factors for development of breast cancer
include, advancing age (over 50 years of age), early age
at menarche, late age at menopause, first childbirth
after age of 35, nulliparity, family history of breast can-
cer, obesity, dietary factors (such as high-fat diet), and
exposure to high dose radiation to the chest before
age 35 [18–22]. Many of these risk factors may interact
with genetic polymorphisms and other genetic determi-
nants to drive the development of breast cancer.
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Infectious Agents as Risk Factors for Cancer
Development

There are several excellent examples of infectious
agents and cancer causation. These include (i) liver
cancer and hepatitis virus infection, (ii) cervical cancer
and human papillomavirus infection, and (iii) Epstein-
Barr virus infection and Burkitt’s lymphoma. Human
cancers are also associated with certain bacterial and
parasite infections.

Liver cancers are frequently associated with hepatitis
virus infection and related conditions [23,24]. Both
hepatitis B virus (HBV) and hepatitis C virus (HCV)
are associated with development of hepatocellular car-
cinoma [25,26]. Primary liver cancers are usually asso-
ciated with chronic hepatitis [27–29], and 60%–80%
of hepatocellular carcinomas occurring worldwide
develop in cirrhotic livers [29–31], most commonly
nonalcoholic posthepatitic cirrhosis. However, hepatitis
virus infection is not thought to be directly carcino-
genic. Rather, HBV and/or HCV infection produces
hepatocyte necrosis and regeneration (cell prolif-
eration), which makes the liver susceptible to endoge-
nous and exogenous carcinogens. Thus, preneoplastic
nodules in the liver tend to occur in regenerative
nodules of the injured liver (chronic hepatitis or cirrho-
sis). In certain geographic areas (such as China), large
portions of the population are concurrently exposed
to the hepatocarcinogen aflatoxin B1 and HBV, which

increases their relative risk for development of liver
cancer [32].

Cervical cancer is the second most common cancer
of women worldwide, with 493,243 new cases and
273,505 deaths in 2002 [3]. Human papillomavirus
infection is strongly associated with the development
of certain human cancers [33]. Infection with high-risk
HPV types (in particular HPV16 and HPV18) are spe-
cifically associated with development of cervical cancer
(Figure 4.3). Case-control and prospective epidemio-
logical studies have shown that HPV infection pre-
cedes high-grade dysplasia and invasive cancer, and
represents the strongest independent risk factor for
the development of cervical cancer [34–36]. Molecular
analyses of cervical cancers suggest that HPV plays a
key role in cervical carcinogenesis since >90% of cervi-
cal cancer biopsies contain DNA sequences of high-
risk HPV types. Within these biopsies, the viral DNA
is present in every tumor cell and is also found in
metastases derived from the same neoplasms.

Epstein-Barr virus (EBV) infection has been sug-
gested to be mechanistically involved in the devel-
opment of several forms of neoplastic disease in
humans [37]. EBV is a member of the human herpes-
virus subfamily Gammaherpesviridae. EBV is a ubiquitous
virus that infects >90% of the human population. Pri-
mary infection with EBV usually occurs in childhood,
and in most cases there is no apparent clinical course.
However, in a subset of infected individuals, primary

Figure 4.3 Progression of dysplasia in the cervix. (A) Normal squamous epithelium of the cervix. The basal (bottom)
layer of cells appears dark, and there is cellular maturation as the squamous cells move to the surface. (B) Low-grade
squamous dysplasia. The basal layer appears thicker with mild nuclear pleomorphism and mitotic figures involving the lower
third of the epithelium. In this image, several HPV-infected cells, known as koilocytes, are present in the middle third of the
epithelium. A koilocyte has a wrinkled nucleus with cytoplasmic clearing. (C) Moderate squamous dysplasia. The dysplastic
squamous cells and mitotic figures involve the lower two-thirds of the epithelium. There is still some maturation toward the
surface of the epithelium. (D) High-grade squamous dysplasia. Dysplastic squamous cells and mitotic figures involve the full
thickness of the epithelium. There is no invasion into the underlying stroma. (E) Invasive squamous cell carcinoma.
Dysplastic squamous cells invade into the underlying stroma in a haphazard fashion. There is prominent inflammation in
the stroma in response to the invasive carcinoma.
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EBV infection can result in infectious mononucleosis,
a self-limited lymphoproliferative disease, particularly
when primary infection is delayed into adolescence.
It is not yet known if EBV primarily infects the oropha-
ryngeal epithelia with secondary infection of B-cells
which circulate through the mucosa-associated lym-
phoid tissue, or whether B-cells also represent a pri-
mary target site for EBV infection [38]. EBV causes a
latent infection in lymphoid cells which persists for life
in a small subpopulation of B-lymphocytes [39].
Although EBV has a very high transforming potential
in vitro, it rarely causes tumors in humans, suggesting
that EBV-infected cells are subject to continuous sur-
veillance by cytotoxic T-cells. However, EBV infection
is also closely associated with the development of lym-
phoid and epithelial malignancies in apparently
immunocompetent hosts [40]. The human neoplasm
that is classically associated with EBV infection is
Burkitt’s lymphoma [41,42]. Burkitt’s lymphoma is often
multifocal and composed of monoclonal proliferations
of B-cells. On a worldwide scale, Burkitt’s lymphoma is a
low incidence tumor. However, its prevalence shows
striking geographic variations. For instance, Burkitt’s
lymphoma occurs in an endemic form in equatorial
Africa where it can represent the most common child-
hood tumor. Other cancers that are associated with
EBV infection include nasopharyngeal cancer, Hodgkin
disease, and certain cancers of the stomach.

Environmental and Occupational Exposures as
Risk Factors for Cancer Development

Environmental exposures represent significant risk fac-
tors for certain forms of cancer. The most well studied
hepatocarcinogen is a natural chemical carcinogen
known as aflatoxin B1 that is produced by the Aspergillus
flavus mold [43–45]. This mold grows on rice or other
grains (including corn) that are stored without refriger-
ation in hot and humid parts of the world. Ingestion of
food that is contaminated with Aspergillus flavus mold
results in exposure to potentially high levels of aflatoxin
B1. Aflatoxin B1 is a potent, direct-acting liver carcino-
gen in humans, and chronic exposure leads inevitably
to development of hepatocellular carcinoma.

Another naturally occurring carcinogen is the radio-
active gas radon, which has been suggested to increase
the risk of lung cancer development. This gas is ubiqui-
tous in the earth’s atmosphere, creating the opportunity
for exposure of vast numbers of people. However, pas-
sive exposure to the background levels of radon found
in domestic dwellings and other enclosures is not suffi-
ciently high to increase lung cancer risk appreciably
[46]. High-level radon exposure has been documented
among miners working in uranium, iron, zinc, tin, and
fluorspar mines [47,48]. These workers show an excess
of lung cancer (compared to nonminers) that varies
depending on the radon concentration encountered
in the ambient air of the specific mine [47,48]. Radon
can also contaminate drinking water. Water that comes
from deep, underground wells in rock with high radium
concentrations may have high levels of radon, whereas
the radon levels of surface water (drawn from lakes or

rivers) are usually negligible. It is generally believed that
water contamination does not significantly contribute
to exposure to radon.

Although once heavily studied and thought to be a
major mechanism of human cancer induction, exposure
to chemical carcinogens doesnot represent an important
risk factor for most of the general population. Neverthe-
less, several chemicals, complex chemical mixtures,
industrial processes, and/or therapeutic agents have
been associated with development of malignant neo-
plasms in exposed human populations. These exposures
may include therapeutic exposure to the radioactive
compounds (such as thorium dioxide or Thorotrast for
the radiological imaging of blood vessels) and occupa-
tional exposures to certain industrial chemicals (such as
vinyl chloride monomer, asbestos, bis[chloromethyl]
ether, or chromium). Chemical carcinogens are classi-
fied as direct agents or indirect agents. Indirect agents
are chemicals that require metabolic conversion to
become an ultimate carcinogen. Examples of indirect
carcinogenic agents include certain polycyclic hydro-
carbons (such as those found in tobacco smoke and
in smoked meats and fish), and azo dyes (such as b-
naphthylamine). Since indirect carcinogens require
metabolic activation for their conversion into ultimate
carcinogens with genotoxic activity (DNA-damaging
activity), a great deal of research has focused on the enzy-
matic pathways that are required for carcinogen activa-
tion. Many of these carcinogen activating pathways
involve cytochrome P-450-dependent monooxygenase
enzymes which are encoded by highly polymorphic
genes. Thus, the activity of these enzymes tends to vary
among individuals depending on the specific form of
the enzyme that is carried. Hence, susceptibility to a
specific chemical carcinogen may depend in part on
the specific formof the enzyme that is expressed,making
it probable that molecular analyses to determine these
genetic polymorphisms may become as important in
the prediction of cancer risk in the future as consider-
ation of exposures. Several other agents with carcino-
genic potential in humans include vinyl chloride,
arsenic, nickel, chromium, various insecticides, various
fungicides, and polychlorinated biphenyls. These agents
are encountered most frequently through occupational
exposures. In addition, certain food preservatives (such
as nitrites) are of significant concern as potential carcino-
gens. Nitrites can produce nitrosylation of amines in vari-
ous foodstuffs, resulting in formation of nitrosamine
compounds which are suspected to have carcinogenic
potential in humans.

Lifestyle Exposures as Risk Factors for Cancer
Development

Numerous risk factors for cancer development fall into
the category of lifestyle exposures and generally reflect
lifestyle choices [49]. These exposures include (i) con-
sumption of tobacco products, (ii) consumption of
excessive amounts of alcohol, and (iii) excessive expo-
sure to sunlight, among others.

Several major forms of human cancer are associated
with exposures to tobacco products. Cancers of the
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lung, mouth, larynx, bladder, kidney, cervix, esopha-
gus, and pancreas are related to consumption of
tobacco products, including cigarettes, cigars, chewing
tobacco, and snuff. Cigarette smoking alone is the sug-
gested cause for one-third of all cancer deaths. Several
lines of evidence strongly link cigarette smoking to
lung cancer. Smokers have a significantly increased
risk (11-fold to 22-fold) for development of lung can-
cer compared to nonsmokers [50], and cessation of
smoking decreases the risk for lung cancer compared
to continued smoking [50,51]. Furthermore, heavy
smokers exhibit a greater risk than light smokers, sug-
gesting a dose-response relationship between cigarette
consumption and lung cancer risk [50,51]. Numerous
mutagenic and carcinogenic substances have been
identified as constituents of the particulate and vapor
phases of cigarette smoke, including benzo[a]pyrene,
dibenza[a]anthracene, nickel, cadmium, polonium,
urethane, formaldehyde, nitrogen oxides, and nitroso-
diethylamine [52]. There is also evidence that smoking
combined with certain environmental (or occupa-
tional) exposures results in potentiation of lung can-
cer risk. Urban smokers exhibit a significantly higher
incidence of lung cancer than smokers from rural
areas, suggesting a possible role for air pollution in
development of lung cancer [53].

Excessive alcohol consumption has been associated
with increased risk of certain forms of cancer [54].
For instance, a connection between alcohol consump-
tion and increased risk of breast cancer has been estab-
lished [55,56]. Likewise, alcohol consumption is
associated with development of cancers of the gastroin-
testinal tract [57]. Given that the liver is a target for
alcohol-induced damage, it is not surprising that
chronic alcohol consumption is associated with an ele-
vated risk for primary liver cancer [58–60]. However, it
is important to note that whereas heavy sustained alco-
hol consumption is associated with risk of liver cancer,
moderate consumption of alcohol is not [24]. Alcohol
is not directly carcinogenic to the liver; rather it is
thought that the chronic liver damage produced by
sustained alcohol consumption (hepatitis and cirrho-
sis) may contribute secondarily to liver tumor forma-
tion [61]. For some other major cancer sites (such as
lung), the role of alcohol consumption as a co-factor
in cancer development is not clear [62].

Most/all skin cancer is related to unprotected expo-
sure to strong sunlight. All of the major forms of skin
cancer (basal cell carcinoma, squamous cell carci-
noma, and malignant melanoma) have been linked
to sunlight exposure [63]. The carcinogenic agent in
sunlight that accounts for the neoplastic transforma-
tion of skin cells is ultraviolet (UV) radiation [63].
Basal cell carcinoma is a malignant neoplasm of the
basal cells of the epidermis that occurs predominantly
in areas of sun-damaged skin. Thus, sun bathing and
sun tanning using artificial UV light sources represent
significant lifestyle risk factors for development of
these tumors. Basal cell carcinoma is now diagnosed
in some people at very young ages (second or third
decade of life), reflecting increased exposures to UV
irradiation early in life. Some researchers have

suggested that the increasing frequencies of skin can-
cer can be partially attributed to depletion of the
ozone layer of the earth’s atmosphere [64], which fil-
ters out (thereby reducing) some of the UV light pro-
duced by the sun. Squamous cell carcinoma is a
malignant neoplasm of the keratinizing cells of the
epidermis. As with basal cell carcinoma, extensive
exposure to UV irradiation is the most important risk
factor for development of this tumor. Likewise, devel-
opment of malignant melanoma occurs most fre-
quently in fair-skinned individuals and is associated
to some extent with exposure to UV irradiation. This
accounts for the observation that Caucasians develop
malignant melanoma at a much higher rate than indi-
viduals of other races and ethnicity.

CLASSIFICATION OF NEOPLASTIC

DISEASES

The word neoplasia is derived from the Greek words
meaning “condition of new growth.” The term tumor
is commonly used to refer to a neoplasm. Tumor liter-
ally means “a swelling.” In the early 1950s, R. A. Willis
provided a description of neoplasm that we still utilize
today: “A neoplasm is an abnormal mass of tissue the
growth of which exceeds and is uncoordinated with
that of the normal tissues and persists in the same
manner after the cessation of the stimuli which evoked
the change” [65]. In similar fashion, Kinzler and
Vogelstein describe tumors to be the result of a disease
process in which a single cell acquires the ability to
proliferate abnormally, resulting in an accumulation
of progeny cells [66]. Furthermore, Kinzler and Vogel-
stein define cancers to represent tumors that have
acquired the ability to invade the surrounding normal
tissues [66]. This definition highlights one of the
most important distinguishing factors in the overall
classification of neoplasms—the distinction between
benign and malignant tumors. The division of neoplas-
tic diseases into benign and malignant categories is
extremely important, both for understanding the biol-
ogy of these neoplasms and for recognizing the poten-
tial clinical challenges for treatment. At the most basic
level, neoplasms are classified as benign or malignant.
Further subclassification of malignant neoplasms
draws distinctions to (i) cancers of childhood versus
cancers that primarily affect adults, (ii) solid tumors
versus hematopoietic neoplasms, and (iii) hereditary
cancers versus sporadic neoplasms.

Development of neoplastic disease is a multistep
process through which cells acquire increasingly
abnormal proliferative and invasive behaviors. Neopla-
sia also represents a unique form of genetic disease,
characterized by the accumulation of multiple somatic
mutations in a population of cells undergoing neoplas-
tic transformation [67,68]. Genetic and epigenetic
lesions represent integral parts of the processes of neo-
plastic transformation, tumorigenesis, and tumor pro-
gression. Several forms of molecular alteration have
been described in human cancers, including gene
amplifications, deletions, insertions, rearrangements,

Part I Essential Pathology — Mechanisms of Disease

70



and point mutations [68]. In many cases specific
genetic lesions have been identified that are associated
with neoplastic transformation and/or tumor progres-
sion in a particular tissue or cell type [67]. Epigenetic
alterations (epimutations) in neoplastic disease
include genome-wide hypomethylation of DNA (possi-
bly resulting in induction of oncogene expression)
[69–72], gene-specific hypermethylation events (result-
ing in silencing of tumor suppressor genes) [73–75],
other changes in chromatin packaging [76–78], and
aberrant post-transcriptional regulation of gene
expression (related to abnormal microRNA expres-
sion) [79–81]. Statistical analyses of age-specific mor-
tality rates for different forms of human cancer
predict that multiple mutations or epimutations in
specific target genes are required for the genesis and
outgrowth of most clinically diagnosable neoplasms.
In accordance with this prediction, it has been sug-
gested that tumors grow through a process of clonal
expansion driven by mutation or epimutations, where
the first mutation/epimutation leads to limited expan-
sion of progeny of a single cell, and each subsequent
mutation/epimutation gives rise to a new clonal out-
growth with greater proliferative potential. The idea
that carcinogenesis is a multistep process is supported
by morphologic observations of the transitions
between premalignant (benign) cell growth and malig-
nant tumors. In colorectal cancer (and some other
tumor systems), the transition from benign lesion to
malignant neoplasm can be easily documented and
occurs in discernible stages, including benign ade-
noma, carcinoma in situ, invasive carcinoma, and even-
tually local and distant metastasis (Figure 4.4) [82,83].
Moreover, specific genetic alterations have been shown
to correlate with each of these well-defined histopatho-
logic stages of tumor development and progression
[82,83]. However, it is important to recognize that it
is the accumulation of multiple genetic alterations in
affected cells, and not necessarily the order in which

these changes accumulate, that determines tumor for-
mation and progression.

Both benign and malignant neoplasms are com-
posed of (i) neoplastic cells that form the parenchyma,
and (ii) the host-derived non-neoplastic stroma that is
composed of connective tissue, blood vessels, and
other cells, and supports the tumor parenchyma. The
tumor stroma serves a critical function in support of
the growth of the neoplasm by providing a blood sup-
ply for oxygen and nutrients. In nearly all cases, the
parenchymal cells determine the biologic behavior
(and clinical course) of the neoplasm. Further, the
parenchymal cell type of the neoplasm determines
how the lesion is named.

Benign Neoplasms

The classification of neoplasms into benign and malig-
nant categories is based on a judgment of the potential
clinical behavior of the tumor. This judgment is based
primarily on observations of the cellular features of the
neoplasm, the growth pattern of the tumor, and vari-
ous clinical findings. Benign neoplasms are character-
ized by features that suggest a lack of aggressiveness.
The most important characteristic of benign neo-
plasms is the absence of local invasiveness (Figure 4.5).
Thus, while these neoplasms grow and expand, they
do not invade locally or spread to secondary tissue sites
(remain localized). Since benign neoplasms remain
localized, they are often amenable to surgical removal.
However, it is important to note that benign neo-
plasms can cause adverse effects in the patient. Prob-
lems associated with benign neoplasms depend on (i)
the size of the tumor, (ii) the location of the tumor,
and (iii) secondary consequences related to presence
of the neoplasm. Many benign neoplasms attain large
size, impinge on important structures (like nerves or
blood vessels), resulting in various types of local
effects. Consider a few examples. Many/most brain

Figure 4.4 Progression of neoplastic transformation in the colon. (A) Low-grade glandular dysplasia. This image is of an
adenomatous colon polyp, which is, by definition, polypoid low-grade dysplasia of the colonic glandular epithelium. The nuclei
are hyperchromatic (dark) with pseudostratification (overlapping) and a higher nuclei to cytoplasmic ratio (the nucleus is
occupying a larger percentage of cell volume than in a normal colon epithelial cell). (B) High-grade glandular dysplasia.
Sometimes adenomatous polyps can harbor high-grade dysplasia. Features of high-grade dysplasia include both increased
architectural complexity, including back-to-back glands without intervening stroma, and increased degree of nuclear
pleomorphism. (C) Invasive adenocarcinoma. Glands, lined by dysplastic cells, are haphazardly invading through the
musculars mucosa and into the underlying submucosa.
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tumors are considered benign by virtue of the fact
that they do not invade locally or produce distant
metastases. However, as expanding space-filling lesions,
these neoplasms can cause severe effects on the host due
to the application of pressure to nearby aspects of the
brain or brainstem. For instance, a benign meningioma
can cause cardiac and respiratory arrest by compressing
the medulla. Likewise, hemangiomas represent a
benign neoplastic lesion of blood vessels which creates
a blood-filled cavity. Some hemangiomas (such as those
affecting the liver) can become large and frequently
impinge on the capsule of the organ. Lesions of this sort
are subject to rupture, producing life-threatening
bleeding in the patient. As these examples illustrate,
despite a lack of invasive behavior, benign neoplasms
can produce adverse effects in the patient and can have
life-threatening consequences depending on their size
and location.

Benign neoplasms are named by attaching the suf-
fix -oma to the cell type from which the tumor origi-
nates. Thus, a benign neoplasm of fibrous tissue is
termed a fibroma, a benign neoplasm of cartilaginous
tissue is termed a chondroma, a benign neoplasm of
osteoid tissue is termed an osteoma, a benign neo-
plasm arising from lipocytes is termed a lipoma, a
benign neoplasm arising from blood vessels is termed
a hemangioma, and a benign neoplasm arising from
smooth muscle cells is termed a leiomyoma. The
nomenclature for benign epithelial tumors is more
complex. These neoplasms are classified either on
the basis of their microscopic or macroscopic pattern,
or according to their cells of origin. Thus, a benign
epithelial neoplasm producing glandular patterns or
a tumor arising from glandular cells is termed an ade-
noma, a benign epithelial neoplasm growing on any
surface that produces microscopic or macroscopic
finger-like fronds is termed a papilloma, a benign
epithelial neoplasm that projects above a mucosal
surface to produce a macroscopically visible structure
is termed a polyp, and cystadenoma refers to hollow
cystic masses.

Malignant Neoplasms

Malignant neoplasms are collectively known as can-
cers. Malignant neoplasms display aggressive character-
istics, can invade and destroy adjacent tissues, and
spread to distant sites (metastasize). These features of
invasiveness distinguish malignant from benign neo-
plasms (Figure 4.6). Adverse effects associated with
malignant neoplasms are generally associated with
tumor burden on the host once the cancer has spread
throughout the body. Specific adverse effects can arise
from (i) the size and location of the primary tumor,
(ii) consequences of local invasion and spread from
the primary site, and (iii) consequences associated
with tumor colonization of tissue sites distant to the
primary tumor. Most commonly, the cause of death
associated with malignant neoplasms can be attributed
to the metastatic spread of the tumor. Common sites
of metastasis for malignant epithelial neoplasms
include the lungs, liver, bone, and brain. The lung is
the most common site for cancer metastasis (involving
most cancer types and primary sites), which may be
accomplished by hematogenous spread (through the
blood), lymphatic spread, or by direct invasion. Like-
wise, cancers of the breast, lung, and colon are well
known to spread to the liver, but cancers associated
with any site in the body (including leukemias and
lymphomas) can colonize the liver. Metastatic cancer
found in the lungs or liver is characterized by the pres-
ence of multiple (often numerous) cancer nodules
that can replace large percentages of the normal tis-
sue, and in liver can produce marked hepatomegaly.
Adverse effects associated with lung metastasis include
respiratory insufficiency and/or failure. Likewise,
patient death related to liver metastasis results from
various manifestations of liver insufficiency and/or
failure.

The nomenclature for malignant neoplasms is very
similar to that for benign neoplasms. Malignant neo-
plasms arising in mesenchymal tissues or its derivatives

Figure 4.6 Pancreatic adenocarcinoma. This is a cut
section of a pancreatic tumor. It is poorly delineated
(meaning it is difficult to identify the exact borders of the
lesion) and appears to be infiltrating into adjacent adipose
tissue (patchy bright yellow areas along the bottom of the
specimen). Courtesy of Kirsten Boland, MHS, PA(ASCP).

Figure 4.5 Adrenal adenoma. The normal cortex of the
adrenal gland is yellow-gold in appearance. The white arrow
points to a well-delineated, round lesion arising in the
adrenal cortex. It does not appear to invade into the adjacent
tissue. Courtesy of Kirsten Boland, MHS, PA(ASCP).
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are called sarcomas. Sarcomas are designated by their
histogenesis. Thus, a malignant neoplasm of fibrous
tissue is termed a fibrosarcoma, a malignant neoplasm
originating in cartilaginous tissue is termed a chondro-
sarcoma, a malignant neoplasm arising from lipocytes
is termed a liposarcoma, a malignant neoplasm of
osteoblasts is termed an osteosarcoma, a malignant
neoplasm arising in blood vessels is termed an angio-
sarcoma, and a malignant neoplasm arising from
smooth muscle cells is termed a leiomyosarcoma.
Malignant epithelial neoplasms are called carcinomas.
Carcinomas can be subclassified as adenocarcinoma and
squamous cell carcinoma. Adenocarcinoma describes
a malignant neoplasm in which the neoplastic
cells grow in a glandular pattern. Squamous cell
carcinoma describes a malignant neoplasm with a
microscopic pattern that resembles stratified squa-
mous epithelium. In each case, the nomenclature for
a given tumor will specify the organ system of origin
for the neoplasm (for instance, colonic adenocarci-
noma or squamous cell carcinoma of the skin). In
some cases, malignant neoplasms grow in an undiffer-
entiated pattern that is inconsistent with a classifica-
tion of adenocarcinoma or squamous cell carcinoma.
In these cases, the neoplasm is termed a poorly differ-
entiated carcinoma.

Mixed Cell Neoplasms

Some neoplastic cells undergo divergent differentia-
tion during tumor formation, giving rise to tumors of
mixed cell type. Examples of mixed cell tumors
include that of salivary gland origin and breast fibro-
adenoma. These neoplasms are composed of epithelial
components dispersed throughout a fibromyxoid
stroma that may contain cartilage or bone. In the case
of mixed tumor of salivary gland origin, all of the cel-
lular components of the neoplasm are believed to
derive from epithelial and myoepithelial cells of the
salivary glands. Therefore, the appropriate designation
for these neoplasms is pleomorphic adenoma to
reflect the differences in cellular differentiation
among cells of common origin. Breast fibroadenoma

is a benign neoplasm that contains a mixture of prolif-
erating ductal elements (adenoma) contained in a
loose fibrous tissue (fibroma). In contrast to most
mixed cell neoplasms where all of the cell types
observed in the lesion are neoplastic, in breast fibro-
adenoma only the fibrous component is thought to
be neoplastic and the proliferating ductal elements
are normal.

In contrast to mixed cell tumors where all of the cel-
lular components of the neoplasm are believed to
derive from the same germ layer, teratomas contain
recognizable mature or immature cells or tissues repre-
sentative of more than one germ-cell layer, and some-
times all three. Teratomas typically originate from
totipotential cells such as those found in the ovary
and testis. In rare instances, teratomas originate from
sequestered midline embryonic rests. The totipotent
cells that give rise to teratomas have the capacity to dif-
ferentiate into any cell type and can give rise to all of
the tissues found in the adult body. It follows that ter-
atomas are commonly composed of various tissue ele-
ments that can be recognized, including skin, hair,
bone, cartilage, tooth structures, and others. Terato-
mas are further classified as benign (also referred to
as mature) or malignant (also referred to as imma-
ture) (Figure 4.7). As the designation implies, mature
teratomas contain well-formed tissue elements that
appear normal, but arise in the abnormal context of
the neoplasm. In contrast, immature teratomas are
composed of abundant poorly differentiated (primi-
tive) blast-like cells (blastema).

Confusing Terminology in Cancer
Nomenclature

Some malignant neoplasms are conventionally referred
to using terms that are suggestive of benign neoplasms
based on the usual nomenclature for naming tumors.
For example, lymphoma is a malignant neoplasm of
lymphoid tissue,mesothelioma is amalignant neoplasm
of themesothelium,melanoma is amalignant neoplasm
arising frommelanocytes, and seminoma is a malignant
neoplasm of the testicular epithelium. In each of these

Figure 4.7 Neoplasms of mixed cell type. (A) Mature teratoma. This example demonstrates mature cartilage (right) and
skin (left). (B) Immature teratoma. This type of teratoma contains areas of primitive-appearing hyperchromatic cells, known
as blastema. There is focal rosette formation (white arrow).
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examples that refers to a specific tumor type, the name
given implies a benign neoplasm even though all of
these are malignant neoplasms. Likewise, hepatocellu-
lar carcinomas are often called hepatomas. Unfortu-
nately, these tumor designations are well established in
medical terminology and are unlikely to be corrected.
In addition to these tumor misnomers, several other
examples of confusing terminology exist. For instance,
hamartoma refers to a developmental malformation
that presents as a mass lesion of disorganized tissue that
is indigenous to that particular tissue site. Hamartomas
are not neoplastic, even though the name implies a neo-
plasm. These malformations can be found in any tissue,
but a common site for these lesions is the lung. Hamar-
tomas of the lung generally contain islands of cartilage,
along with connective tissue and various types of cells.

Preneoplastic Lesions

Neoplastic disease develops in patients over long periods
of time and typically is preceded by development of
one or more preneoplastic lesions. Well-characterized
preneoplastic lesions include (i) metaplasia, (ii) hyper-
plasia, and (iii) dysplasia.

Metaplasia represents a reversible change in tissues
characterized by substitution of one adult cell type
(epithelial or mesenchymal) by another adult cell type
(Figure 4.8). Metaplasia is a reactive condition, reflect-
ing an adaptive replacement of cells that are sensitive
to stress by cells that are resistant to the adverse condi-
tions encountered by the tissue. Metaplasia is a well-
recognized precursor for development of malignant
neoplasms at various tissue sites [84]. Examples of
metaplasia include the adaptive changes that occur in
the lungs of individuals who smoke cigarettes and the
adaptive changes that occur in the esophagus of indivi-
duals with reflux disease. In cigarette smokers, colum-
nar to squamous epithelial metaplasia occurs in the
respiratory tract in response to chronic irritation
caused by inhalation of cigarette smoke. The ciliated
columnar epithelial cells of the normal trachea and
bronchi become replaced by stratified squamous

epithelial cells in a pattern that may be focal or more
widely distributed. Squamous metaplasia in the respira-
tory tract is accompanied by loss of function secondary
to loss of the ciliated epithelial cells. In addition, devel-
opment of squamous cell carcinoma of the lung may
originate in focal areas of squamous metaplasia [85].
Barrett’s esophagus is an example of squamous to
columnar metaplasia in response to refluxed gastric
acid. The adaptive change is from stratified squamous
epithelial cells to intestinal-like columnar epithelial
cells, which are resistant to the effects of the gastric
acid. Barrett’s esophagus is frequently the site of devel-
opment of esophageal adenocarcinomas [86,87].

Hyperplasia reflects an increase in the number of
cells in an organ or tissue, typically resulting in an
increased volume (or size) of the affected organ or tis-
sue (Figure 4.9). Hyperplasia can be physiologic or

Figure 4.8 Metaplastic change in the stomach. (A) Normal glandular epithelium of the stomach. (B) Intestinal metaplasia.
This image displays glandular epithelium of the stomach with goblet cells (white arrows). Goblet cells contain a large, round
intracytoplasmic vacuole of mucin and are normally found in the small and large intestine only.

Figure 4.9 Epithelial hyperplasia of the breast. Normal
mammary ducts are lined by a single layer of cuboidal
epithelial cells (as in the duct second from the center
bottom). The lumens of the remaining ducts in this image
are filled with bland appearing-epithelium cells, representing
prominent ductal epithelial hyperplasia.
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pathologic. Physiologic hyperplasia can be classified as
(i) hormonal hyperplasia or (ii) compensatory hyper-
plasia. Most forms of pathologic hyperplasia result from
excessive (abnormal) hormonal or growth factor stimu-
lation. Benign prostatic hyperplasia (BPH) is a com-
monly occurring condition among older men that is
typical of pathologic hyperplasia [88,89]. In BPH,
abnormal stimulation of the prostate tissue by androgen
hormones results in a benign proliferation resulting in
hypertrophy of the prostate gland. The abnormal cell
proliferation that occurs in hyperplasia is controlled to
the extent that upon cessation of the stimulus (elimina-
tion of growth factor or hormone) cell proliferation will
halt and the hyperplastic tissue will regress. Hyperplasia
can precede neoplastic transformation, and many
hyperplastic conditions are associated with elevated risk
for development of cancer. For example, patients with
endometrial hyperplasia (also referred to as endome-
trial intraepithelial neoplasia) are at increased risk for
endometrial cancer [90].

Dysplasia is a proliferative lesion that is characterized
by a loss in the uniformity of individual cells in a tissue
and loss in the architectural orientation of the cells in
a tissue. Thus, dysplasia can be simply described as a
condition of disorderly but non-neoplastic cellular pro-
liferation. Dysplastic cells showmany alterations that are
suggestive of their preneoplastic character, including
cellular pleomorphism, hyperchromatic nuclei, high
nuclear-to-cytoplasmic ratio, and increased numbers of
mitotic figures (Figure 4.10). In some cases,mitotic cells
appear in abnormal locations within the tissue. For
instance, mitotic figures may appear outside of the basal
layers of dysplastic stratified squamous epithelium.
Lesions characterized by extensive dysplastic changes
involving the entire thickness of the epithelium but
remaining confined within the normal tissue are classi-
fied as carcinoma in situ (Figure 4.11). In many cases,
dysplasia and/or carcinoma in situ are considered
immediate precursors of invasive cancers. It follows that
dysplastic changes are often found adjacent to invasive
cancers. In the case of heavy cigarette smokers or indivi-
duals with Barrett’s esophagus, development of dyspla-
sia often portends progression to invasive cancer.

However, not all dysplastic lesions will develop into a
malignant neoplasm.

Cancers of Childhood

Cancer is primarily a disease of adults, and occurs much
more frequently in older individuals. However, malig-
nant neoplasms do occur in children. These neoplasms
are rare but not uncommon. In 2008, an estimated
10,730 new cases of cancer and 1,490 cancer-associated
deaths occurred in children under 15 years old [91].
The major childhood cancers include leukemia
(33% of all childhood cancers), brain tumors and
other neoplasms of the nervous system (21%of all child-
hood cancers), neuroblastoma (7% of all childhood
cancer), Wilms’ tumor (5% of all childhood cancer),
Non-Hodgkin lymphoma (4% of all childhood cancer),
rhabdomyosarcoma (3.5% of all childhood cancer), ret-
inoblastoma (3% of all childhood cancer), osteosar-
coma (3% of all childhood cancer), and Ewing’s
sarcoma (1.5% of all childhood cancer). Acute lympho-
cytic leukemia is the most common childhood leuke-
mia, representing >80% of all childhood leukemias.
The incidence of acute lymphocytic leukemia peaks in
children 2–5 years old. In contrast, the incidence of neu-
roblastoma and retinoblastoma peaks earlier, in chil-
dren 1–2 years old. Neuroblastoma is a malignant
neoplasm of the sympathetic nervous system and is the
most frequently occurring neoplasm among infants,
with peak incidence among children <1 year old
(Figure 4.12). In fact, 40% of neuroblastomas are diag-
nosed in the first 3 months of life. Retinoblastoma is a
tumor that originates in the retina of the eye. This neo-
plasm affects children as well as adults. Retinoblastoma
occurring in children is typically associated with a
genetic mechanism involving mutation of the Rb1 gene
[92]. Wilms’ tumor tends to occur in children<10 years
old, with greatest incidence in children <5 years old.
Wilms’ tumor (also known as nephroblastoma) is the
most commonly occurring pediatric kidney tumor.
Astrocytomas represent the most frequently occurring
brain tumor of children (52% of all childhood
brain tumors), with ependymoma (9%), primitive

Figure 4.10 Nuclear pleomorphism and abnormal mitotic figures in neoplastic cells. (A) Pleomorphism. This is an
example of leiomyosarcoma. Several of the malignant stromal cells are very large and different in shape from neighboring
cells. (B) Mitotic figure (center). Malignant neoplasms often have an increased number of mitotic figures.
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neuroectodermal tumors (21%), and other gliomas
(15%) representingmost of the balance. Ependymomas
and primitive neuroectodermal tumors occur most
often in younger children (<5 years old), while astrocy-
tomas are diagnosed with approximately the same fre-
quency in children between birth and 15 years old.
Rhabdomyosarcoma is the most common soft tissue sar-
coma of children, typically occurring in children <10
years old. Osteosarcoma and Ewing’s sarcoma are the
most commonly occurring bone tumors among chil-
dren. Osteosarcomas derive from primitive bone-form-
ing mesenchymal stem cells and most often occur near
the metaphyseal portions of the long bones. There is a
bimodal age distribution of osteosarcoma incidence,
with peaks in early adolescence and in adults >65 years
old. Ewing’s sarcoma is believed to be of neural crest ori-
gin and occur roughly evenly between the extremities

and the central axis. Like osteosarcoma, Ewing’s sar-
coma is a disease primarily of childhood and young
adults, with highest incidence among children in their
teenage years.

Hematopoietic Neoplasms

The majority of human cancers can be classified as
solid tumors (grouped as carcinomas or sarcomas).
The exceptions to this classification include the malig-
nant neoplasms of hematopoietic origin, including
lymphoma, myeloma, and leukemia (Figure 4.13). In
2008, 138,530 new malignant neoplasms of hemato-
poietic origin will be diagnosed, representing approxi-
mately 9.5% of all new cancers [2]. These cancers
include 74,340 cases of lymphoma, 19,920 cases of
myeloma, and 44,270 cases of leukemia [2]. Non-

Figure 4.11 Progression of tumorigenesis in the breast. (A) Ductal carcinoma in situ (DCIS) of the breast. The lumen of
this mammary duct is filled with pleomorphic cells with high nuclear to cytoplasmic ratios. Scattered mitotic figures are noted.
This neoplastic process is in situ carcinoma because the dysplastic cells are confined to the lumen of the duct and have not
invaded into the surrounding tissue. (B) Invasive adenocarcinoma of the breast. Glands lined by dysplastic cells haphazardly
infiltrate into adipose tissue.

Figure 4.12 Childhood neuroblastoma. Neuroblastoma is
considered one of the so-called small, round, blue cell tumors,
as it is composed of small, hyperchromatic, monomorphic
cells with scant cytoplasm.

Figure 4.13 Lymphoma. This image of lymphoma
demonstrates sheets of large cells with prominent nucleoli.
Subclassification of the lymphoma depends on several
additional laboratory tests.
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Hodgkin’s lymphoma occurs much more frequently
than Hodgkin’s lymphoma and represents 89% of all
lymphomas. The four major forms of leukemia (acute
lymphocytic leukemia, chronic lymphocytic leukemia,
acute myeloid leukemia, and chronic myeloid leuke-
mia) account for 87% of all leukemias. The two most
prevalent forms of leukemia are chronic lymphocytic
leukemia and acute myeloid leukemia, which combine
to account for 64% of all cases of leukemia [2].

Hereditary Cancers

A number of familial cancer syndromes and hereditary
cancers have been recognized and characterized. Sev-
eral rare genetic disorders involving dysfunctional
DNA repair pathways are associated with elevated risk
for cancer development. These disorders include xero-
derma pigmentosum, ataxia telangiectasia, Bloom’s syn-
drome, and Fanconi anemia. Individuals affected by
these conditions are prone to development of various
malignancies when exposed to specific DNA damaging
agents. Patients with xeroderma pigmentosum display
hypersensitivity to ultraviolet light and increased inci-
dence of several types of skin cancer, including basal cell
carcinoma, squamous cell carcinoma, and malignant
melanoma [93,94]. Patients with ataxia telangiectasia
exhibit hypersensitivity to ionizing radiation and chem-
ical agents, and are predisposed to the development of
B-cell lymphoma and chronic lymphocytic leukemias,
and affected women demonstrate an increased risk of
developing breast cancer [95,96]. Patients with Fanco-
ni’s anemia demonstrate sensitivity to DNA cross-link-
ing agents and are predisposed to malignancies of the
hematopoietic system, particularly acute myelogenous
leukemia [97]. Patients with Bloom’s syndrome demon-
strate an increased incidence of several forms of cancer,
including leukemia, skin cancer, and breast cancer
[98,99]. These patients exhibit chromosomal instability
manifest as abnormally high levels of sister chromatid
exchange [100–102].

Colorectal cancer is a fairly common disease world-
wide, and particularly in populations from Western
nations. A substantial fraction of colorectal cancers
exhibit a genetic component, and several familial colo-
rectal cancer syndromes are recognized, including
familial adenomatous polyposis (FAP) and hereditary
nonpolyposis colon cancer (HNPCC). Genes associated
with each of these conditions have been identified and
characterized. Of these familial colorectal cancer syn-
dromes, HNPCC has been determined to be related to
defective DNA repair [103]. HNPCC is characterized
by the occurrence of predominantly right-sided colo-
rectal carcinoma with an early age of onset and an
increased risk for the development of certain extracolo-
nic cancers, including cancers of the endometrium,
stomach, urinary tract, and breast [103–105]. Tumors
associated with HNPCC exhibit a unique form of geno-
mic instability, which represents a unique mechanism
for a genome-wide tendency for instability in short
repeat sequences (microsatellites), which was originally
termed the replication error phenotype [106–109]. The

molecular defect responsible for microsatellite instabil-
ity in HNPCC involves the genes that encode proteins
required for normal mismatch repair [110,111].

Two addition familial cancer syndromes have been
described that exhibit clinical features similar to that
of HNPCC or FAP. The Muir-Torre syndrome is
defined by the development of at least one sebaceous
gland tumor and a minimum of one internal tumor,
which is frequently colorectal carcinoma [112,113].
This syndrome shares several features with HNPCC
syndromes Lynch I and Lynch II, including the occur-
rence of microsatellite instability in a subset of tumors
[114,115]. This observation suggests the possible
involvement of abnormal mismatch repair mechan-
isms in the genesis of a subset of Muir-Torre syndrome
tumors. Turcot’s syndrome is defined by the occur-
rence of a primary brain tumor and multiple colorec-
tal adenomas [116]. The molecular basis for this
syndrome has been suggested to involve mutation of
the APC gene or mutation of a mismatch repair gene
in tumors exhibiting microsatellite instability [117].

The Li-Fraumeni syndrome was initially character-
ized among several kindreds with excess cancer inci-
dence [118]. Patients with Li-Fraumeni syndrome
develop various types of neoplasms, including breast
cancer, soft tissue sarcomas and osteosarcomas, brain
tumors, leukemias, and several others [119–121]. Can-
cer susceptibility among individuals with Li-Fraumeni
syndrome follows an autosomal dominant pattern of
inheritance and is highly penetrant (90% by age 70),
but many neoplasms develop early in life [121]. It is
now known that Li-Fraumeni syndrome is associated
with germline mutations in the p53 tumor suppressor
gene [122,123].

It is well known that approximately 5%–10% of
breast cancers are related to genetic predisposition
[15]. These breast cancers are typically associated with
a strong family history of breast cancer development.
A substantial amount of research has led to the discov-
ery of several breast cancer susceptibility genes,
including BRCA1 [124], BRCA2 [125,126], and p53,
which may account for the majority of inherited breast
cancers [14]. In some cases, families at increased sus-
ceptibility for breast cancer also show elevated rates
of ovarian cancer. Patients that are affected by familial
breast and ovarian cancer syndrome tend to have
germline mutation of BRCA1 [127–129].

Familial melanoma is associated with (i) a family his-
tory of melanoma, (ii) the presence of large numbers of
common or atypical nevi, (iii) a history of primary mel-
anoma or other (nonmelanoma) skin cancers, (iv)
immunosuppression, (v) susceptibility to sunburn, or
(vi) a history of blistering sunburn. Given the linkage
between excess exposure to sunlight and development
of skin cancers (including melanoma), it is not
surprising susceptibility to sunburn would confer an
increased risk for melanoma. This susceptibility is par-
ticularly pronounced in individuals with fair complex-
ion characterized by freckling, blue eyes, red hair, and
skin that burns readily in response to sunlight and fails
to tan. Two highly penetrant melanoma susceptibility
genes have been identified: CDKN2A (which encodes
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cyclin-dependent kinase inhibitor 2A) andCDK4 (which
encodes cyclin-dependent kinase 4) [130,131].
CDKN2A is found on chromosome 9p21 and CDK4
resides on 12q13. Germline inactivating mutations of
the CDKN2A gene are the most common cause of inher-
ited susceptibility to melanoma, while mutations of
CDK4 occur much more rarely [131]. Nevertheless,
germline mutations of CDKN2A are rare, and many
account for a very small proportion of melanoma sus-
ceptibility among the general population. The CDKN2A
gene encodes two important cell-cycle regulatory pro-
teins: p16INK4A and p14ARF. While other melanoma sus-
ceptibility loci have been mapped through genome-
wide linkage analysis, the gene targets that contribute
to familial melanoma predisposition remain undiscov-
ered for a large proportion of recognized kindreds
[132]. Ongoing research is focused on the identifica-
tion of low-penetrance melanoma susceptibility genes
that confer a lower melanoma risk with more frequent
variations. For instance, specific variants of the MC1R
and the OCA2 genes have been demonstrated to confer
an increase in melanoma risk [133,134].

Familial cancers affecting a number of other tissues
and organs have been described or suggested. Familial
cancer of the pancreas has been reported and suggested
to follow an autosomal dominant inheritance pattern
[135,136]. A familial form of gastric cancer has been
suggested to represent approximately 10% of all gastric
cancers and is associated with the CDH1 gene on chro-
mosome 16q22.1 [137]. A genome-wide scan of 66
high-risk prostate cancer families produced evidence
of disease linkage to chromosome 1q24–25 [138,139].
Subsequently, the chromosome 1q24–25 susceptibility
locus was connected to the HPC1 gene [138].

CHARACTERISTICS OF BENIGN AND

MALIGNANT NEOPLASMS

The distinction between benign and malignant neo-
plasms is based on observations related to cellular
features of the cells composing the lesion, growth pat-
tern of the neoplasm, and various clinical findings. Four
fundamental features are particularly important when
comparing and contrasting the characteristics of benign
and malignant neoplasms: (i) cellular differentiation
and anaplasia, (ii) rate of growth, (iii) presence of local
invasion, and (iv) metastasis.

Cellular Differentiation and Anaplasia

In the evaluation of neoplasms, the extent of cellular
differentiation and anaplasia of the parenchymal cells
that constitute the neoplastic elements of the lesion
are assessed. The extent of cellular differentiation
describes the degree to which the neoplastic cells resem-
ble their normal counterparts based on morphology
and function. Benign neoplasms are typically composed
of well-differentiated cells that closely resemble normal
cells. Hence, a lipoma is composed of mature fat cells
that contain cytoplasmic lipid vacuoles. Likewise, a

chondroma is composed of mature cartilage cells
that synthesize their usual cartilaginous matrix. In well-
differentiated benign neoplasms, cellular proliferation
rates are low andmitoses are infrequent.However, when
observed, mitotic figures appear normal in these neo-
plasms. In contrast to benign tumors, malignant
neoplasms exhibit an extremely wide range of cell
differentiation.Manymalignant neoplasms are very well
differentiated, but it is not uncommon for these tumors
to lack differentiated features and/or to appear
completely undifferentiated. Malignant neoplasms of
intermediate phenotype are designated as moderately
differentiated.

In general, there is a direct relationship between the
degree of cellular differentiation and the functional
capabilities of the cells that compose the neoplasm.
Thus, benign neoplasms (as well as some well-differen-
tiated malignant neoplasms) of the endocrine glands
can elaborate hormones characteristic of their origin.
Likewise, well-differentiated squamous cell carcinomas
(at various tissue sites) elaborate keratin (giving rise to
histologically recognizable keratin pearls), and well-dif-
ferentiated hepatocellular carcinomas synthesize bile
salts. In contrast, many malignant neoplasms express
genes and produce proteins or hormones that would
not be expected from the cells of origin of the cancer.
Some cancers synthesize fetal proteins that are not
expressed by comparable cell types in adults. For
instance, many hepatocellular carcinomas express a-
fetoprotein, which is not expressed in mature hepato-
cytes of the adult liver [140,141]. Further, malignant
neoplasms of nonendocrine origin can excrete ectopic
hormones producing various paraneoplastic syndromes
[142,143]. Certain lung cancers produce antidiuretic
hormone (inducing hyponatremia in the patient), adre-
nocorticotropic hormone (resulting in Cushing syn-
drome), parathyroid-like hormone or calcitonin (both
of which are implicated in hypercalcemia), gonadotro-
pins (causing gynecomastia), serotonin and bradykinin
(associated with carcinoid syndrome), or others.

Malignant neoplasms that are composed of undiffer-
entiated cells are said to be anaplastic. Lackof cellular dif-
ferentiation (or anaplasia) is considered a hallmark of
cancer. The term anaplasia means “to form backward,”
which implies dedifferentiation (or loss of the structural
and functional differentiation) of normal cells during
tumorigenesis. However, it is now well recognized
that many cancers originate from stem cells in tissues
[144–146]. Thus, the lack of cellular differentiation
exhibited by these neoplasms results from a failure to dif-
ferentiate, rather than through a process of dedifferenti-
ation of highly differentiated (specialized) cells. Other
mechanisms that might account for loss of differentia-
tion inmalignant neoplasms include epithelial tomesen-
chymal transition, mesenchymal to epithelial transition,
and transdifferentiation between cell differentiation
states related to cellular plasticity [147–149]. In general,
malignant neoplasms that are composed of anaplastic
cells (which are also typically rapidly growing) are
unlikely to have specialized functional activities. Ana-
plastic cells tend to exhibit marked nuclear and cellular
pleomorphism (extreme variation in nuclear or cell size
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and shape) (Figure 4.14). The nuclei observed in ana-
plastic cells are typically hyperchromatic (darkly stain-
ing) and large, resulting in altered nuclear-to-
cytoplasmic ratios (which may approach 1:1 instead of
1:4 or 1:6 as observed in normal cells). Very often malig-
nant neoplasms contain giant cells (relative to the size
of neighboring cells in the neoplasm), and these cells will
contain an abnormally large nucleus or will be multinu-
cleated. The nuclear pleomorphism observed in anaplas-
tic cells ofmalignant neoplasms is characterizedbynuclei
that are highly variable in size and shape. These nuclei
exhibit chromatin that appears coarse and clumped. Fur-
thermore, the nucleoli may be very large relative to that
observed in the nuclei of normal cells, possibly reflecting
the extent of transcriptional activities taking place in
these highly active cells. Given that malignant neoplasms
often exhibit high rates of cell proliferation, numerous
mitotic figures may be seen, and these mitotic figures
are often abnormal. Typically, anaplastic cells will fail to
organize into recognizable tissue patterns. This lack of
cellular orientation reflects loss of normal cellular polar-
ity, as well as a failure of normal structures to form.

Rate of Growth

In general, benign neoplasms grow more slowly than
malignant neoplasms. However, there are exceptions
to this rule, and in some cases benign neoplasms will
display an elevated growth rate. For instance, some
benign neoplasms will exhibit changes in growth rate
in response to hormonal stimulation or in response
to alterations in blood supply. Leiomyomas are benign
neoplasms of the uterus that originate in smooth mus-
cle and are significantly influenced by circulating
levels of estrogens. Thus, these neoplasms may display
an elevated cell proliferation and increase rapidly in
size in response to the hormonal changes seen in

pregnancy. Once hormonal levels normalize (after
childbirth), the lack of sufficient hormone levels to
sustain high rates of cellular proliferation results in
greatly diminished growth of the neoplasm. Subse-
quently, with the elimination of hormones related to
menopause, these tumors may become fibrocalcific.
Despite variations in growth rate among neoplasms
and some physiological exceptions (such as leiomyoma
in pregnancy), most benign neoplasms proliferate
slowly over time (months to years) and increase in size
slowly.

The rate of cell proliferations (and lesion growth)
of malignant neoplasms generally correlates with the
extent of cellular differentiation of the cells that com-
pose the tumor. Thus, poorly differentiated neoplasms
exhibit high rates of cell proliferation and tumor
growth, and well-differentiated neoplasms tend to
grow more slowly. Nevertheless, there is considerable
variability in the relative growth rate among malignant
neoplasms. There is abundant evidence suggesting
that most if not all malignant neoplasms take many
years (and perhaps decades) to develop and emerge
clinically. Many or most malignant neoplasms grow rel-
atively slowly and at a constant rate. However, there
may be several patterns of growth among malignant
neoplasms. Some of these lesions grow slowly for long
periods of time before entering into a phase character-
ized by more rapid expansion. In this case, the rapid
expansion phase probably reflects the emergence of
a more aggressive subclone of neoplastic cells. In cer-
tain rare instances, the proliferation of a malignant neo-
plasm will diminish to a level of undetectable cellular
proliferation, or the neoplasm will regress spontane-
ously (due to widespread necrosis of the neoplastic
cells). Most malignant neoplasms progressively enlarge
over time in relation to their cellular growth rate. Rap-
idly growing malignant neoplasms tend to contain a
central area of necrosis that develops secondary to ische-
mia related to inadequate blood supply (Figure 4.15).

Figure 4.14 Cellular pleomorphism. The dysplastic cells
in this adenocarcinoma demonstrate marked pleomorphism,
meaning the cells vary widely in size and shape. The
arrangement of the dysplastic cells is disordered, with only
some residual gland formation.

Figure 4.15 Tumor necrosis.Necrotic (dead tissue) debris
is present within the center of the malignant glands in this
adenocarcinoma.
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Since the tumor blood supply is derived fromnormal tis-
sues at the site of the neoplasm, the formation of new
blood vessels to supply the expanding neoplasm may
lag behind the proliferation of the neoplastic cells,
resulting in inadequate supply of oxygen and other
nutrients to the tumor mass.

Presence of Local Invasion

Benign neoplasms, by definition, remain localized at
their site of origin. These neoplasms do not have the
capacity to infiltrate surrounding tissues, invade locally,
ormetastasize to distant sites. Benign neoplasms typically
have smooth borders, are sharply demarcated from the
normal tissue at the tumor site, and are frequently
encapsulated by a fibrous capsule that forms a barrier
between theneoplastic cells and thehost tissue.However,
not all benign neoplasms have a capsule, and the lack of a
capsule around a neoplasm does not indicate that the
neoplasm is malignant. The capsule of a benign neo-
plasm is primarily the product of the elaboration of
tumor stroma. In addition, the tumor capsule may derive
in part from the fibrous debris resulting from necrotic
cell death of tissue cells adjacent to the neoplasm.Benign
liver adenomas represent an example of a benign neo-
plasm that commonly exhibits a capsule. However other
benign neoplasms lack a well-developed capsule. Uterine
leiomyomas do not infiltrate adjacent normal tissues and
are typically discretely demarcated from the surrounding
smooth muscle by a zone of compressed and attenuated
normal myometrium, but these neoplasms do not elabo-
rate a capsule. There are a few examples of benign
tumors that are neither encapsulated nor discretely
defined (for instance, some vascular benign neoplasms
of the dermis).

The growth of malignant neoplasms is characterized
by progressive infiltration, invasion, destruction, and
penetration of surrounding normal (non-neoplastic) tis-
sues (Figure 4.6 and Figure 4.11B).Malignant neoplasms
form well-developed capsules. However, some slow-grow-
ing malignant neoplasms appear histologically to be
encased in stroma resembling a capsule. The invasive
(malignant) nature of these neoplasms is revealed by
close microscopic examination, which reveals penetra-
tion of the margins of the stroma by neoplastic cells and
invasion of adjacent tissue structures. The infiltrative or
locally invasive nature of the growth of malignant neo-
plasms requires that broad margins of non-neoplastic
tissue must be resected during surgical excision of a
tumor to ensure complete removal of all neoplastic cells.
Local invasiveness and infiltration of adjacent tissue
structures represent features that are strongly suggestive
of a malignant neoplasm. These features represent the
most reliable predictor of malignant behavior next to
the development of distant metastasis.

Metastasis

The term metastasis describes the development of sec-
ondary neoplastic lesions at distant tissue locations
that are separated from the primary site of a malignant

neoplasm. The clinical finding of metastasis provides a
definitive classification of a primary neoplasm as malig-
nant. Once again, benign neoplasms lack invasive
behavior and do not metastasize. A significant percent-
age of patients with newly diagnosed malignant neo-
plasms exhibit clinically evident metastases at the
time of diagnosis (�30%), and others have occult
metastases at the time of diagnosis (�20%). Some
malignant neoplasms demonstrate a propensity for
metastasis. Breast cancers tend to spread to bone,
lung, liver, brain, and some other sites. The size of a
primary breast cancer at the time of diagnosis is
directly proportional to the probability for the devel-
opment of distant metastasis over time [150]. In gen-
eral terms, malignant neoplasms that are anaplastic
(less well differentiated) and larger are more likely to
metastasize. However, there are numerous exceptions;
extremely small cancers may metastasize and have
poor prognosis, while some large tumors may remain
localized and not produce metastases. For some malig-
nant neoplasms, initial diagnosis of a primary tumor
may occur at late stage after distant metastases have
already developed. For example, osteogenic sarcomas
typically metastasize to the lungs by the time the pri-
mary neoplasm is detected. However, not all malignant
neoplasms exhibit a strong tendency for metastasis.
For instance, basal cell carcinomas of the skin are
highly invasive at the primary site of the tumor and
only rarely form distant metastases. Likewise, many/
most malignant neoplasms of the brain are highly inva-
sive at their primary sites but rarely give rise to distant
metastatic lesions.

Malignant neoplasms metastasize and spread to dis-
tant sites in the patient through (i) direct invasion or
seeding within body cavities, (ii) spread through the
lymphatic system, or (iii) hematogenous spread via
the blood. Direct invasion or spreading by seeding
occurs when a malignant neoplasm invades a natural
body cavity. This pathway of tumor spread is character-
istic of malignant neoplasms of the ovary. These can-
cers often widely disseminate across peritoneal
surfaces, producing a significant tumor burden with-
out invasion of the underlying parenchyma of the
abdominal organs. In this example, the ovarian carci-
noma cells demonstrate an ability to establish at new
sites (previously uninvolved peritoneal surfaces), but
lack the capacity to invade into new tissue sites. Pancre-
atic carcinoma tends to spread by direct invasion into
the peritoneal cavity and can invade the stomach by
direct extension. Likewise, lung carcinomas may
invade into the plural cavity, directly invade the dia-
phragm, and eventually gain access to the peritoneal
cavity after invasion through the diaphragm.

Malignant epithelial neoplasms (carcinomas) tend to
metastasize through the lymphatic system (Figure 4.16).
Hence, lymph node involvement represents an impor-
tant factor in the staging of many cancers. However,
given the numerous anatomic interconnections be-
tween the lymphatic and vascular systems, it is possible
that some of these cancers may disseminate through
either or both pathways. While enlargement of lymph
nodes near a primary neoplasm may arouse suspicion
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of lymph node involvement andmetastatic spread of the
primary malignant neoplasm, simple lymph node
swelling does not accurately predict spread of neoplastic
cells. Other processes can account for lymph node
enlargement adjacent tomalignant neoplasms. Reactive
changes may occur when necrotic debris from a tumor
encounters a lymph node. Patterns of lymph node seed-
ing by metastatic tumor cells mainly depend on the site
of the primary malignant neoplasm and the natural
pathways of lymphatic drainage from that tissue site.
Thus, lung cancers arising in the respiratory passages
metastasize initially to regional bronchial lymph nodes
and subsequently to the tracheobronchial and hilar
nodes. In this case, the extent of spread can be inferred
from which lymph nodes are positive for neoplastic
cells. Breast cancer presents a slightly more complicated
picture. Malignant neoplasms of the breast that arise in
the upper outer quadrant of the breast will spread initi-
ally to axillary lymph nodes, while malignant tumors
arising in the medial region of the breast may spread
through the chest wall into the lymph nodes along the
internal mammary artery. Seeding of the supraclavicu-
lar and infraclavicular lymph nodes by metastatic breast
cancer cells can occur subsequent to the initial spread
despite the initial route of tumor cell movement. In
some cases, breast cancer cells appear to traverse lym-
phatic vessels without colonizing the lymph nodes that
are immediately proximal to the site of the primary neo-
plasm, but do implant in lymph nodes that are subse-
quently encountered (producing metastatic lesions
that are referred to as skip metastases). Given the com-
plexity and potentially complicated pattern of lym-
phatic spread by metastatic breast cancer, it is not
surprising that sentinel node biopsy has become a useful
procedure for surgical staging of this malignant neo-
plasm. A sentinel lymph node is defined as the first
lymph node in a regional lymphatic basin that receives
lymphatic drainage from the site of a primary neoplasm.
It can be identified by injection of colored dyes (or
radiolabeled tracers) into the site of the primary tumor
with monitoring of the movement of the dye to the
downstream lymph nodes [151]. Histopathological

evaluation of the sentinel lymph node provides a reli-
able indication of the extent of spread of a breast cancer
and can be used to plan treatment [152].

Dissemination of a malignant neoplasm through
the blood is referred to as hematogenous spread.
Hematogenous spread of malignant mesenchymal
neoplasms (sarcomas) occurs commonly, but this path-
way is also readily utilized by malignant epithelial neo-
plasms (carcinomas). Invasion of the vascular system
by neoplastic cells can involve either the arterial circu-
lation (and associated vessels) or the venous circula-
tion (and associated vessels). However, the arteries
are penetrated less readily than are veins, making
venous involvement more likely. In the process of
venous invasion by a malignant neoplasm, the neoplas-
tic cells in the blood follow the normal pattern of
venous blood flow draining the primary site of the neo-
plasm. It is well recognized that the liver and lungs
represent the most frequently involved secondary sites
in hematogenous spread of malignant neoplasms. This
is due to the fact that all portal venous blood drainage
flows to the liver and all caval blood drainage flows to
the lungs. In many cases, it is thought that metastatic
tumor cells will arrest and colonize the first capillary
bed that they encounter after gaining access to the
venous circulation. However, numerous clinical and
experimental observations combine to suggest that
the anatomic location of the primary neoplasm and
the natural pathways of venous blood flow from that
site do not completely explain the patterns of meta-
static disease observed with many forms of cancer
[153–155]. Thus, the so-called seed and soil hypothesis
was developed to explain the tendency of certain can-
cers to preferentially spread to certain tissue sites. For
example, prostatic carcinoma preferentially metasta-
sizes to bone, bronchogenic carcinomas tend to spread
to the adrenals and the brain, and neuroblastomas are
prone to colonize the liver and bones. In contrast,
whereas skeletal muscles represent a substantial organ
system that is rich in capillary beds, it is rarely a site for
metastatic tumor colonization. These observations sug-
gest that factors intrinsic to the neoplastic cells and

Figure 4.16 Metastatic spread of malignant cells through the lymphatic system. (A) Metastatic adenocarcinoma to a
lymph node, low power. Residual lymph node tissue is present along the upper portion of the image. Infiltrating glands of
adenocarcinoma are noted at the lower aspect of the image. (B) Metastatic carcinoma to a lymph node, high power. Two
nests of plump malignant epithelial cells are present within the sea of smaller lymphocytes of the lymph node.
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their secondary sites of involvement determine the
ability of cancer cells to efficiently colonize a given
tissue.

CLINICAL ASPECTS OF NEOPLASIA

As a malignant neoplasm develops, expands, and
spreads, it can produce a number of effects on the host,
including fever, anorexia, weight loss and cachexia,
infection, anemia, and various hormonal and neuro-
logic symptoms. Major manifestations of tumor effects
on the host include (i) discomfort (pain), (ii) cachexia,
and (iii) paraneoplastic syndromes.

Cancer-Associated Pain

Pain is frequently associated with malignant neoplasms,
particularly in advanced disease. This cancer-associated
pain is often difficult to treat and unrelenting, produc-
ing major challenges for management and typically
requiring the use of narcotic drugs. The cause of the
pain can be related to destruction of tissue by the neo-
plasm, infection, stretching of internal organs (due to
tumor involvement), pressure (from an expanding neo-
plasm), or obstruction (secondary to tumor impinge-
ment). Destruction of bone tissue by metastatic cancer
results in characteristic bone pain. Many cancer patients
have decreased immune function, resulting in infec-
tions that might not otherwise be encountered. For
example, cancer patients with decreased immunity
may develop infection by herpes zoster, which causes
extreme nerve pain (causalgia). Pain associated with
stretching of internal organs occurs with cancers of vari-
ous tissues, including liver, pancreas, stomach, and
other sites. The capsule of the liver is invested with
blood vessels and nerves. Thus, with expansion of the tis-
sue secondary to expansion of neoplastic growths
(whether primary neoplasms or metastatic lesions),
stretching of the capsule occurs, producing pain asso-
ciated with perturbation of these nerves. Metastatic can-
cer of the liver is a major cause of hepatomegaly, and
pain in the upper right quadrant is often an early
symptom.

Cancer Cachexia

Cachexia refers to a progressive loss of body fat and lean
body mass, accompanied by profound weakness,
anorexia, and anemia. This condition affects many can-
cer patients with advanced disease. In fact, very often the
size and extent of spread of the malignant neoplasm
correlates with the severity of cachexia. However, the
cachexic condition of the patient is not directly related
to the nutritional needs of the neoplasm. Rather, cancer
cachexia results from the action of soluble factors (such
as cytokines) produced by the neoplasm. Cancer
patients very often experience anorexia (loss of appe-
tite) which can result in reduced caloric intake [156].
Nevertheless, cancer patients often display increased
basal metabolic rate and expend high numbers of

calories in spite of reduced food caloric intake. It follows
that as caloric needs increase (or remain high) in the
patient, body fat reserves and lean tissue mass are
consumed to meet the energy needs of the individual.
The mechanistic basis for this metabolic disturbance
has not been fully elucidated. However, some evidence
suggests that certain cytokines (such as TNFa) may
mediate cancer-associated cachexia [157,158]. Other
factors are probably involved in cancer cachexia as
well, including proteolysis-inducing factor (whichmedi-
ates breakdown of skeletal muscle proteins) [159] and
other molecules with lipolytic action [160]. Cancer
cachexia cannot be treated effectively, although strate-
gies for management of this aspect of cancer are being
investigated [161]. At the present time, the most effec-
tive treatment of cancer-associated cachexia is removal
of the underlying cause (the malignant neoplasm).

Paraneoplastic Syndromes

Paraneoplastic syndromes refer to groupings of symp-
toms that occur in patients with malignant neoplasms
that cannot be readily explained by local invasion or
distant metastasis of the tumor, or the elaboration of
hormones indigenous to the tissue of origin of the
neoplasm. Paraneoplastic syndromes occur in 10%–
15% of cancer patients. These paraneoplastic syn-
dromes present challenges to management of the
cancer patient, potentially leading to significant clini-
cal problems that affect quality of life, or contributing
to potentially lethal complications. However, the symp-
toms associated with paraneoplastic syndromes may
also represent an early manifestation of an occult neo-
plasm, presenting an opportunity for cancer detection
and diagnosis. There are a number of different para-
neoplastic syndromes that are associated with many
different tumors. Well-characterized examples of pa-
raneoplastic syndromes include (i) hypercalcemia,
(ii) Cushing syndrome, and (iii) hypercoagulability
(Trousseau syndrome). Hypercalcemia refers to a con-
dition related to elevated plasma calcium concentra-
tions. This condition occurs in 20%–30% of patients
with metastatic cancer and is the most common para-
neoplastic syndrome [162]. Hypercalcemia affects mul-
tiple organ systems, can be life-threatening, and
predicts a poor outcome for the patient. There are
four types of hypercalcemia that have been recog-
nized: (a) osteoclastic bone resorption due to metasta-
sis to bone, (b) humoral hypercalcemia caused by
systemic secretion of parathyroid hormone-related
protein (PTHrP), (c) secretion of vitamin D, and (d)
ectopic secretion of parathyroid hormone. Cushing
syndrome is caused by ectopic secretion of corticotro-
pin (hypercortisolism) and produces several major
effects, including hyperglycemia, hyperkalemia, hyper-
tension, and muscle weakness [163]. Cushing syn-
drome is associated with several types of malignant
neoplasm, including small cell lung carcinoma, pan-
creatic carcinoma, and various neural tumors. Trous-
seau syndrome is characterized by hypercoagulopathy
and produces the major effect of venous thrombosis
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of the deep veins in the cancer patient [164]. Small
cell lung carcinoma and pancreatic carcinoma can
cause Trousseau syndrome by elaborating platelet-
aggregating factors and procoagulants from the tumor
or its necrotic products.

Grading and Staging of Cancer

In the clinical setting, it is important to be able to pre-
dict the relative aggressiveness of a givenmalignant neo-
plasm as a guide for designing treatment. To accurately
predict the clinical course of a neoplasm and the proba-
ble outcome for the patient, clinicians make observa-
tions related to the histological aggressiveness of the
cells that compose the neoplasm and the apparent
extent and spread of the disease. This analysis yields a
clinical description of the patient that reflects a score
for the grade and stage of the malignant neoplasm.

The histological grade of a malignant neoplasm is
based on (i) the degree of cellular differentiation of
the neoplastic cells that compose the lesion and (ii) an
estimate of the growth rate of the neoplasm (based on
mitotic index). In the past, it was thought that the
degree of histological differentiation reflected the rela-
tive aggressiveness of a malignant neoplasm. However,
it is now recognized that this notion oversimplifies the
biology of neoplastic diseases. Nevertheless, the histo-
logical grade of certain cancers continues to have value
for predicting clinical course. These cancers include
those of the cervix, endometrium, colon, and thyroid.
In general, histologic grade I refers to neoplasms that
display 75%–100% differentiation, grade II reflects
50%–75% differentiation, grade III refers to 25%–50%
differentiation, and grade IV describes tumors with
<25% differentiation. Current methods also take into
consideration the mitotic activity of the neoplastic cells,
the degree of infiltration of adjacent tissues, and the
amount of tumor stroma that is present.

Staging of malignant neoplasms is based on (i) the
size of the primary lesion, (ii) the extent of spread to
regional lymph nodes, and (iii) the presence or
absence of distant metastases. Effective staging of
neoplastic disease relies on clinical assessment of the
patient, radiographic examination (using CT, MRI,
or other technologies), and in some cases surgical
exploration. The major convention for staging of
malignant neoplasms is known as the TNM system.
In this system, the T refers to the primary tumor (with
T1, T2, T3, and T4 reflecting increasing size of the
primary tumor), the N refers to regional lymph node
involvement (with N0, N1, N2, and N3 reflecting pro-
gressively advancing node involvement), and M refers
to the presence or absence of distant metastases (with
M0 and M1 reflecting absence and presence of dis-
tant metastases, respectively). Staging guidelines vary
for specific types of cancer. For instance, in primary
hepatocellular carcinoma: T0 indicates no evidence
of primary tumor; T1 indicates a solitary tumor,
2 cm or less in size, without vascular invasion; T2 indi-
cates a solitary tumor, 2 cm or less in size, with vascu-
lar invasion or multiple tumors limited to one lobe

(<2 cm) without vascular invasion; or a solitary tumor
(>2 cm) without vascular invasion; T3 indicates a sol-
itary tumor more than 2 cm in size with vascular inva-
sion or multiple tumors limited to one lobe (<2 cm),
with vascular invasion or multiple tumors limited to
one lobe (>2 cm); and T4 indicates multiple tumors
in more than one lobe of the liver, involving a major
branch of the portal or hepatic vein(s) or invasion of
adjacent organs; N0 indicates no regional lymph
node metastasis; N1 indicates regional lymph node
metastasis; M0 indicates no distant metastasis; and
M1 indicates the presence of distant metastasis. In
contrast to the staging of liver cancers, staging of
colorectal cancer is fairly straightforward and pri-
marily involves consideration of the depth of tumor
invasion through the colon wall. Adenocarcinoma
invasive into the submucosa of the colon is consid-
ered a T1 lesion, while invasion into but not through
the muscularis propria is classified as T2. When the
adenocarcinoma extends through the muscularis pro-
pria into the subserosa it falls under the category of
T3. T4 adenocarcinomas extend through the colon
wall and directly invade adjacent organs or structures
(such as bladder or another portion of the gastroin-
testinal tract). Like the staging classification for the
liver, the N (nodal) and M (metastasis) status of the
patient depends on the number of lymph nodes pres-
ent and presence or absence of distant metastasis,
respectively.
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5
Basic Concepts in Human
Molecular Genetics

Kara A. Mensink n W. Edward Highsmith Jr.

INTRODUCTION

Molecular diagnostics is the branch of laboratory medi-
cine or clinical pathology that utilizes the techniques of
molecular biology to diagnose disease, predict disease
course, select treatments, and monitor the effectiveness
of therapies. Molecular diagnostics is associated with vir-
tually all clinical specialties and is a vital adjunct to sev-
eral areas of clinical and laboratory medicine, but is
most predominantly aligned with infectious disease,
oncology, and genetics. The subject of this chapter is
molecular genetics, which is concerned with the analysis
of human nucleic acids as they relate to disease.

Since the completion of the first working draft of the
human genome sequence in 2000 and the completion
of the polished sequence in 2003, progress in molecular
genetics has been swift and shows no signs of abating.
Relatively few gene tests were clinically available in the
late 1990s, whereas over 1,000 are available today. Fur-
ther, molecular genetic testing has proven useful and
robust enough to expand into population-based screen-
ing. Molecular testing serves as the final confirmatory
test for several disorders included as part of expanded
newborn screening programs, and in 2003, the American
Colleges of Medical Genetics and Obstetrics and Gynecology
recommended that population-based carrier screening
for cystic fibrosis using molecular testing be implemen-
ted in the United States.

Molecular genetics as a discipline and as a clinical lab-
oratory service does not exist in a vacuum. Rather, it is
intimately tied tomolecular and cell biology and the cen-
tral paradigm of molecular biology—that genes code for
proteins. Thus, it is through the analysis of genes that
insight into the genesis of protein malfunction can be
achieved. Such examination specifically entails an assess-
ment of how the DNA sequence of a gene compares with
its wild-type or normal sequence. Ultimately, protein
malfunctions related to gene mutations lead to organ
dysfunction and disease states. This chapter will review
the fundamentals of molecular genetics, and is divided

into five sections that review concepts intrinsic to molec-
ular genetics. Where possible, comments on the direct
clinical application of these concepts have been
incorporated. The first section focuses on the molecular
structure of DNA, DNA transcription, and protein trans-
lation. The second section focuses on molecular pathol-
ogy, DNA replication, and DNA repair mechanisms. The
third section provides a basic overview of transmission
genetics. The fourth section highlights the relationship
between genes, proteins, and phenotype and includes
rationale for molecular genetic testing. The final section
reviews allelic heterogeneity and corresponding choice
of analytical methodology.

MOLECULAR STRUCTURE OF DNA,

DNA TRANSCRIPTION, AND PROTEIN

TRANSLATION

The human genome is composed of 3 billion base pairs
of DNA. This is not present as one continuous piece of
double-stranded DNA, but is distributed among 22 pairs
of autosomal chromosomes and 2 sex chromosomes.
The DNA is associated with a large number of proteins
(histones and others) that serve regulatory functions
and package the genetic material into these large chro-
mosomal units. Chromosomes range in size from the
33.4 Mb of chromosome 22 to the 263 Mb of chromo-
some 1, which is the largest chromosome. Along the
length of each chromosome, DNA is organized into lin-
ear domains consisting of genes (primarily nonrepetitive
DNA), repetitive elements, and apparently functionless
regions, much like beads on a string (Figure 5.1).
Approximately half of the human genome consists of
repetitive DNA, while the other half consists of nonrepe-
titive sequence. Nonrepetitive DNA includes regulatory
sequences, intronic sequence, and protein coding
(exon) sequence. Protein coding regions account for a
relatively small fraction of genes within the human
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genome. In fact, it is estimated that only 6% of the
human genome consists of protein coding, nonrepeti-
tive DNA.

Repetitive DNA can be subdivided into several dif-
ferent categories or families. Generally, repetitive
DNA tends to occur either in clusters of tandem
repeats or as repetitive elements of various lengths dis-
persed throughout the genome. Clusters of tandem
repeats can be localized to one or many locations.
Such clusters are commonly referred to as satellite
DNA. For example, a-satellite DNA is a clustered repet-
itive DNA sequence family that is localized to the cen-
tromeres of all human chromosomes. Repetitive
sequences that are not localized to a particular area
or areas of the genome are referred to as dispersed
repetitive elements. The Alu family and LINE families
are examples of dispersed repetitive elements.

Repetitive DNA is sometimes referred to as junk DNA
because it does not code for an apparently active RNA
transcript or functional protein. Althoughmuch remains
to be discovered about the roles of so-called junk DNA,
the label has been determined amisnomer. Appreciation
for the role of junk DNA in protein folding and localiza-
tion, DNA packaging and chromosome structure, and
regulation of gene expression is increasing.

Genes are found among the nonrepetitive DNA in
the genome. Genes code for specific protein chains,
each with a specific function in cell physiology. A gene
is composed of regulatory elements, which determine
where, when, and how a gene is transcribed and
coding regions, which are broken into segments,
termed exons (expressed sequences). An example of
a regulatory element is the promoter, which is the site
where gene transcription is initiated. The exons are
separated by noncoding regions of DNA called introns
(intervening sequences). The average gene is about
2.7 kb (2700 bp) of DNA in length. The smallest gene,
H1A, is located on chromosome 6 and encodes a his-
tone protein which functions, along with several other
histone proteins, to compact DNA in the cell nucleus.
H1A is 0.5 kb (500 bp) long and has no introns. One
of the largest genes, DMD, encodes the dystrophin

protein and is located on the X chromosome
(Xp21). Mutations in the DMD gene are associated
with X-linked recessive Duchenne muscular dystrophy.
DMD measures 2.4 Mb (2,400,000 bp), consists of 79
exons, and takes at least 16 hours to transcribe. The
size of a gene may influence the molecular diagnostic
laboratory’s ability to design a clinical test for a partic-
ular disorder and certainly impacts the selection of the
technology used to detect mutations.

Chemically, genes are composed of 2-deoxyribonucleic
acid (DNA). DNA is a linear, nonbranching polymer
of nucleotides. Repeating ribose and phosphate subunits
form a backbone; and attached to each of the ribose
moieties is a purine (adenine, guanine) or pyrimidine
(thymineor cytosine) base. Following standardnomencla-
ture for the naming of ring containing compounds, the
nitrogenous bases have their various carbon and hetero-
atom components numbered 1–6 (for the pyrimidines)
or 1–9 (for the purines) and the ribose positions are
indicated by numbers 10–50. The bases are attached to
the ribose subunits at the 10 position of the sugar mole-
cule. The ribose subunits are joined by phosphodiester
linkages between the 50 position of one ribose to the
30 position of the next (Figure 5.2). Thus, the molecule
is not symmetrical and there is directionality implicit in a
DNA strand. There is a 50 end of a DNA strand and a
30 end. Two DNA strands bind together to form the famil-
iar double helical structure of double-stranded DNA
(Figure 5.3). In order for a double helix to be stable, there
must be a complementary base on the opposite strand
for every base on a strand of DNA. The complementary
pairs of bases are adenosine and thymine (A:T) and gua-
nine and cytosine (G:C). The two strands join in an anti-
parallel fashion (one strand runs 50 to 30 and the other
30 to 50). The ribose sugars form the scaffolding for the
complementary nitrogenous bases connected by hydro-
gen bonds on the inside of the molecule. The DNA
double helix is dynamic, and the weak hydrogen bon-
ding between complementary bases allows for the
DNA strands to easily denature and reassociate with
themselves. In the laboratory, the process of separating
(denaturing) double-stranded DNA and then allowing
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Figure 5.1 Top: The functional domains of a chromosome; Bottom: Organizational structure of a typical gene.
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the complementary single strands of DNA to reassociate
and return to a double-stranded configuration is called
hybridization. The basis of many of the laboratory techni-
ques central to molecular diagnostics hinge on hybridiza-
tion and the remarkable specificity of a nonrepetitive
sequence of bases that make up a single strand of DNA
to bind to its complementary sequence and no other. In
vivo, the denaturing and reassociation of double stranded
DNA is inherent to the process of gene transcription.

Transcription of DNA

Transcription is the first process in the cascade of events
that lead from the genetic code contained inDNA to syn-
thesis of a specific protein. The product of gene tran-
scription is ribonucleic acid (RNA). The structure of
RNA is similar to DNA, with three exceptions. First, the
ribose sugar of RNA has two hydroxyl groups at the
20 and 30 carbons. Second, the base uracil (U) replaces
thymine (T). And third, most RNA molecules are single
rather than double stranded. There are four general
types of RNA (Table 5.1). Ultimately, the specific type
of RNA that results from the transcription of a structural
gene is messenger RNA (mRNA). Transcription of DNA
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Figure 5.2 Schematic view of nucleotide structure and how nucleotides join to form the DNA polymer.

Figure 5.3 Schematic viewof the doublehelical structure
of double stranded DNA. Blue ribbons represent the sugar-
phosphate backbone. Green/yellow and pink/lavender links
represent complementary purine/pyrimidine pairs.

Table 5.1 Five Types of RNA

Type of RNA Summary

mRNA The transcript product of a structural
gene that encodes an amino acid
sequence.

tRNA Transfer RNA molecules recognize
codons of mRNA and facilitate
incorporation of each successive
amino acid during protein synthesis.

rRNA Integral component of the ribosomal
machinery used for translating DNA
transcript into protein.

Small RNA
(example:
snRNA)

Many small RNA molecules exist, and
each has different functions in RNA
modification. For example, snRNA
assists with splicing intron transcripts
out of precursor mRNA.

microRNA A newly described species of RNA
involved in gene regulation.
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into RNA is catalyzed by RNA polymerase. RNA polymer-
ase consists of multiple subunits that work together to rec-
ognize where the transcriptional complex should
assemble, synthesize the RNA single-stranded transcript,
and dissociate from the DNA template once synthesis is
complete. Under the influence of the gene promoter, var-
ious transcription factors are attracted to the upstream
(50) end of the gene. The transcription factors recruit
the RNA polymerase and initiate transcription of the cod-
ing region of a gene into RNA. Simultaneous reading of
the DNA template (antisense strand) and elongation of
the RNA product by the RNA polymerase complex pro-
ceeds in the 50 to 30 direction. Elongation ceases when
the RNA polymerase complex recognizes the DNA termi-
nator sequence and disassociates from the primarymRNA
transcript and thedouble-strandedDNA.ThemRNA tran-
script is complementary to the antisense strand and a rep-
licate (with the exception of uracil replacing thymidine)
of the sense strand (Figure 5.4A).

Once the primary RNA sequence has been syn-
thesized, the RNA transcript requires modification
for stability and translational efficiency. The primary
transcript (precursor mRNA or pre-mRNA) contains
both the coding (exon) and noncoding (intron)
sequences, and the intron material has to be removed
prior to translation and protein synthesis. Sequences
flanking the exons, the donor and acceptor splice
sites, recruit a series of proteins that remove the
introns from the transcript and splice the exons
together to form the mature mRNA (Figure 5.4B).
Additional post-transcriptional modification includes
the attachment of 7-methylguanosine CAP to the 50
end of the mRNA and the addition of a polyA tail that
consists of a variable number (usually 80–250) of ade-
nine nucleotides at the 30 end of the mRNA. Both
the CAP and the polyA tail are thought to help stabi-
lize the mRNA molecule, assist with its transport out
of the nucleus into the cytoplasm, and may also help
to regulate translation of mRNA into protein. Once
splicing has occurred and the CAP and polyA tail have
been added, RNA modification is complete and the
mature mRNA transcript is exported to the cytoplasm
for translation into protein (Figure 5.4B).

Protein Translation

After the mature mRNA transcript is transported to
the cytoplasm, it is translated into protein by the ribo-
somes in the endoplasmic reticulum. The multiplicity
of function performed by the various units of ribo-
somal machinery in concert to achieve translation of
the DNA transcript (mRNA) and protein synthesis is
elegantly complex. Ribosomes consist of two multipro-
tein subunits, each with an RNA component (rRNA)
and several active centers.

Recall that mature mRNA essentially represents only
the exonic or coding regions of a given gene. The base
sequence within these coding regions is grouped into
informational units of three bases, called codons. Each
codon either codes for a specific amino acid or serves a
regulatory function, such as stopping or starting protein

chain synthesis. To initiate the process of translating
mRNA into protein, the small ribosome subunit binds
to mature mRNA at the CAP site and scans the mRNA
sequence for its start codon, which is AUG. After the
AUG codon is recognized, the large ribosome subunit
binds a specific aminoacyl-tRNA, Met-tRNA, and the
process of protein synthesis begins. An aminoacyl-
tRNA (referred to as a charged tRNA) is an RNA mol-
ecule with an anticodon complementary to the mRNA
codon that carries a specific amino acid. The specific
amino acid that each charged tRNA carries is deter-
mined by the mRNA codon and is associated with the
tRNA anticodon. As the ribosome translocates itself
along mRNA in a 50 to 30 direction, it catalyzes the suc-
cessive binding of charged tRNAs to their associated
mRNA codons. The ribosome catalyzes the chemical
joining of amino acids together by creating peptide
bonds between the amino and carboxyl groups of each
successively added amino acid (Figure 5.4C). It is this
flow of genetic information (DNA transcription to RNA
and RNA translation to protein) that is termed the
central dogma (or paradigm) of molecular biology.

MOLECULAR PATHOLOGY AND DNA

REPAIR MECHANISMS

Mutation and Genetic Variation

There is no single sequence of the human genome.
Although the entire genome sequence from any given
human is approximately 99.9% identical to the genome
sequence of any other individual human, there are on
the order of 3 million sequence variations between any
two unrelated persons. It is the similarity of the genomes
between individuals that defines them as human beings,
and it is the differences that distinguish individuals.
Although the majority of the sequence differences
between individuals likely have no biological importance
and do not contribute to physiological or observable
differences, many clearly do have subtle effects and give
rise to the remarkable diversity of the human race.

A large number of genetic variations occur at mea-
surable frequencies in the population. Such variations
are termed polymorphisms. Although often used to
denote a nonpathogenic variation, the strict definition
of the term polymorphism is a variation that is present
at a frequency of 1% or greater in the population. The
most common type of sequence variation is a differ-
ence between single nucleotides at a particular place
in the genome, or locus. For example, at a certain posi-
tion, one individual may have a thymine residue,
whereas another may have a cytosine. This type of vari-
ation is termed a single nucleotide polymorphism
(SNP). To date, over 10 million different SNPs have
been characterized and are emerging as extremely use-
ful tools for understanding genetic diversity and loca-
lizing disease genes. Another type of polymorphism
involves not the substitution of one nucleotide for
another, but variation in the number of copies of a
string of nucleotides. One of the most common of this
type of variation is the variation of the number of
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copies of a repetitive sequence at a given locus. When
the length of the repetitive unit is small (1 to tens of
nucleotides), this type of polymorphism is termed a sim-
ple sequence repeat, or STR. When the length is longer,
hundreds to thousands of nucleotides, they are termed
variable number of tandem repeats, or VNTRs. STRs
are a very common source of genetic differences
between individuals and have been important in gene
mapping studies. Currently, due to the high rate of het-
erozygosity, forensic laboratories utilize STR analysis
extensively. Another type of polymorphism that has
recently become appreciated through the use of com-
parative genome hybridization microarrays (CGH
arrays) involves the deletions and duplications of
regions of the genome. These regions can be quite
large, up to several million bases in length, and may
include genes. The role of these copy number variants
in human variation and disease is not yet understood.

A genetic mutation is a sequence variant that has a
pathogenic effect. Some mutations are relatively com-
mon in the population, and meet the 1% population
frequency criteria to be formally termed polymorphic;
the cystic fibrosis mutation deltaF508 in the Northern
European population and the sickle cell anemia muta-
tion in the African populations are examples. Some
mutations are very rare in the population. Not infre-
quently, mutations are found that affect a single fam-
ily. These very rare mutations are termed private
mutations. Pathogenic (disease-causing) mutations
often involve changes in the base sequence that com-
poses a codon (or coding unit). However, mutations
can occur in regulatory elements such as splice sites
and promoter regions as well. A mutation occurring
in the portion of DNA that codes for a protein can
result in (i) a change of one amino acid to another,
(ii) a change in an amino acid codon to one coding
for a termination signal (stop), or (iii) no change in
the amino acid at that position. These types of changes
are termed missense, nonsense, and silent mutations,
respectively. A missense change can result in no
change in the function of the protein, a total loss of
function, a partial loss of function, or a change of
function. Partial or total loss of function usually results
in a pathological state, as does a change in function.
The pathogenic effect of a loss of function of a gene
product can be direct, such as the loss of chloride
channel function that causes cystic fibrosis, or indirect,
such as the loss of function of regulators of gene
expression that can result in cancers. Examples of
mutations that cause changes in function include
those that cause constitutive activation of a function
that is normally under regulation by the cell.

It is important to note that not all losses (even com-
plete losses) of protein function lead to an abnormal
phenotype or disease. For example, the common
(10% allele frequency in the Caucasian population)
32 base-pair deletion of the CCR5 gene (CC motif che-
mokine receptor 5) has been associated with reduced
susceptibility to infection with HIV, but even homozy-
gotes (approximately 1% of the Caucasian popula-
tion), with no CCR5 protein, do not demonstrate any
observable effects on normal physiology.

Other types of mutations that can occur include
deletions and insertions of nucleotides in and sur-
rounding coding regions. These types of mutations,
often abbreviated indels, can be small, from one to a
few dozen bases, or large, covering large segments of
chromosomes and including multiple genes. Since
codons consist of a trio of bases, if a small indel occurs
within the coding region of a protein which contains a
number of bases that is divisible by three, the indel is
said to be in-frame, as it will not shift the reading frame
of the mRNA being translated into protein in the ribo-
some. If, on the other hand, the number of bases is
not divisible by three, the indel will alter the reading
frame of the protein and will typically result in the ribo-
some encountering a stop codon within a few dozen
bases. Larger indels can involve whole exons, multiple
exons, whole genes, or even multiple genes.

Abnormal expression of genes can also result from
changes to the chemical structure of genes that are not
a result of a change of the DNA sequence. Methylation
of the nucleotide bases is a postsynthetic modification
to DNA that affects the expression of genes. Abnormal
patterns of DNA methylation can cause abnormal gene
expression (transcription) and disease states. Repeat
base sequences that have no apparent informational
content regarding protein structure exist throughout
the DNA. The expansion of the number of repeats in a
gene has been associated with specific diseases, and this
change in the gene structure is inheritable.

DNA Replication

DNA is synthesized as part of the DNA replication pro-
cess that occurs during the S phase of the mitotic cell
cycle and the first phase of meiosis. The DNA replication
process involvesmultiple specialized enzymes (Table 5.2)
that work together to synthesize two double-stranded
daughter strands from one double-stranded parent
strand. DNA polymerase synthesizes the daughter
strands. The replication fork is the site at which

Table 5.2 DNA Replication Enzymes

Replication
Enzymes Function

Helicase Breaks hydrogen bonds linking the two
strands of the DNA double helix.

Topoisomerase Mitigates the supercoiling effect that
occurs in advance of the replication
fork.

Single-strand
binding protein
(SSBP)

Acts as a retractor, preventing the single
strands of the DNA double helix from
rejoining.

RNA primase Synthesizes the RNA primer that is
required to initiate synthesis of the
new daughter strands.

DNA polymerase Synthesizes DNA daughter strands.
Certain DNA polymerases also act as
part of the DNA repair machinery.

DNA ligase Links newly synthesized DNA fragments
(Okazaki fragments).
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double-stranded DNA is separated and DNA polymerase
synthesizes the new daughter strands. Ahead of the repli-
cation fork is the parent double-stranded DNA; behind
the replication fork are the newly synthesized daughter
strands. There are no DNA polymerases that synthesize
in the 30 to 50 direction. Thus, the DNA replication pro-
cess is referred to as semidiscontinuous because, while
one of each of the two new daughter strands is able to
be replicated continuously in the 50 to 30 direction (lead-
ing strand), the other strand (lagging strand) must be
copied in short 50 to 30 segments (Okazaki fragments)
that are 100–1000 nucleotides in length. Okazaki frag-
ments are joined together by the action of a ligase
enzyme to complete the lagging strand. The fidelity of
the replication is estimated to approach 99.98%. In the
rare case that DNA replication incorporates an incorrect
base, DNA proofreading and repair systems work to cor-
rect the error and prevent detrimental consequence.

DNA Repair

In the broadest sense, DNA repair mechanisms work to
correct, or in some way mitigate, the effects of DNA
replication inaccuracy and exogenous or endogenous
genetic insult. Generally, when the integrity of wild-
type DNA is compromised, the error is either cor-
rected, overlooked, or programmed cell death occurs.
A number of DNA repair pathways are known and
can be roughly characterized into the following
functional categories: (i) direct reversal, (ii) excision
repair, and (iii) DNA double-strand break repair. A
brief description of each follows. Although they are
often studied separately, it is impossible to completely
separate one from another because the various mecha-
nisms are highly interconnected and act cooperatively
as part of a large cellular arsenal with the common
goal of genome integrity maintenance.

Direct Reversal of DNA Damage

Correction of DNA damage by direct reversal is a type of
DNA repair that predominantly involves action by a sin-
gle enzyme repair system. Consider the enzymatic photo-
reactivation (EPR) reaction that works to repair damage
induced by ultraviolet (UV) light. The formation of
pyrimidine dimers (most commonly thymidine) is one
type of pathologic cellular response to excess UV expo-
sure.When present, the bulky pyrimidine dimers impede
the DNA replication and transcription process. In a rela-
tively simple light dependent reaction, DNA photolyase
acts to restore the pyrimidines to their correct monomer
conformation. Direct reversal by DNA photolyase is not
the only way the cell responds to UV damage. In fact, cel-
lular response to UV damage also commonly involves
one or more of the excision repair mechanisms.

Excision Repair of DNA Damage

Correction of DNA damage by excision repair involves
groups of proteins that act together to excise the
incorrect base(s) or nucleotide(s), replace them with
the correct sequence, and ligate the corrected strand

back together. There are three DNA excision repair
systems: mismatch repair (MMR), base excision repair
(BER), and nucleotide excision repair (NER). Gener-
ally, these excision repair mechanisms can be distin-
guished by considering the context within which the
error occurs, whether removal involves a base(s) or
nucleotide(s), and the number of bases(s)/nucleo-
tide(s) removed. Each type of excision repair system
also invokes the use of unique proteins. For example,
the protein complexes that work to recognize DNA
mismatch in the MMR mechanism (MSH2/MSH6
and MSH2/MSH3) are different than the protein com-
plexes (XPC-RAD23B and UV-DDB) that recognize
and invoke global genome nucleotide excision repair
(GG-NER).

Mismatch Repair of DNA Damage DNA replication
inaccuracy is the context within which the mismatch
repair (MMR) pathway preserves genomic integrity.
The primary purpose of MMR is to prevent mutations
accrued during the DNA replication process from pro-
pagating and becoming the start of a mutant lineage
by recognizing and excising the mismatched nucleo-
tide, resynthesizingDNA, and ligating the broken strand
back together. Germline mutations in genes coding
for MMR proteins Lynch syndrome.

Base Excision Repair of DNA Damage Base excision
repair (BER) involves the excision of a single base
rather than the nucleotide and is most commonly used
to repair damage caused by endogenous DNA insult
and is especially important for cellular response to oxi-
dative DNA damage. BER involves removing the base
from the deoxyribose-phosphate chain by a specific
glycosylase, endonuclease action, DNA polymerase
Beta, and either DNA ligase I or DNA ligase III/
XRCC1 complex.

Nucleotide Excision Repair of DNA Damage Nucleo-
tide excision repair (NER) is predominantly invoked
in response to genomic damage caused by UV expo-
sure. NER involves the excision of an oligonucleotide,
rather than a single base (BER) or single nucleotide
(MMR). It is also a substantially more complex process
that includes at least 30 different proteins. Two sub-
pathways of NER, termed global genome repair NER
(GG-NER) and transcription-coupled NER (TC-NER),
have been recognized. Typically, GG-NER is used when
errors occur in nontranscribed areas of the genome
and TC-NER, as the name implies, corrects errors that
occur in areas of active gene expression. Mutations in
NER genes are associated with disorders such as xero-
derma pigmentosa (XP) and Cockayne syndrome.

DNA Double-Strand Repair of DNA Damage

DNA double-strand repair is an important DNA repair
mechanism that uses a number of proteins, many of
which are similar to or the same as those used during
meiotic recombination. DNA double-strand breaks
(DSBs) can result from a number of exogenous
and endogenous agents including ionizing radiation
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exposure, chemical exposure, and somatic DNA recom-
bination or transposition events. Nonhomologous end-
joining (NHEJ) and homologous recombination (HR)
are the two primary DNA double-strand repair mecha-
nisms. In addition to its role as a DNA repair mecha-
nism, NHEJ helps to maintain B-cell and T-cell
diversity and subsequently a healthy immune system,
by correcting intentional breaks created during V(D)J
recombination. Short homologous sequences (micro-
homologies) found on the single-stranded tails of the
broken DNA are used to help rejoin the strands in
NHEJ, whereas HR relies on homologous (or very close
to homologous) sequence to repair the broken strands.
HR is typically used when DNA replication is halted due
to a single-strand break or another unrepaired lesion
that causes collapse of the replication fork. Because it
uses a homologous or near homologous template, HR
is often thought to be more accurate than its NHEJ
counterpart. However, both mechanisms show high
accuracy, as well as imperfection.

MODES OF INHERITANCE

A detailed family history provides the foundation for
genetic diagnosis and risk assessment. Visually recorded
using standardized symbols and nomenclature [1], the
pedigree provides the tool by which inheritance patterns
are elucidated, and subsequent risk assessment is calcu-
lated. In addition to diagnosis and risk assessment, the
pedigree is a powerful research tool, aiding in the discov-
ery of new genes and helping to better understand the
phenotypic expression of genes already discovered.
Observations made from controlled monohybrid and
dihybrid crosses of peapod plants in the 1860s formed
the foundation for Gregor Mendel’s landmark laws of
heredity that still govern basic pedigree interpretation
today. Since that time, much has been learned and the
study of inheritance is now far more complex than Men-
del himself may have imagined. This section of the chap-
ter reviews modes of inheritance and factors that may
influence pedigree interpretation.

Mendelian Inheritance

The concepts that two copies of a gene segregate from
each other (law of segregation) and are transmitted
unaltered (particulate theory of inheritance) from par-
ents to their offspring help to explain the concepts of
dominant and recessive traits. When the presence of
one copy of a particular allele results in phenotypic
expression of a particular trait, the trait is dominant.
When two copies of a particular allele must be present
for the phenotypic expression of a trait, the trait is
recessive. Note that it is the phenotypic expression that
is described as dominant or recessive, not the allele or
gene itself. Thus, patterns of inheritance are distin-
guished by where the gene resides within the genome
(autosome or sex chromosome) and whether or not
phenotypic expression occurs in the heterozygous or
homozygous state. Traditionally recognized Mendelian
patterns of inheritance include autosomal dominant,

autosomal recessive, X-linked recessive, X-linked dom-
inant, and Y-linked (holandric). When each of these
inheritance patterns is represented in a pedigree dia-
gram, distinguishing features can be visually recog-
nized (Table 5.3).

Autosomal Dominant Inheritance

Autosomal dominant inheritance is designated when
no difference in phenotypic expression is observed
between heterozygous and homozygous genotypes.
Visually, the autosomal dominant pedigree shows multi-
ple affected generations in a vertical pattern, an equal
distribution of males and females affected, and both
males and females transmit the phenotype (including
males transmitting the phenotype to other males).
Typically, dominant disorders occur when a mutation
confers an inappropriate activity on a gene product.
Examples include Huntington disease and other poly-
glutamine disorders where expansion of a triplet repeat
with in a polyglutamine tract causes cellular toxicity, or
familial amyloidosis where mutant transthyretin protein
is relatively unstable and deposits as amyloid in tissues.
However, some dominant disorders, such as those
involved in the majority of the inherited cancer syn-
dromes, occur with inheritance of a single copy of a
gene where the mutant copy has not acquired a novel,
pathogenic function, but is inactivated. Further, the
great majority of cells and tissues carrying single copies
of these mutant genes are functionally normal. The res-
olution of this apparent paradox came when, after
observing familial cases of bilateral retinoblastoma
(RB) and comparing those cases with sporadic (nonfa-
milial) cases of unilateral RB, Knudson proposed that
two hits or mutational events were needed for the initi-
ation of tumor growth. In the case of familial RB, a
germline mutation in one tumor suppressor allele was
postulated, and there was a much higher probability
of tumor initiation because the individual was born with
one hit (mutation). Therefore, somatic mutations that
hit or render nonfunctional the remaining normal
allele would be tumorigenic. In contrast, in a normal
individual (one not carrying a mutant RB gene in the
germline), that same somatic event would not lead to
the initiation of a tumor because one functional allele
would remain. Tumor initiation takes place in a normal
individual only if two somatic events occur at the same
locus. As tumor initiation is not observed with a single
abnormal allele, it is said that tumor suppressor genes
act as recessive alleles at the cellular level, but as domi-
nant disorders at the organism level. Additional exam-
ples of dominant disorders associated with inactivating
mutations in tumor suppresser genes include Lynch
syndrome (inactivation of one of the mismatch repair
genes MLH1, MSH2, orMSH6) or familial breast cancer
(inactivation of BRCA1 or BRCA2).

Autosomal Recessive Inheritance

Autosomal recessive inheritance is designated when
phenotypic expression is observed only when both
copies of a gene are inactivated or mutated. Visually,
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Table 5.3 Mendelian Inheritance Patterns

Inheritance Pattern Example Pedigree Clinical Example

Autosomal dominant Huntington disease
Myotonic dystrophy
Retinoblastoma
Lynch syndrome
Neurofibromatosis I
TTR associated-amyloidosis
and many others

Autosomal recessive Cystic fibrosis
Galactosemia
Autosomal recessive (AR) deafness
AR epidermolysis bullosa
Tay-Sachs disease
Klippel-Feil syndrome
and many others

X-Linked recessive Duchenne muscular dystrophy
Hemophilia A
X-linked ichthyosis
X-linked mental retardation
Opitz syndrome
Emery-Dreifuss muscular dystrophy
And many others

X-Linked dominant Vitamin D-resistant rickets
Coffin-Lowry syndrome
and others

Y-Linked (Holandric) Hairy ears
Y-linked deafness
Very few others
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the autosomal recessive pedigree typically shows a hor-
izontal pattern where multiple affected individuals can
be observed within the same sibship, and an equal
number of males and females are affected. In instances
of autosomal recessive inheritance, each parent of an
affected individual has a heterozygous genotype com-
posed of one copy of the mutated gene and one copy
of the normal/functional gene. When a pedigree is
analyzed, individuals who must be genetic carriers of
the disorder in question, such as parents of an affected
child, are termed obligate carriers. Other individuals
in the pedigree may be at risk for being carriers. The
risk to be a carrier is defined by each individual’s posi-
tion in the pedigree relative to affected individuals, or
known carriers. For example, a sibling of an obligate
carrier of sickle cell anemia has a 50% probability of
being a sickle cell carrier, while a first cousin of a cystic
fibrosis patient has a 25% chance of being a carrier.

Typically in recessive disorders, having only a single
copy of a mutant gene is insufficient for manifestation
of disease. Alternatively stated, one copy is enough for
normal cellular and tissue function.Examplesof recessive
disorders include enzyme deficiencies, such as galacto-
semia (galactose-1-phosphate uridyl transferase) or phe-
nylketonuria (phenylalanine hydroxylase), or deficiency
of transport proteins, such as cystic fibrosis (CFTR). Con-
sanguinousmating ormating between related individuals
increases the risk of autosomal recessive phenotypic
expression for certain genes because the proportion of
shared genes among offspring is increased.

X-Linked Recessive Inheritance

X-linked recessive inheritance is designated when phe-
notypic expression is observed predominantly in males
of unaffected, heterozygous mothers. All female off-
spring of affected males are obligate carriers. Visually,
the pedigree typically shows a horizontal pattern of
affected individuals with no instance of direct male-to-
male transmission. However, males may transmit the dis-
order to a grandson through carrier female daughters.

It is not uncommon for X-linked recessive disorders
to appear in a family such that before a certain genera-
tion the disease is not apparent, but is observed to
be segregating in the family after that generation. This
phenomenon is due to new mutations appearing de novo
in an individual. This was explained by the American
geneticist Haldane, and his theory is referred to as the
Haldane hypothesis. If the reproductive fitness of a male
affected with an X-linked recessive disorder is low or nil,
then in a population one-third of all affected X chro-
mosomes will be removed from the gene pool every gen-
eration. An example of decreased reproductive fitness
among males is Duchenne muscular dystrophy. If the
incidence of the disease is constant, then one-third of
casesmust be due tomutations arising de novo in a family.

No doubt the most famous family to be afflicted
with an X-linked recessive condition is the House of
Saxe-Coburg and Gotha, the British Royal family.
Queen Victoria, apparently a carrier of a new hemo-
philia A mutation, had one affected son, Prince Leo-
pold, and two daughters who were carriers of the

disease. The daughter of Princess Alice, Princess Alix,
was married to Tsar Nicholas II of Russia and the
mother of the affected Tsarovich Alexei. The current
royal family, the House of Windsor, is descended from
Queen Victoria through an unaffected male, King
Edward VII, so that branch of the family does not carry
the hemophilia A mutation.

X-Linked Dominant Inheritance

X-linked dominant inheritance is designated when phe-
notypic expression is observed predominantly in
females (ratio of about 2:1) and all daughters of
affected males are affected and none of the sons of
affected males are affected. Visually, the pedigree typi-
cally shows a vertical pattern of affected individuals,
with no instance of direct male-to-male transmission.
X-linked dominant conditions are substantially less
common than X-linked recessive disorders. An example
is X-linked, vitamin D-resistant rickets, which is caused
by mutations in the PHEX (phosphate-regulating endo-
peptidase homolog, X-linked) gene located at Xp22.

X-Linked Dominant Male Lethal Inheritance

X-linked dominant male lethal inheritance is designated
when phenotypic expression is observed only in females.
Visually, the pedigree typically shows a vertical pattern
with an increased rate of spontaneous abortion and
where approximately 50% of the daughters from
affected mothers are also affected. Although the great
majority of cases of Rett syndrome are not familial (but
sporadic), familial cases have been described and would
be classified as an X-linked dominant male lethal disor-
der. Rett syndrome is caused by mutations in the MeCP2
gene (methyl CpG binding protein 2). Rett syndrome
is a neurodevelopmental disorder characterized by
arrested development between 6 and 18 months of age,
regression of acquired skills, loss of speech, stereotypical
hand movements, microcephaly, seizures, and mental
retardation. Affected males rarely survive to term, and
the majority of affected females do not reproduce.

Y-Linked or Holandric Inheritance

Y-linked or Holandric inheritance is designated when
phenotypic expression is observed only in males with
a Y chromosome. Visually, the pedigree shows only
male-to-male transmission. Hairy ears are an example
of a Y-linked trait. Few disease states have been shown
to be Y-linked. However, there is one report of a multi-
generational Chinese family with Y-linked deafness.

Non-Mendelian Inheritance

Epigenetic Inheritance—Imprinting

When the phenotypic expression of a gene is essen-
tially silenced dependent on the gender of the trans-
mitting parent, the gene is referred to as imprinted.
The phenomenon of imprinting renders the affected
genes functionally haploid. In the case of imprinted
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genes, the functional haploid state disadvantages the
imprinted gene because the gene is more susceptible
to adverse effects of uniparental disomy, recessive
mutations, and epigenetic (like DNA methylation-
dependent gene silencing) defects. Visually, pedigrees
that represent imprinting may appear similar to auto-
somal recessive or sporadic pedigrees and show a hori-
zontal pattern. Imprinting disorders may also appear
autosomal dominant and show a grandparental effect
in the case of imprinting center mutations. Males
and females are equally affected, and transmission is
dependent on the gender of a parent. The two most
well-known imprinting disorders are Prader-Willi and
Angelman syndrome. Prader-Willi syndrome is caused
by an absence of paternally contributed 15q11–13
(PWS/AS) region, whereas Angelman syndrome is
caused by an absence of maternal contribution at the
same locus. In the case of PWS, lack of paternally con-
tributed genes at 15q11–13 (regardless of mechanism)
results in unmethylated and overexpressed genes in
this region. The same is true for Angelman syndrome.
However, it is a lack of maternally contributed genes
that causes the phenotype in this instance. The clinical
phenotype of each disorder is distinct, but both are
associated with mental retardation.

Inheritance Through Mitochondrial DNA

The inheritance of mitochondrial disease is compli-
cated by the fact that mitochondrial disease can be
either the result of mutations in nuclear DNA (nDNA)
and thereby subject to the Mendelian forms of inheri-
tance described previously or the result of mutations
in organelle-specific mitochondrial DNA (mtDNA).
Since the mitochondrial genome is maternally inher-
ited, pedigrees demonstrating mitochondrial inheri-
tance show an affected mother with all of her
offspring (male and female) affected. The common
phenomenon of heteroplasmy, where mtDNA muta-
tions are present in only a portion of the mitochondria
within a cell, can make laboratory analysis and clinical
assessment difficult. It is estimated that only 10–25% of
all mitochondrial disease is the result of maternally
inherited mutations in the mitochondrial genome.
Therefore, mitochondrial disease should not always
be equated with mitochondrial inheritance.

Multifactorial Inheritance

Sorting out whether a particular phenotype is predom-
inantly the result of inherited genetic variation, envi-
ronmental influence, or some combination therein
can be difficult. When the combined effects of both
inherited and environmental factors cause disease,
the disorder is said to exhibit multifactorial inheri-
tance. Multifactorial inheritance is associated with
most, if not all cases of complex, common disease
(cancer, heart disease, asthma, autism, mental illness,
and others). Typically, multiple loci or multiple genes
are associated with the same complex disease pheno-
type. Such genetic heterogeneity works additively, such
that the net effect of multiple mutations in multiple

genes exacerbates and/or detracts from a particular
clinical phenotype.

Sporadic Inheritance

Sporadic inheritance, where only one isolated case
occurs within a family, is themost common pedigree pat-
tern observed in clinical practice. Chromosomal
abnormalities and new dominant mutations typically
demonstrate sporadic inheritance. It is easy to imagine
how autosomal recessive and X-linked recessive disor-
ders can often appear sporadic, especially in situations
where family size is small or clinical knowledge about
extended family is limited. Thus, both Mendelian and
non-Mendelian explanations for sporadic inheritance,
each with its own recurrence risks, can apply. As a result,
clinicians tend to refer to isolated cases as apparently
sporadic rather than absolutely sporadic. Since nonin-
herited disorders are associated with virtually negligible
recurrence risk as compared to those exhibiting Mende-
lian inheritance, those associated with chromosomal
abnormalities, and those associated with new dominant
mutations, it is important to make every effort to distin-
guish apparently sporadic cases from truly sporadic ones.
However, it is often not possible to make this determina-
tion and recurrence risk can be narrowed only to a broad
range encompassing all possibilities.

Differences in Phenotypic Expression Can
Complicate Pedigree Analysis

The occurrence of reduced penetrance, variable
expressivity, anticipation, and gender influence or lim-
itation can confound pedigree analysis. The clinical
subtlety and nuance associated with each phenome-
non can impact recognition of the correct inheritance
pattern (usually autosomal dominant, but not always)
and result in overlooked or even incorrect diagnoses.
Further, accurate recurrence risk is dependent on cor-
rect diagnosis and pedigree assessment.

Genetic Penetrance

The penetrance of a genetic disorder is measured by
evaluating how often a particular phenotype occurs
given a particular genotype or vice versa. Some disorders
show 100% penetrance, where all individuals with a par-
ticular genotype express disease, while others show
reduced penetrance, such that a proportion of indivi-
duals with a particular genotype never develop any fea-
tures (even mild) of the associated clinical phenotype.
Thus, penetrance is the probability that any phenotypic
effects resulting from a particular genotype will occur.
Certain factors are known to influence the gene pene-
trance for specific disorders. For example, phenotypic
expression of a particular phenotype may be modified
by age, termed age-related penetrance. Sometimes, as
age increases, penetrance increases. For example, only
25% of individuals with a specific Huntington disease
genotype (41 repeats) exhibit symptoms at age 50, while
75% exhibit symptoms at age 65. Although less common,
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penetrance can also decrease with age. Gender-related
penetrance has been observed in cases of hereditary
hemochromatosis where some females with a particular
HH genotype show no evidence of iron accumulation
in contrast with their affected male siblings who are
known to have the identical genotype. Reduced pene-
trance can sometimes obscure an autosomal dominant
inheritance pattern because, while some family mem-
bers may have affected offspring, they themselves are
not affected due to reduced penetrance of the disorder.

Sex-Influenced Disorders

Sex-influenced disorders are disorders that demon-
strate gender-related penetrance. When the probabil-
ity of phenotypic expression is more likely given
a specific gender, the disorder is said to be sex-
influenced. BRCA2-related hereditary breast/ovarian
cancer (HBOC) and APOE4-associated late onset fa-
milial Alzheimer disease are sex-influenced disorders.
BRCA2-related HBOC is an autosomal dominant disor-
der associated most predominantly with increased risk
for breast and/or ovarian cancer. Although less com-
mon than breast or ovarian cancer, BRCA2 carriers
may also be at increased risk for several other cancers
including neoplasms of the skin, prostate, pancreas,
larynx, esophagus, colon, stomach, gallbladder, bile
duct, and hematopoietic system. In cases of HBOC
caused by BRCA2 mutation, about 6% of males as
opposed to 86% of females are expected to develop
breast cancer by age 70. With respect to APOE4-asso-
ciated late onset familial Alzheimer disease, women
who are heterozygous for APOE4 alleles are at 2-fold
increased risk to develop late onset familial Alzheimer
disease as compared to males with the same genotype.

Sex-Limited Disorders

Sex-limited disorders refer to autosomal disorders that
are nonpenetrant for a particular gender. Male limited
precocious puberty is one example. Males heterozy-
gous for mutations in the LCGR gene located on chro-
mosome 2 exhibit this phenotype, but females with the
same genotype do not. Very few sex-limited disorders
have been documented.

Variable Expressivity

Variable expressivity refers to the difference in severity
of disease among affected individuals, both between
related and unrelated individuals. It is important to note
that even between related individuals (with the same
genotype) variable expressivity occurs. Variable expres-
sivity is distinct from penetrance because it implies a
degree of affectedness, not whether or not the individual
is affected at all. The majority of inherited disease
demonstrates some degree of variable expressivity. Vari-
able expressivity can complicate pedigree analysis
because individuals with subtle clinical manifestations
can be mistaken for unaffected individuals. Neurofibro-
matosis type I is an autosomal dominant neurocuta-
neous disorder that affects 1/3000 individuals. There is

a high degree of variable expressivity observed within
family members that carry the sameNF1mutation. Some
affected individuals with the same mutation may show
only a few café-au-lait macules of the skin, while others
may be more severely affected with large invasive plexi-
form neurofibromas and hundreds of cutaneous and
subcutaneous neurofibromas.

Pleiotropy

Pleiotropy refers to disorders where multiple, seem-
ingly unrelated organ systems are affected. For exam-
ple, one individual in a pedigree may exhibit cardiac
arrhythmia, whereas another individual with the same
disorder in either the same or different pedigree
shows muscle weakness and deafness. Since the mani-
festations of disease are so vastly and usually inexplica-
bly different, disorders that show a high degree of
pleiotropy are often difficult to diagnose. As a group,
mitochondrial disorders typically show a high degree
of pleiotropy, as any organ system can be affected, to
almost any degree, with any age of onset.

Anticipation

A disorder shows anticipation when an earlier age of
onset or increased disease severity occurs in successive
generations. Anticipation is predominantly associated
with neurodegenerative trinucleotide repeat disorders
(spinocerebellar ataxias, Huntington disease, myotonic
dystrophy, etc). In such cases, the number of trinucleo-
tide repeats expands through generations, and is corre-
lated with severity of disease and age of onset. However,
not all disorders that exhibit anticipation are trinucleo-
tide repeat disorders. Dyskeratosis congenita-Scoggins
type characterized by nail dystrophy, skin hyperpig-
mentation, andmucosal leukoplakia shows anticipation
via a mechanism of progressive telomere shortening in
successive generations. While the mechanism remains
unclear, anticipation is observed in families with a
specific TTR gene mutation (V30M) associated with
amyloidosis.

Other Factors That Complicate Pedigree
Analysis

Genetic Mosaicism

Mosaicism occurs when two or more genetically distinct
cell lines are derived from a single zygote. The timing
of the post-zygotic event(s) and tissues involved deter-
mine the clinical consequence and help to distinguish
one type of mosaicism from another. Gonosomal mosai-
cism occurs early in embryonic development and is more
likely to involve gonadal tissue and result in phenotypic
expression. The clinical effects are often milder for
mosaic individuals where only a proportion of cells carry
a particular mutation, as compared to those who inherit
germline mutations where all cells are affected. When
mosaicism is confined to gonadal tissue, there are usually
no clinical consequences to the gonadal mosaic individ-
ual. However, such individuals are at higher risk for
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having affected offspring. Thus, since gonosomal mosaic
parents have some proportion of mutant germ cells, they
can (and do) have nonmosaic, affected offspring. There
is no practical way to exclude the possibility of gonadal
mosaicism or effectively test for it. This can cause a
dilemma with respect to providing accurate recurrence
risks to families. Gonadal mosaicism has been found to
be more common for certain disorders and some
empiric risk estimates have been determined. For exam-
ple, Duchenne muscular dystrophy, an X-linked disor-
der, has an empiric risk for gonadal mosaicism of
10–30%. This means that even when a mother of an
affected boy tests negative for a DMD gene mutation, a
male who inherits the same X chromosome as an
affected sibling has a 10–30% chance of being affected.

Consanguinity

Consanguinity is both a social and genetic concept.
Generally, it refers to marriage or a reproductive rela-
tionship between two closely related individuals. The
degree of relatedness between two individuals defines
the proportion of genes shared between them. The off-
spring of consanguineous couples are at increased risk
for autosomal recessive disorders due to their increased
risk for homozygosity by descent. A frequent way that
consanguinity can complicate pedigree analysis is when
a provider is unaware of consanguinity at the time they
are evaluating the pedigree and what appears to be an
autosomal dominant inheritance pattern is associated
with an autosomal recessive disease phenotype.

Preferential Marriage Between Affected
Individuals

Increased reproductive risk can be the result of prefer-
ential marriage between affected individuals. It is not
uncommon for similarly affected individuals to attend
the same school (for example, deaf high schools) or
make connections at support groups (for example, Lit-
tle People of America). And a proportion of such relation-
ships may develop such that an affected couple may
decide to start a family. Such selective mating can
increase the likelihood of pseudodominance within a
pedigree because the mating environment is selected
such that an autosomal recessive disorder appears more
frequently than expected. An increased risk for autoso-
mal dominant disorders is also present. In cases where
both reproductive partners are affected with the same
autosomal dominant condition recurrence risk ranges
from 66% (when homozygous dominant inheritance
is not compatible with life) to 75%.

Other Considerations for Pedigree
Construction and Interpretation

Pedigree construction requires equal amounts of skill,
science, and art. Those obtaining them must have a
strong base of medical genetic knowledge, so as to know
the important questions to ask and construct the pedi-
gree correctly. In addition, careful attention must be

paid to establishing trust, navigating social relationships,
educating, and communicating effectively. Family his-
tories are deeply personal, and the psychosocial impact
of the required informational gathering can be signifi-
cant. Further, inaccurate information can result in mis-
interpretation and ultimately misdiagnosis. Whenever
possible, reported diagnoses must be confirmed with
medical records. The effort this requires should not be
minimized, as privacy and confidentiality must be
upheld for all family members throughout the process.

Clinical molecular genetics seeks to identify ge-
netic variation and to determine whether or not the
observed genetic variation has a phenotypic effect.
Certainly, the latter cannot be accomplished without
astute and thorough clinical evaluation and family his-
tory. Even an apparently negative family history is an
important one that can guide test selection and result
interpretation. In addition, the impact of pedigree
analysis on genomic research is formidable. As a result
of detailed pedigree assessment, numerous genes have
been discovered, genotype:phenotype correlations elu-
cidated, natural history knowledge obtained, and cer-
tainly inheritance patterns revealed.

CENTRAL DOGMA AND RATIONALE FOR

GENETIC TESTING

The clinical relevance of molecular genetics is funda-
mentally rooted in the central paradigm of molecular
biology: genes encode proteins. Genes are the blueprint
for the proteins that form the macromolecules of cellu-
lar structure and function. Cells, their respective func-
tions, and the interactions between them translate to
the observable characteristics, or clinical phenotype, of
an organism. Endogenous and exogenous molecular,
cellular, and organismal environments also play an
important role in influencing clinical phenotype. So,
the expression of DNA at the molecular level coupled
with environmental effects leads to more tangible mor-
phological and physiological traits at the level of the
organism. However, organisms do not exist in isolation.
Each organism functions as part of a population within
a larger species and external environment. A species,
and the organisms within it, is subject to evolutionary
forces, including natural selection, genetic drift, and
gene flow. Such forces ultimately impose, overlook,
propagate, or extinguish genetic variation. The dynamic
relationships between genetic variation, proteins, cells,
organisms, populations, and environment(s) connect
genetic laboratories to clinical practice, as evaluating for
genetic variation (molecular genetics, cytogenetics)
and/or its biochemical consequence (biochemical gene-
tics) provides an explanation and/or causative evidence
for clinical phenotype and diagnosis.

Diagnostic and Predictive Molecular Testing

The clinical applications of molecular genetic testing
can be generalized into two groups based on whether
the clinical information sought is intended for
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diagnostic or predictive purposes. Occasionally overlap
between diagnostic and predictive testing occurs.
Although most commonly performed for the purpose
of diagnosing a disorder in a symptomatic individual,
diagnostic testing can also be informative for presymp-
tomatic at-risk individuals. The degree of gene pene-
trance must be known in order for this diagnostic yet
predictive testing to impart clinical value. Penetrance
does not necessarily have to be 100% to be useful to
the patient and/or family; for example, BRCA1 muta-
tions are associated with a lifetime risk of approxi-
mately 60–80% for the development of breast cancer
(Table 5.4).

The molecular genetic test for Huntington disease
(HD) illustrates how the same test can be used to
determine diagnosis for affected individuals and to
predict affected status for as yet unaffected individuals.
If testing is performed on a 25-year-old asymptomatic
individual known to be at 50% risk for HD and the
result is consistent with a repeat expansion known to
be fully penetrant by age 47, the result of predictive
testing is consistent with a diagnosis of HD during
the presymptomatic period. Predictive diagnostic test-
ing can be more difficult to interpret in cases where
gene penetrance is not so absolute. For example, if
the same 25-year-old asymptomatic individual at 50%
risk for HD was found to have an expansion mutation
in the reduced penetrance range (36–39 repeats), the
ultimate diagnosis is not so absolute.

The second broad group of molecular genetic tests
includes those performed for the purpose of revising
an already known risk. Predictive molecular testing
typically employs molecular screening tests to more
accurately determine the individual and familial/
reproductive risks for an individual that is already a
member of a high-risk population. Typically, a targeted
mutation analysis method is used. For example, for
Caucasian individuals of Northern European ancestry
and no family history of cystic fibrosis (CF), the risk
for being a heterozygous carrier is 1/25. After such
an individual is screened for the 23 mutations in the
CFTR gene that account for approximately 90% of CF

alleles in the Northern European population, a nega-
tive screen result decreases that risk slightly over
10-fold, to 1/265. It is important to recognize that
while many predictive molecular screening tests are
focused on evaluating at-risk individuals for autosomal
recessive carrier status, other subgroups of predictive
screens help to distinguish germline from somatic dis-
ease or revise prognosis or risk related to complex
disease based on presence or absence of disease-
associated SNPs. For example, colon cancer is typically
a sporadic disease that has a genetic component but
does not typically follow a simple Mendelian inheri-
tance pattern of a single-gene disorder. However, a
small fraction, approximately 5% of cases, do indeed
follow a Mendelian inheritance pattern and are due
to inherited mutations in single genes. It is clear that
identification of these families can have enormous
importance for family members because individuals
who are shown to carry the familial mutation can
greatly benefit from enhanced monitoring and pro-
phylactic measures. Similarly, family members that
are shown not to carry the familial mutation are freed
from the need for intensive monitoring and are
returned to the same risk as the general population
for the development of colon cancer. Unfortunately,
simple pedigree analysis is seldom sufficient to identify
such families because colon cancer is not a particularly
rare condition, and it is not uncommon for multiple
family members, who often share many environmental
risk factors, to develop sporadic colon cancer. In addi-
tion, the penetrance of the disorder may not be com-
plete, thereby making it more difficult to recognize a
specific inheritance pattern. Some inherited colon
cancer syndromes, such as familial adenomatous poly-
posis colon cancer (FAP) have a distinctive phenotype
(many thousands of colonic polyps) so ascertainment
of families is usually straightforward. However, other
syndromes, such as Lynch syndrome (or HNPCC),
which is due to mutations in the MMR pathway, cannot
be distinguished from sporadic colon cancer using
clinical or pathological criteria. One might investigate
all of the relevant MMR genes in cases suggestive of
Lynch syndrome, early age of onset (<50 years), or
familial clustering, but such testing (which could
involve whole gene sequencing and deletion analysis
for up to three large genes) could be very expensive.
Further, selection of potential cases on clinical
grounds and family history often has a relatively low
yield. Because tumors from Lynch syndrome patients
are defective in MMR, they exhibit a type of genomic
instability known as microsatellite instability. Since
approximately 30% of sporadic tumors have microsat-
ellite instability, screening tumor specimens from indi-
viduals at risk for Lynch syndrome for loss of
expression for mismatch repair proteins and microsat-
ellite stability can eliminate approximately 70% of
colon cancer patients from a Lynch syndrome diagnos-
tic algorithm and greatly reduce cost. If microsatellite
instability is present in a tumor from an at-risk individ-
ual, germline testing can subsequently be performed.
If microsatellite instability is not present, suspicion
for an underlying germline defect is low.

Table 5.4 Disease Associated Penetrance
for Common Hereditary Cancer
Syndromes

Familial Cancer
Syndrome Gene

Lifetime
Penetrance

Hereditary Breast/
Ovarian Cancer

BRCA1 60–80%

Hereditary Breast/
Ovarian Cancer

BRCA2 60–80%

Retinoblastoma RB1 >99%
Familial Adenomatous
Polyposis

APC >99% by age 40

Lynch syndrome MLH1, MSH2,
MSH6

75% (may be
slightly lower
in females)
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Benefits of Molecular Testing

Psychosocial benefits of a confirmed molecular genetic
diagnosis may include (i) reduced anxiety associated
with a known versus unknown diagnosis, (ii) reduced
anxiety if the diagnosis confirmed is considered by the
patient to be less severe among those being considered
for patient, (iii) reduced anxiety associated with a cease
in the diagnostic odyssey that many patients with rare dis-
orders experience (multiple medical consults, proce-
dures, and laboratory tests associated with a continued
search for a diagnosis). In addition, psychosocial bene-
fits may accrue from implementation of a more in-
dividualized and, in some cases, preventive medical
management approach. For individuals undergoing pre-
symptomatic testing, benefits may also include a sense of
empowerment, regardless of their test result and a sense
of relief if they test negative. Knowledge of one’s risk for
having children with a genetic disorder also assists with
family planning, with individuals and couples being able
to access genetic counseling and prenatal diagnosis.

Clinical benefits of a molecular diagnosis often
include the ability for the care provider to recommend
a preventive medicine and treatment plan based on the
known natural history of a particular disorder. Geno-
type:phenotype correlations have been established for
some particular mutations/disorders, such that a more
individualized medical approach to care with respect
to severity of disease, expected age of onset for pre-
symptomatic cases, and increased risk for certain asso-
ciated complications can be determined. So, the
genotype result may give care providers and their
patients information that could lead to more individua-
lized medical management. Also, when a molecular
diagnosis is confirmed, predictive testing options
become available for at-risk family members. Consider
an individual at 50% risk for FAP undergoing presymp-
tomatic testing. Identification of the causative mutation
for this individual allows for early intervention by
screening and prophylactic colectomy, and informative
presymptomatic testing option for at-risk family mem-
bers. A negative test result directs implementation of a
more appropriate, less aggressive screening strategy.

Risks Associated with Molecular Testing

Risks and limitations of genetic testing should always
be reviewed and openly discussed with patients as part
of the informed consent process prior to testing. Risks
associated with molecular genetic testing are most
often psychological and financial. Limitations of mol-
ecular genetic testing are usually related to confoun-
ding results, interpretive restrictions, or imperfections
of the method used.

Although it can be of profound benefit, the knowl-
edge of a molecular genetic test result can also be a
risk, regardless of whether the result confirms the pres-
ence of disease. A positive test result can be devastat-
ing, and a true negative result can sometimes invoke
survivor guilt. Consider two siblings who undergo pre-
symptomatic testing where one sibling tests positive for
a life-threatening disorder and the other tests negative.

Both siblings will likely experience psychological
repercussions of testing. Such psychological risks must
be discussed before sample collection and may influ-
ence an individual’s decision to undergo testing.
Financial risks may include inability to obtain life
insurance or certain types of health insurance should
an individual test positive. However, the newly enacted
Genetic Information Nondiscrimination Act (GINA)
should reduce these risks. Many insurance plans do
not cover the costs of genetic testing or will cover only
part of the expense. Given that many molecular
genetic tests are expensive due to the high costs of
the technology used and the highly skilled personnel
required to process and interpret the sample, personal
financial cost to the patient can be substantial.

Limitations of molecular genetic testing should also
be discussed with the patient as part of the informed
consent process prior to sample collection. Molecular
genetic testing is often misunderstood as perfectly
decisive. While new technologies and detection rates
are continuously improving, not all mutations are
identified such that the risk for a false negative result
is always a possibility. An even more common problem
involves the identification of alterations whose medical
or functional significance is not clear. These genetic
alterations are termed variants of uncertain signifi-
cance and can be especially complicated to interpret.
Although rare, laboratory errors such as performing
the wrong test or mislabeling samples can also occur.
Disease and test-specific limitations of molecular test-
ing are truly method, disease, and case specific, and
it would be impossible to address each of them here.

Considerations for Selection of
a Molecular Test

Selecting an appropriate molecular genetic test is
dependent on the purpose for testing, the clinical
information known, the sample(s) and testing meth-
ods available, and the clinical information sought.
Molecular screening tests usually involve methods that
investigate for common mutations (for example, tar-
geted mutation detection by RFLP), whereas diagnos-
tic testing methods are typically more comprehensive
(for example, DNA sequencing). The molecular meth-
ods used for the purpose of revising a known risk can
sometimes be the same, but are often different than
those used for diagnostic purposes. When evaluating
the method to be used, the expected detection rate
for individuals that are classically affected with the dis-
order in question and the clinical context of the
patient being tested should be considered. To maxi-
mize the informative value of presymptomatic testing,
in most cases, one must know the familial mutation(s).
Practically, this translates into the necessity that an
affected individual should be tested before presym-
ptomatic testing is performed on at-risk family mem-
bers. Preferred testing algorithms developed by expert
clinicians and laboratorians are especially useful,
though ultimately each clinical situation is different
and should be considered within its own unique
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context. An increasing number of molecular genetics
laboratory directors are employing genetic counselors
that act as a liaison between the ordering provider and
the laboratory to serve as a resource for the identifica-
tion of case-specific benefits, risks, and limitations to
testing, as well as to assist with test selection, case coordi-
nation, and interpretation of results.

ALLELIC HETEROGENEITY AND CHOICE

OF ANALYTICAL METHODOLOGY

The great majority of analyses performed in the clini-
cal molecular genetics laboratory are based on the
polymerase chain reaction (PCR). PCR is a technique,
developed by Kary Mullis in 1984 (then at Cetus
Corp.), for the rapid, in vitro amplification of specific
DNA sequences. The rapid introduction of PCR into
research and later into clinical laboratory practice has
revolutionized the practice of molecular biology. In
1993, Dr. Mullis was awarded the Nobel Prize in Chem-
istry for his achievement.

Knowledge of the sequence of the region of DNA
flanking the area of interest is required for PCR. Two
synthetic oligodeoxynucleotides (primers), typically 20
to 30 bases in length, are prepared (or purchased) such
that one of the primers is complementary to an area on
one strand of the target DNA 50 to the sequences to be
amplified, and the other primer is complementary to
the opposite strand of the target DNA, again 50 to the
region to be amplified. To perform the amplification,
one places the sample DNA in a tube along with a large
molar excess of the two primers, all four deoxynucleo-
tide triphosphates (dNTPs), buffer, magnesium ion,
and a thermostable DNA polymerase. Successive rounds
of heating to 93–95�C to denature the DNA, cooling to
50–60�C to allow annealing of the oligonucleotides, and
heating to 72�C (the temperature optimum for the
DNA polymerase isolated from Thermus aquaticus) result
in synthesis of the DNA that lies between the two pri-
mers. The amount of amplified DNA being synthesized
doubles (approximately) with every temperature cycle.
The amount of DNA produced is exponential with
respect to cycle number. After 30 cycles of denatur-
ation, annealing, extension, 230, or approximately 109,
copies of the DNA sequences lying between the two pri-
mers will have been generated. In a typical experiment
starting with 20–100 ng of human DNA, 30 cycles of
amplification will produce enough DNA from a single
copy gene to be visualized on an ethidium bromide
stained gel. As each cycle takes 2–5 minutes, amplifica-
tion of a specific sequence can easily be accomplished
in several hours. After amplification, the DNA can be
analyzed by one of several techniques, depending on
the specific problem.

Specific Versus Scanning Methods

Analytical methods in molecular genetics can be
grouped into two broad categories: mutation detection
techniques, which are used to investigate the actual

base sequence at a particular locus, and quantitative
methods, in which PCR-based techniques are used to
quantify specific nucleic acid sequences. Mutation
detection strategies can be further grouped into spe-
cific or scanning techniques.

Specific Mutation Detection

Specific mutation detection entails straightforward, and
largely routine, procedures that can be used to analyze
DNA samples for previously identified mutations using
an assay designed for maximum specificity. This
approach targets known mutations in potentially large
cohorts of patients or small panels of specific mutations
in disorders characterized by one or a few common
alleles. Results from these types of analyses may confirm
or establish clinical diagnoses. Furthermore, in families
at risk for a particular genetic disease, specific or targeted
mutation detection allows for rapid screening of an
entire family for the mutation identified in the proband
(the first member of a family to be diagnosed with a
genetic disorder), thereby permitting accurate carrier
determinations that may aid reproductive decisions.
Rapid testing of large numbers of patients permits an
assessment of the frequency of a mutation among
disease-causing alleles, thereby determining which muta-
tions are most prevalent in different patient populations
and guiding the creation of effective clinical mutation
testing panels. Examples of genetic disorders that are
characterized by low allelic heterogeneity and are most
often investigated using specific mutation detection
methods include hypercoagulable states due to Factor V
Lieden or prothrombin mutations, hemochromatosis,
galactosemia, andalpha-1-antitrypsindeficiency.Although
cystic fibrosis has a high degree of allelic heterogeneity
(over 1500 mutations identified), carrier screening is
typically done with a panel of 23–100 mutations, which
detect approximately 90% of mutations in the target
population of Northern European Caucasians.

The specific mutation detection methods can them-
selves be divided into those that utilize electrophoretic-
or hybridization-based methods (Table 5.5). Both types

Table 5.5 Examples of Electrophoretic- and
Hybridization-based Specific
Mutation Detection Methods

Electrophoretic Methods

Restriction enzyme
digestion

Typically lab developed

Allele-specific PCR Elucigene, Tepnel
Allele-specific primer
extension

ABI SNaPshot

PCR-oligonucleotide
ligation

Cystic fibrosis V 3.0, Abbott/
Celera

Hybridization Methods

Allele-specific hybridization Resequencing arrays, Affymetrix
Allele-specific primer
extension

Tag-It, Luminex

Ligation-PCR Golden Gate, Illumina
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of platforms are robust, and in experienced hands yield
reproducible results. Both types of systems are in wide-
spread use in clinical and research laboratories. One
criterion for choice between these general platforms is
the cost incurred per sample analyzed. In the authors’
experience, when the number of samples to be ana-
lyzed at one time (samples per batch) is low, electro-
phoretic methods are often the most cost effective to
develop, validate, and implement. However, when the
number of samples per batch is larger (greater than
8–12 samples), then the hybridization-based techni-
ques, many of which can be adapted to 96 well micro-
plate formats or real-time, are often more cost effective.

Mutation Scanning Approaches

Mutation scanning methods interrogate DNA frag-
ments for all sequence variants present. By definition,
these strategies are not predicated on specificity for
specific alleles, but are designed for highly sensitive
detection for all possible variants. In principle, all
sequence variants present will be detected without
regard to advance knowledge of their pathogenic con-
sequences. Once evidence for a sequence variant is
found, the sample must be sequenced to determine
its molecular nature. The advantage of using a scan-
ning method followed by sequencing of only positive
PCR products is that the scanning methods are typi-
cally less costly to perform than DNA sequencing.
Although a number of mutation scanning methods
have been developed, including single-strand confor-
mation polymorphism (SSCP), heteroduplex analysis
(HA), conformation-specific gel electrophoresis (CSGE),
thermal gradient gel electrophoresis (TGGE), and melt
curve analysis, they have been almost completely re-
placed by what is considered the gold standard mutation
scanning method—DNA sequencing. There are a num-
ber of disease-associated genes that have high allelic
heterogeneity, or very few recurrent mutations in the
population, that are typically addressed for diagnostic
purposes by whole gene sequencing, including BRCA1
and BRCA2, the mismatch repair genes; MSH2, MLH1,
and MSH6; CFTR (for diagnostic, nonscreening appli-
cations); biotinidase (BTD); and medium chain acylCoA
dehydrogenase (ACADM).Only when they are combined
with appropriate genetic data and in vitro functional
studies can investigators distinguish disease-causing
mutations from polymorphisms without clinical conse-
quence. In the research laboratory, mutation screening
is a critical and obligatory final step toward identifying
genes that underlie genetic disease. In the clinical labo-
ratory, these methods are applied toward the detection
of mutations in diseases marked by significant allelic
heterogeneity. As the number of laboratories offering
whole-gene sequencing assays for an increasing num-
ber of genes grows, the amount of variation in coding
regions is beginning to be understood to be significantly
greater than previously thought. This has the conse-
quence that obtaining a previously unknown sequence
variation in a patient sample is not uncommon. The
interpretation of such results is challenging, and is not
a solved problem.

Interpretation of Molecular Testing Results

Of the three types of coding region mutation caused
by single nucleotide changes, two are often relatively
straightforward to interpret. It is generally assumed
that nonsense mutations (or indels giving rise to an
in-frame stop codon) are deleterious and are likely
to be associated with a disease phenotype. Similarly,
silent mutations are most often assumed to be benign.
Exceptions exist, of course; silent mutations occurring
at the first or last bases of an exon may influence RNA
splicing. In addition, silent mutations may interrupt an
exonic splice enhancer, again leading to altered splic-
ing. An example of the disruption of an exonic splice
enhancer is found in spinal muscular atrophy (SMA).
The great majority of SMA is caused by deletion
of exon 7 of the telomeric copy of the survival motor
neuron gene (SNMt). There exists a very highly homol-
ogous gene, the centromeric copy (SMNc) that has only
5 nucleotide changes relative to SNMt. Why is the pres-
ence of this gene, which is structurally normal in
almost all cases of SMA, not sufficient to prevent neu-
ronal death even if the telomeric copies are mutated?
One of the nucleotide differences between SNMc and
SNMt is a C to T change in the centromeric copy.
Although a silent mutation from an amino acid stand-
point (both sequences code for Valine), the T allele is
not recognized as an exonic splice enhancer. Thus, the
SMNc gene transcript also lacks exon 7, and is unable
to compensate for the lack of the SNMt gene.

The interpretation of missense changes is challeng-
ing. Many examples (affecting many different genes)
exist in which missense changes are either pathogenic
or benign. The distinction typically requires the exam-
ination of multiple families carrying a given missense
mutation, and/or functional studies of recombinant,
mutant protein. When a novel missense change is
encountered in a clinical laboratory setting, these stud-
ies are not available. Thus, novel missense changes are
typically referred to as variants of uncertain signifi-
cance (VUS).

There are two schools of thought with respect to
how VUS should be reported. One school holds that
unless the laboratory can give a clean interpretation
and offer documentation as to whether a given variant
is known to be pathogenic or benign, the report
should simply indicate that a VUS was detected. Thus,
the contribution of the genetic test to the manage-
ment of the patient is nil; it is as if the test were not
performed (and cannot be performed). Clearly, the
advantage in this approach is that one is not tempted
to overinterpret the results, potentially leading to an
incorrect medical decision. The disadvantage is the
frustration on the part of the patient (and healthcare
provider) that a rather expensive test (typically) has
been performed and no useful information was
obtained. The other school of thought holds that the
laboratory should use all the tools available and when
possible make a probabilistic statement as to the
potential effect of the variant. The advantage to this
approach is that the final decision as to how the result
will be used in guiding patient care remains with the
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patient and his/her healthcare provider. The clear dis-
advantage is the possibility that the result provided
may lead to incorrect medical management. Because
of this, interpretation of VUS should be done very
carefully.

A number of tools to aid in the interpretation of
missense changes have been developed. As an increas-
ing number of species have had their complete
genome sequence determined, it is possible to use a
variety of sequence alignment tools to compare the
amino acid found at a particular location in the
human gene to that found in multiple other species.
The rationale for this is the notion that if an amino
acid is invariant across species, it is more likely to be
important for protein function, and a missense change
at a highly conserved residue is more likely to be path-
ogenic. On the other hand, if a given amino acid posi-
tion is poorly conserved, a missense change may be
more likely to be benign.

Several groups have developed algorithms quantify-
ing the probability based on sequence conservation
that a given missense change is pathogenic or benign.
Two of these tools, SIFT and POLYPHEN, are freely
available online at http://blocks.fhcrc.org/sift/SIFT
_related_seqs_submit.html and http://genetics.bwh.
harvard.edu/pph/, respectively. These tools are useful
but are far from perfect. For example, one study evalu-
ated both of these online tools against sequence varia-
tions that were known to be either benign or
pathogenic in two well-characterized genes, beta-globin
and G6PD, as well as two others, TNFRSF1A (tumor
necrosis factor receptor-associated periodic syndrome)
and the MEFV gene (familial Mediterranean fever).
The two programs were found to be between 70%
and 80% sensitive and specific [2].

One mechanism by which sequence conservation
strategies can be foiled occurs when a pathogenic
change results in the substitution for an amino acid that
is the normal sequence in another species. For exam-
ple, the most common medium chain acyl co-A dehy-
drogenase (MCAD) deficiency mutation (accounting
for approximately 70–80% of mutant alleles) is the
lysine to glutamic acid change at codon 329 (K329E).
Sequence alignment-based tools such as SIFT or POLY-
PHEN do not identify this as a pathogenic change
because the corresponding codon in the mouse is nor-
mally glutamic acid.

Another widely used tool is the BLOSUM62
matrix. This matrix is derived from the BLOCKS
database (http://bioinformatics.weizmann.ac.il/blocks/
blocks_release.html). This database consists of align-
ments of peptides from many proteins from many
different species. One use of the database is to under-
stand how certain motifs (nucleotide binding clefts, leu-
cine zippers, helix-turn-helix, and others) are conserved
and frequently utilized in many different proteins. One
can select groups of peptides based on the amino acid
sequence alignment. For example, onemay wish to study
only very well conserved motifs and use only groups of
peptides that are 90% identical. Or, one may wish to
study more distantly related sequences and choose
groups that are only 40% identical. One use of this

database is to assist in making new alignments. For any
given percentage of sequence homology selected, it is
possible to calculate a probability that any given amino
acid will be substituted for another in normal, wild-type
proteins. For example, leucine to isoleucine changes
are more common in nature than aspartic acid to trypto-
phan changes. It has been empirically determined that
at a cutoff of 62% identity, the BLOSUM62 matrix is
the most useful in creating new alignments by calculat-
ing the probability that an amino acid in a new protein
aligns with a given position in one or more other pro-
teins. BLOSUM62 has also been used as a tool for classi-
fying VUS as either deleterious or benign. Amino acid
changes that are frequently found are judged to bemore
likely to be benign, whereas those that are infrequent are
more likely to be pathogenic. Note that this method
relies only on the global probability of one amino acid
being substituted for another and does not utilize any
gene-specific information. The BLOSUM62 matrix is
freely available at http://www.ncbi.nlm.nih.gov/Class/
BLAST/BLOSUM62.txt.

In addition to sequence conservation and global sub-
stitution probabilities, the chemical characteristics of the
amino acids have been used to characterize missense
changes. A composite of three quantifiable chemical
properties—composition, polarity, and molecular vol-
ume—has been defined and is termed the Grantham
score. When a substitution results in a large change in
the Grantham score, reflecting a large change in the
chemical nature of the amino acid, the change is more
likely to be deleterious. In contrast, a small change in
the Grantham score indicates that the chemical nature
of the residue has not changed appreciably, is less likely
to alter protein function, and is more likely benign. Sim-
ilar to the BLOSUM62method, this scoring system refers
to a global standard and does not take the sequence of
the particular gene into account. However, it is possible
to combine the Grantham score method with sequence
alignment tools. In this approach, the difference in the
Grantham score across the normal protein alignment is
made. That is, after the construction of an alignment
of normal orthologs (homologous proteins from differ-
ent species), the difference between the minimum and
maximum Grantham score for the residue under investi-
gation is calculated. This number is termed the Gran-
tham distance (the distance in Grantham space
between the amino acids at the codon in question across
species). Then, the difference in the Grantham score for
that codon in the wild-type and mutant protein is calcu-
lated. This number is termed the Grantham variation.
If the Grantham variation is larger than the Grantham
distance, then the change is more likely to be patho-
genic. However, if the VUS results in an amino acid sub-
stitution that gives a change in Grantham score that is
smaller than that seen across species, the change is more
likely to be benign. One online tool for these calcula-
tions (Align GDGV) is freely available at http://agvgd.
iarc.fr/agvgd_input.php.

All of the strategies discussed in the preceding para-
graphs are helpful in attempting to understand the clin-
ical significance of VUSs, but none of them are perfect—
far from it. The sensitivity and specificity for all of them
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seem to be in the 70–80% range. However, since they
query different properties of the gene and of amino acid
substitution, it is possible that, when used together, the
quality of the results may be improved. One study inves-
tigated the use of all for the preceding methods as
applied to five different genes, The authors found that
when the results of all 4 methods agreed, the final calls
had a predictive value of approximately 88%. Further,
they noted that mutations at residues that were
completely conserved across species had a 92–97% prob-
ability of being deleterious [3]. Another group of in-
vestigators have incorporated the results of these
characterization tools and combined them with classical
pedigree and linkage analysis in a comprehensive Bayes-
ian approach. Using this method, this group has been
able to classify several missense mutations in the BRCA1
gene as either pathogenic or benign [4].

The in-silico characterization of missense VUS
changes is still in its infancy, and much more work
needs to be done in this area. As the era of whole
genome sequencing rapidly approaches, the urgency
of the need to characterize novel changes is increasing.

CONCLUSION

Molecular genetics utilizes the laboratory tools of
molecular biology to relate changes in the structure
and sequence of human genes to functional changes
in protein function, and ultimately to health and dis-
ease. New technology, such as is being developed for

the $1,000 genome project, promises to greatly
increase the reach and scope of molecular genetics.
Indeed, some subspecialties, such as biochemical and
cytogenetics may ultimately merge with molecular
genetics and offer the medical community a more
comprehensive and integrated approach to under-
standing the role of our genomic variation in health
and disease. However, the interpretations of results
from the clinical molecular genetics laboratory will
always be rooted in the fundamentals of molecular
and cell biology and in the central paradigm—that
genes encode proteins. It will be from these roots that
modern, personalized medicine will grow.
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INTRODUCTION

Genetics is the study of cells, individuals, heredity, var-
iation, and the population within each organism. The
modern science of genetics started in the mid-19th
century with the work of Gregor Mendel when he
observed that organisms inherit traits in a discrete
manner—later called genes [1]. In a matter of about
five decades, perhaps the most far reaching endeavor
that the field of genetic research has ever attempted
was accomplished in the sequencing of the human
genome. Applied research in genetics has produced
many benefits, including the recognition of the molec-
ular basis of human genetic disorders and cancer. For
example, many genetic diseases have been discovered
as a result of a single mutation or a specific chromo-
somal rearrangement and are now understood at the
molecular level, including, but not limited to, sickle-
cell anemia, hemophilia, cystic fibrosis, Duchenne
muscular dystrophy, Tay-Sachs disease, Down syndrome,
Li-Fraumeni syndrome, Wilm’s tumor, Prader-Willi
syndrome, Angelman’s syndrome, and many metabolic
disorders. This would not have been accomplished in
a timely manner for many of these diseases if it were
not for the entire sequence of the human genome
produced by the Human Genome Project in 2003. This
chapter will touch in summary on the structure and orga-
nization of the human genome, the overview of the
Human Genome Project, and the impact it has made
on the identification of disease-related genes, as well as
the sources of variation in the human genome, types of
genetic disease, and human malignancies we have come
to understand based on the sequencing of the human
genome. This chapter is not comprehensive but covers

essential concepts and observations and, I hope, gives
the reader an understanding that there has never been
a more thrilling time to be immersed in the study of
human genetics.

STRUCTURE AND ORGANIZATION

OF THE HUMAN GENOME

In the 1940s, deoxyribonucleic acid (or DNA) was
shown to be the genetic material of all living organ-
isms. In 1953, James D. Watson and Francis H. C. Crick
discovered the double helical structure of DNA. This
discovery single-handedly revolutionized molecular
biology and biological sciences. Many advances in
genetics followed, and researchers established that
the units of genetic information (genes) encoded
information for the synthesis of enzymes/proteins.
The complete set of genetic information or DNA
instructions is referred to as a genome.

DNA Carries Genetic Information

The genetic blueprint of life occurs in the form of
DNA, which is faithfully packaged within the nucleus
of each cell in our body. In order to understand
genetic disease, we need to first examine the structure
of DNA. DNA is quite simple chemically; it is com-
posed of phosphate, deoxyribose sugar, and four
nitrogenous bases. These nucleotide bases in DNA
are adenosine (A), thymine (T), cytosine (C), and gua-
nine (G). The A is always paired to the T and the C is
always paired to the G. Each triplet combination of
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these nucleotides makes up our genetic code and con-
stitutes a code word. These words or bases are strung
together to make genes, which instructs the cell how
to make a specific protein. There are approximately
20,000–25,000 genes in the human genome that are
transcribed to ribonucleic acid (RNA), and then trans-
lated to produce tens of thousands of proteins. DNA
regions that are found and expressed in the mRNA
sequence are called exons, and the DNA sequences
that are not found in the final mRNA product are
called introns. In addition, there are regions of inter-
genic DNA located between functional genes. For a
certain phenotype or observable characteristic, a gene
can give rise to several different combinations called
alleles. An individual’s genotype is made up of differ-
ent alleles that arise from both parents. Alleles can
be dominant or recessive. The dominant allele will
result in a certain phenotype if only one copy is pres-
ent, but there must be two copies of a recessive allele
to result in the same phenotype. If a genotype (or pair
of alleles) of an individual is two dominant alleles or
two recessive alleles, the individual is said to be homo-
zygous, and if an individual inherits two different
alleles (one dominant and one recessive), then that
individual is heterozygous. Ultimately, one gene can
give rise to multiple transcripts that give rise to multi-
ple proteins with different functions.

The genomes of any two people are more than 99%
similar; therefore, the small fraction of the genome
that varies among humans is very important. These
variations of DNA are what make humans unique.
However, variations in DNA can occur in the form of
genetic mutations in which a base is missing or
changed. This results in an aberrant protein and can
lead to disease. Through studies of the genetic varia-
tion of humans, it is hoped that we can gain insight
into phenotypic variation and disease susceptibility.
In addition, it is thought that DNA structure plays a
role in certain human genetic diseases. Certain trinu-
cleotide (CTG and CCG) repeat sequences have been
shown to be found in genes whose aberrant expression
leads to disease. The severity of the disease is asso-
ciated with the number of repeats; diseased individuals
have greater than 50 repeats, whereas normal indivi-
duals have very few repeats.

General Structure of the Human Genome

DNA packaging, and how it gets organized in the
nucleus of a cell, turns out to be a job for a class of pro-
teins called histones. These histones can be altered by
a number of chemical modifications, which have been
shown to regulate the accessibility of the underlying
DNA. The core nucleosome particle is composed of
147 base pairs of DNA wrapped around an octomer
of four core histone proteins. These nucleosomes fold
into 30 nm chromatin fibers, which are the compo-
nents that make up a chromosome. The human
genome is 3 � 109 base pairs or a length of about
1 meter, which compacts into a nucleus that is only
10�5 meters in diameter. Regulation of chromatin
has profound consequences for the cell, as the ability

to open and close the environment in which DNA
is packaged is the primary mechanism by which
the genes encoded within the DNA get expressed into
proteins. The structure of chromatin is now well
understood, but how chromatin is packaged into a
chromosome is not. Chromosomes are clearly visible
with dyes that react with DNA, which can then be visua-
lized under a primitive light microscope. The word
chromosome is derived from Greek and describes a col-
ored body, which reflects the ability to visualize dense
regions [2]. Dense, compact regions of chromosomes
are referred to as heterochromatin consisting of
mostly untranscribed and inactive DNA. Regions called
euchromatin are less compact and consist of more
highly transcribed genes. The genetic code that is
inherited is in the DNA sequence, although the way
in which the DNA is packaged into chromatin plays
an important role in controlling and organizing the
information that the DNA holds. When packaged into
chromatin, some information is accessible and some is
not, which depends on chemical modifications to the
chromatin proteins (histones). Chromatin is dynamic,
and the accessible regions of DNA change during
human development or different disease states.
This process of altering gene expression in a stable,
heritable manner without changing the DNA code is
referred to as epigenetics.

Chromosomal Organization
of the Human Genome

Our genome contains 46 chromosomes with 22 autoso-
mal pairs and two sex chromosomes. These chromo-
somes differ about 4-fold in size from chromosome 1
to chromosome 21, which is largest to smallest, respec-
tively. Each of the 46 chromosomes in human cells
contains a centromere (central region) and telomere
(ends of the chromosome) composed of genes (2%),
regulatory elements (1–2%), noncoding DNA (50%),
which includes chromosome structural elements,
replication origins, repetitive elements, and other
sequences (45%) [3]. At the end of the 19th century
it was accepted by numerous researchers that chromo-
somes formed the basis of inherited traits. There are
approximately 60 trillion cells in the human body,
which all originate from a single fertilized cell. The
cells in the body undergo cell division, or mitosis, in
which the chromosomes are condensed and genomic
DNA is faithfully replicated. The nomenclature used
to define the segments on a chromosome was deter-
mined by G-banding chromosomal staining, where
the mitotic chromosomes were digested with trypsin
and followed with Giemsa staining, which stains cen-
tromeric regions [4]. The short arm region of the
chromosome (usually displayed above the centro-
meres) is referred to as the p arm (for instance, 17p)
and the long arm region of the chromosome (dis-
played below the centromeres) is called the q arm
(for instance, 13q) with each band having a number
associated with it [4]. Chromosomal banding studies
using Giemsa staining have shown that heterochroma-
tin comprises 17%–20% of the human chromosome
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and consists of different families of alpha satellite
DNAs and other higher order repeats [5].

Subchromosomal Organization
of Human DNA

DNA features

Once the human genome was sequenced, it was recog-
nized that our genome consists of a significant number
of different repetitive DNA sequences. Several classes
of repetitive DNA exist in the human genome, includ-
ing Alu repeats, mammalian interspersed repeat
(MIR), medium reiteration (MER), long terminal
repeat (LTR), and long interspersed nucleotide ele-
ments (LINE) [6,7]. Repetitive DNA such as short
interspersed nuclear fragments (SINEs), including
MIRs and LINEs, are dispersed throughout the
genome, whereas satellite DNAs are clustered in dis-
crete areas (centromeres) [2]. Repetitive sequences
have been recently proposed to be involved in genome
compaction [2]. Genomic regions of satellite DNA are
condensed throughout the cell cycle, and there is evi-
dence that LINEs are involved in X-chromosome con-
densation [2,8]. Single nucleotide polymorphisms
(SNPs) or a single nucleotide base change occurs by
random and independent mutations, and in a high
degree of variability among chromosomes.

CpG islands appear in approximately 50% of
human genes and are located preferentially at the pro-
moter region of genes, flanking the transcription start
site. It has been estimated that there are around
30,000 to 45,000 total CpG islands in the human
genome [9]. A CpG island is defined as a region with
greater than 200 base pairs with a GþC percentage
that is greater than 50% with an observed/expected
CpG ratio that is greater than 0.6 [10,11]. CpG dinu-
cleotides are sites for DNA methylation and in turn
can downregulate gene expression. DNA methylation
has been shown to be important during gene imprint-
ing and tissue-specific gene expression. Gene inac-
tivation by aberrant DNA methylation has been
correlated with cancer in many different cell types. In
addition, the identification of CpG islands throughout
the genome can help predict promoter regions for
human genes.

Gene structure

Now that the human genome has been sequenced,
one of the next steps is to utilize genomic tools to
obtain a picture of how DNA is targeted by transcrip-
tion factors and cofactors to lead to gene expression.
These proteins (transcription factors and cofactors)
control whether a gene is on or off. Transcription fac-
tor binding sites are thought to contain conserved
sequence motifs of 6–20 base pairs. Transcription fac-
tor binding proteins bind to cis-acting elements includ-
ing promoters, enhancers, silencers, splicing
regulators, chromosome boundary elements, insulator
elements, and locus control regions to control gene
expression that regulates cell development and fate
[3]. The goal of the Encyclopedia of DNA Elements

(ENCODE) Project is to identify and define all of
these sequences in the human genome. Nuclease-
hypersensitive sites are regions of DNA that interact
with transcription factors in the chromatin environ-
ment in vivo [3]. Trans-acting factors bind chromatin
at DNAse1-hypersensitive sites (DHSs), which occur
at accessible chromatin regions [3]. Interestingly,
CpG islands are associated with DHSs that are either
constitutive or tissue-specific [3].

OVERVIEW OF THE HUMAN

GENOME PROJECT

Decoding the DNA sequence that is made up of
3 billion base pairs was highly anticipated throughout
the scientific and nonscientific community alike. The
contribution of the Human Genome Project (HGP)
to scientific research has undeniably contributed sig-
nificantly toward understanding the causation of
human disease, and the interaction between the envi-
ronment and heritable traits defining human condi-
tions [6]. The sequencing of the human genome was
first proposed by Robert Sinsheimer (chancellor of
the University of California at Santa Cruz) in 1985
[6,12]. This idea was met with some critiques from
the scientific community, many thinking the idea was
premature and crazy [6,12]. However, in 1988, Nobel
Laureate James Watson gave the HGP a significant
boost when he began to lead a National Institutes of
Health (NIH) component of the project after joint
funding from the NIH and the Department of Energy
(DOE) [12]. In 1990, the HGP was officially initiated
and was proposed to take 15 years, with a budget of
$3 billion. The first 5 years of the HGP under the
direction of James Watson was determined to map
the genetic and physical features of the human
genome [13], and his comment was “only once would
I have the opportunity to let my scientific life encom-
pass the path from the double helix to the 3 billion
steps of the human genome” [14]. The managers of
the HGP were Francis Collins at the NIH, Michael
Morgan at The Wellcome Trust, and Aristides Patrinos
at the DOE [12]. Although the United States made the
largest contribution to the HGP, it was an interna-
tional effort with contributions from Britain, France,
Germany, Canada, China, and Japan [13]. Several
species of bacteria and yeast had been completely
sequenced in 1996, and this progress spurred the
attempt at sequencing the human genome on to a
more pilot scale [13]. Eight years into the project in
1998, the plan included a sequencing facility to be
built that would help sequence the human genome
in only a 3-year period, ahead of schedule [6]. The
HGP agreed to release all sequences to the public
and on June 26, 2000, a working draft of the human
genome became available. Almost 3 years later on
April 14, 2003, the HGP accomplished its ultimate goal
and announced that the sequencing of the human
genome was completed [15]. See Figure 6.1 for a time-
line depiction highlighting the course of events lead-
ing up to the completion of the human genome.
Remarkably, this announcement occurred almost
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50 years to the date of Watson and Crick’s influential
publication of the DNA double helix [15,16]. There-
fore, genomic science has rapidly gone from the iden-
tification of the structure of DNA to the sequencing of
the human genome (and many other organisms) in a
span of 50 years.

The Human Genome Project’s Objectives
and Strategy

The primary goal of theHGPwas to obtain the complete
DNA sequence of the human genome by 2005 [17].
Through use of a whole genome-random shotgun
method and a whole-genome assembly, along with a
regional chromosome assembly, and through com-
bination of sequence data from Celera (a private sector
company that agreed to help sequence the human
genome for profitable purposes [13]) and the publicly
funded genome center, a 2.91 billion base pair consen-
sus sequence was derived from the DNA of 5 individuals
[6]. At first the whole-genome shotgun approach pro-
posed in 1997 by Weber and Mayers for the sequencing
of the human genome [18] was not well received [19].
However, at that time (almost 8 years into the sequenc-
ing of the human genome), only 5% of the genome
sequence had been completed, and it was clear that
the goal of finishing by 2005 was unattainable [6,20].
At that time PE Biosystems (now Applied Biosystems)
developed a sequencer called the ABI PRISM 3700
DNA analyzer, [6] which was going to be a part of Celera
[21]. Now with the ability to sequence with an auto-
mated, high-throughput capillary DNA sequencer, as
well as new developments in tracking for whole-genome
assembly, the chosen test case of the whole-genome
assembly on a eukaryotic genome was Drosophila melano-
gaster [22]. The Drosophila genome, comprising 120 Mb

of euchromatic DNA, was sequenced over a 1-year
period [22–24].

The HGP enrolled 21 donors and collected approx-
imately 130 ml of blood from males and females from
a variety of ethnic backgrounds [6]. From the 21
donors, 5 were chosen, including two males and three
females: two Caucasians, one Hispanic Mexican, one
Asian Chinese, and one African American [6]. In
order for the shotgun sequencing method to be fully
utilized, the plasmid DNA libraries needed to be
uniform in size, nonchimeric, and representative of
the whole genome (rather than randomly represent-
ing the genome) [6]. Therefore, DNA from each
donor was inserted in either a 2 Kb, 10 Kb, or 50 Kb
plasmid library [6].

Human Genome Project Findings
and Current Status

The HGP findings were extensive and exciting, as
expected. Therefore, only highlighted findings related
to the understanding of human disease are reported
here. A complete and detailed analysis was published
by Venter et al. [6]. In the wake of the human genome
sequence, there was considerable acceleration in the
success of the identification of genes that were impor-
tant for the development of disease [13]. In 1990,
fewer than 10 genes had been identified by positional
cloning, but by 1997 that number grew to more than
100 genes [13].

The HGP defined 26,383 genes with confidence
using a unique rule-based system called Otto [6].
Regions of sequence that were likely gene boundaries
were matched up with BLAST and partitioned by Otto,
and grouped into bins of related sequence that may
define a gene [6]. Known genes were then matched
to the corresponding cDNA and were annotated as a
predicted transcript. However, the genome sequence
has variations and frameshifts, and it was not always
possible to predict a transcript that agrees 100%.
Therefore, if a transcript matched the genome assem-
bly for at least 50% of its length at greater than 92%
identity, then the region was annotated by Otto [6].
It was predicted that an average gene in the human
genome is approximately 27,874 bases [6]. These varia-
tions in the human genome are being cataloged and
will provide clues for the risk and diagnosis of com-
mon genetic diseases. More than 2 million single
nucleotide polymorphisms have been identified [13].
DNA arrays are now being employed to study the gene
expression patterns of as many as 10,000 genes at one
time [25]. This analysis will help researchers under-
stand the gene expression patterns between normal tis-
sues and diseased tissues.

The HGP examined the genome for regions that
were gene-rich and regions that were devoid of genes.
A gene-poor region was defined as a region greater
than 500 Kb lacking an open reading frame. Under
these conditions, about 20% of the genome con-
tains gene-poor regions, and they were not evenly
distributed throughout the genome [6]. Gene-poor

1985 HGP formally proposed

1990
HGP officially initiated under the 
direction of the NIH and DOE

1998
Genome sequencing 
facility was built

2000
A working draft of the human
genome was released

2003 Human genome 
sequence completed

Figure 6.1 Human Genome Project timeline. The vertical
timeline emphasizes the major years of the Human Genome
Project (HGP) boxed in green with a summary of what
occurred in that year to the right of the date.
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chromosomes were 4, 13, 18, X, reflecting 27.5% gene-
free regions of the total 492 Mb; and gene-rich chro-
mosomes were 17, 19, 22, having only 12% gene-free
regions within their 171 Mb [6]. The next few years fol-
lowing the sequencing of the human genome were
spent closing the sequencing gaps of all the chromo-
somes [13]. Chromosomes 21 and 22 were completed
first [26,27].

The HGP correlated CpG islands with gene start
sites of computationally annotated genome transcripts
and the entire human genome sequence. The HGP
compared the variation of the CpG island computa-
tion with Larsen et al. [11] and used two different
thresholds of CG dinucleotide likelihood, including
the original ratio of 0.6 [6]. The analysis showed a
strong correlation between first coding exons and
CpG islands [6]. Genome-wide repeat elements were
examined by the HGP. They observed that approxi-
mately 35% of the human genome was composed of
different repeat elements, with chromosome 19 having
57% repeat density, the highest repeat density as well
as the highest gene density [6]. Gene density and Alu
repeat elements exhibit an association, whereas this
was not observed with the other classes of repeat ele-
ments [6].

The human genome sequence and the variations
contained within must be utilized to identify the gene
target of all hereditary diseases [13]. However, this is
an exciting but huge task; nevertheless, much large-
scale gene duplication was identified in the HGP.
These included duplications that were known to be
associated with proteins involved in disease such as
bleeding disorders, developmental disease, and cardio-
vascular conduction abnormalities [6]. The duplica-
tions were located throughout the genome. However,
there were gene families that were scattered in blocks
within the genome, such as the olfactory receptor fam-
ily [6]. Chromosome 2 contains two very large duplica-
tions that are shared by two different chromosomes,
14 and 12. The first duplicated region is a block of
33 proteins spread in eight different regions spanning
20 Mb of 2p, and these genes are also found on chro-
mosome 14 spanning 63 Mb [6]. The second duplica-
tion is on 2q and chromosome 12. This duplication
includes two of the four known Homeotic (Hox) gene
clusters, and the other two Hox gene clusters are also
seen as duplications on two different chromosomes
[6]. These Hox genes play a fundamental role in
controlling embryonic development, X-inactivation,
and renewal of stem cells. According to the HGP, SNPs
occur frequently at about 1 per 1200–1500 bp, but only
less than 1% affect protein assembly and function.
These analyses were based on the potential of an
SNP to impact protein function based on SNPs that
are located within predicted gene coding regions [6].
Interestingly, the frequency of SNPs is highest in intro-
nic regions, followed by intergenic regions, and then
exonic regions [6].

Sequences of known proteins were compared to
predicted proteins by the HGP. Analysis demonstrated
that out of the predicted 26,588 proteins, 12,809
(41%) of the gene products could not be classified

and were termed proteins with unknown function
[6]. The remainder of the proteins were classified into
broad groups based on at least two lines of evidence.
Importantly, the molecular functions of the majority
of the predicted proteins by the HGP are transcription
factors and proteins that regulate nucleic acid metabo-
lism [6]. Many other proteins were receptors, kinases,
and hydrolases, as well as proto-oncogenes, and pro-
teins involved in signal transduction, cell cycle regula-
tors, and proteins that modulate kinase, G protein,
and phosphatase activity [6]. Large-scale analysis for
characterizing proteins (proteomics) by their struc-
ture, function, modifications, localization, and interac-
tions are being accomplished [28] and utilized to gain
understanding of their role in disease and cell differ-
entiation [13].

A big challenge now that the human genome is
sequenced is to understand how the DNA code is
transcribed into biological processes that determine
cell development and fate. The human genome
sequence is only the first level of understanding and
all functions of genes and the factors that regulate
them must be defined. For example, in a disease such
as diabetes mellitus, there may be up to 10 genes that
result in an increased risk for the development of this
very common disorder [13]. It is exciting to think
that small molecule drugs are being designed to
block or stimulate a certain pathway. For example,
the main etiology for chronic myelogenous leukemia
is a translocation between chromosomes 9 and 22,
and a drug was designed to inhibit the kinase activity
of the bcr-abl kinase [29], which is the protein that is
produced as a result of this translocation [13]. This
understanding will help explain how these underlying
molecular processes when disturbed can lead to
human genetic diseases and cancer. Francis S. Collins
and Victor A. McKusick have predicted that “by the
year 2010, it is expected that predictive genetic tests
will be available for as many as a dozen common con-
ditions, allowing individuals who wish to know this
information to learn their individual susceptibilities
and to take steps to reduce those risks for which inter-
ventions are or will be available” [13]. This is an excit-
ing possibility, and as research escalates to help
provide more preventative medicine and more early
treatment options, we are getting closer to person-
alized medicine.

IMPACT OF THE HUMAN GENOME

PROJECT ON THE IDENTIFICATION

OF DISEASE-RELATED GENES

The identification of disease-related genes has been
quite a laborious process. However, several strategies
have been employed by using the information that is
known about a candidate gene, including the knowl-
edge of the protein/enzyme involved in the disease,
the location of the gene within a chromosomal region,
and a known animal model of the human disease in
question [30]. Linkage analysis, microsatellite markers,
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large DNA fragment-cloning techniques, and expressed
sequence tags (ESTs) are important in the identifica-
tion of genes responsible for human diseases [31]. The
HGP has without a doubt facilitated the strategies used
for the identification of disease-related genes. The
human DNA sequence has provided the template by
which mutations are identified as well as cDNA, and
genomic source data in order to provide numerous
candidate genes for future studies [32]. Presently, there
are more genes than disease phenotypes, which have
helped identify many if not all single gene disorders.
The challenge now is to identify genes that are involved
in polygenic disorders such as diabetes, hypertension,
and most cancers [30,33].

Positional Gene Cloning

Positional cloning is used to determine the location of
a gene without the understanding of its function and
isolating the gene starting from the knowledge of its
physical location in the human genome [30,33,34].
The progress of positional cloning moved slowly at
first because of its laborious nature with methods that
required chromosome walking and the identification
of expressed sequences [30,33]. In 1986, Stuart Orkin
and colleagues first reported their success in posi-
tional cloning the X-linked gene for chronic granulo-
matous disease [35]. Usually, the first step in
positional cloning is linkage analysis of the disorder
in disease-prone families to determine chromosomal
location, and then subsequent isolation and testing
of genes for mutations that are segregating with
the chromosomal location of this disorder [32,33].
On average there may be 20 to 50 genes in this chro-
mosomal location, and the gene contributing to
the disease can be segregated often on the basis of
some presumptions of the disorder in question [32]
(Figure 6.2). Positional cloning has been used to iden-
tify a number of inherited gene disorders as well as
human cancers (Table 6.1).

Functional Gene Cloning

In functional cloning the protein is known and a
gene is isolated based on fundamental knowledge
and/or function of the protein product causing the
human disease without information known about
chromosomal location [30,33]. The amino acid
sequence and/or the antibodies available are used
to determine the gene coding sequence. A cDNA
library can then be screened with a oligonucleotide
probe (antibody or degenerate oligonucleotides)
based on the nucleotide sequence of the gene and
polymerase chain reaction (PCR) can amplify the
cDNA using oligonucleotides from the amino acid
sequence [30] (Figure 6.3). Functional cloning has
been used to identify genes causing human diseases
such as phenylketonuria and sickle cell anemia [33].
However, our fundamental understanding of human
disease is lacking, and this gene discovery tool is not
really available often [33].

Candidate Gene Approach

In the candidate gene approach, the cloning of a spe-
cific gene depends on having some functional infor-
mation about the disease and relies on the availability
of information on genes that had been previously
isolated [30,33]. This may not be the best way to clone
genes because an informed guess is made about the
kind of protein that may be responsible for the human
disorder. Missense mutations in the p53 genes were
cloned using the candidate gene approach and were
shown to be the cause of Li-Fraumeni syndrome, an
inherited cancer disorder [33].

Positional Candidate Gene Approach

The positional candidate approach relies on the
sequence of the human genome in that disease-related
genes have been mapped to the correct chromosomal
location and a survey of the sequence of that region is
used to identify genes that are good candidates for
cloning and testing [33]. Candidate genes are ana-
lyzed by comparing the amino acid sequence of the
genes to that of proteins with known functions and
then studied in affected individuals in order to deter-
mine what gene(s) is responsible for the genetic disor-
der [31,33] (Figure 6.4). The gene responsible for
Marfan syndrome, an autosomal dominant disorder
of connective tissue, was mapped using the positional
candidate approach. Marfan syndrome was mapped

Positional Gene Cloning

Genetic
disease

Chromosomal
location

Isolation &
gene testing

Select
gene

Analyze gene
for mutations

Figure 6.2 Positional gene cloning. The flow diagram
highlights the steps that are used to determine the location
of a disease-related gene without understanding its function.
Linkage analysis is used to map the chromosomal location
of the disease-causing gene.
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to 15q by linkage analysis as well as the fibrillin gene
[36,37]. When DNA from patients with Marfan syn-
drome was analyzed, mutations were found in the
fibrillin gene [33,38]. Another example of genes iden-
tified by the positional candidate approach is four
genes found in the mismatch repair process that had
been previously implicated in hereditary nonpolyposis
colon cancer [39].

SOURCES OF VARIATION IN THE

HUMAN GENOME

The DNA sequence between humans is 99.9% identi-
cal. Therefore, it is important to examine the
sequence variation between individuals to gain insight
into phenotypic variation, as well as disease susceptibil-
ity. Single nucleotide polymorphisms (SNPs); short

Positional Candidate Gene Cloning

Genetic
disease

Compare gene sequence
to known protein

Study gene sequences in 
diseased individual

Select
gene

Analyze gene
for mutations

Figure 6.4 Positional candidate gene cloning. The flow
diagram highlights the steps that are used to determine
the location of a disease-related gene when the chromosomal
location is known and that location is used to identify good
candidates for testing.

Table 6.1 Inherited Disease-Related Genes
Identified by Positional Cloning

Disease Year

Chronic granulomatous disease 1986
Duchenne muscular dystrophy 1986
Retinoblastoma 1986
Cystic fibrosis 1989
Wilms tumor 1990
Neurofibromatosis type 1 1990
Testis determining factor 1990
Choroideremia 1990
Fragile X syndrome 1991
Familial polyposis coli 1991
Kallmann syndrome 1991
Aniridia 1991
Myotonic dystrophy 1992
Lowe syndrome 1992
Norrie syndrome 1992
Menkes disease 1993
X-linked agammaglobulinemia 1993
Glycerol kinase deficiency 1993
Adrenoleukodystrophy 1993
Neurofibromatosis 1993
Huntington disease 1993
von Hippel-Lindau disease 1993
Spinocerebellar ataxia I 1993
Lissencephaly 1993
Wilson disease 1993
Tuberous disease 1993
McLeod syndrome 1994
Polycystic kidney disease 1994
Dentatorubral pallidoluysian atrophy 1994
Fragile X “E” 1994
Achondroplasia 1994
Wiskott Aldrich syndrome 1994
Early onset breast/ovarian cancer 1994
Diastrophic dysplasia 1994
Aarskog-Scott syndrome 1994
Congenital adrenal hypoplasia 1994
Emery-Dreifuss muscular dystrophy 1994
Machado-Joseph disease 1994
Spinal muscular atrophy 1995
Chondrodysplasia punctata 1995
Limb-Girdle muscular dystrophy 1995
Ocular albinism 1995

Functional Gene Cloning

Genetic
disease

Known protein
function

Determine gene
sequence

Screen with 
oligonucleotide probe

Analyze gene
for mutations

Amplify cDNA

Figure 6.3 Functional gene cloning. The flow diagram
highlights the steps that are used to determine the location
of a disease-related gene when the function of the protein
product is known. Oligonucleotide probes are used to
screen a selected gene sequence.
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tandem repeats; micro/minisatellites; and less than
1Kb insertions, deletions, inversions, and duplications
are responsible for most of the genetic variation in
the human population [40] (Figure 6.5). These
genome variations can give rise to diseases through a
gain or loss of dosage-sensitive genes [41]. Through
the sequencing of the human genome, new techniques
such as genome-scanning arrays and comparative DNA
sequence analysis have been developed to examine the
composition of the human genome [42–46]. These
technologies have been important in finding copy-
number variants or segments of DNA that are 1 Kb
or larger, including insertions, deletions, and duplica-
tions [40]. Genomic disorders are influenced by the
genome architecture around the recombination event
and share a common mechanism for genomic rear-
rangement, that is, nonallelic homologous recombina-
tion or ectopic homologous recombination between
low-copy repeats that flank the rearranged DNA seg-
ment [41]. Inversions are created by nonallelic homol-
ogous recombination events that occur between
inverted low-copy repeats, whereas a nonallelic homol-
ogous recombination by direct low-copy repeats results
in a duplication or deletion [47]. In addition, nucleo-
tide substitutions and point mutations cause altera-
tions in protein sequence and can result in disease.

TYPES OF GENETIC DISEASES

Genetic Diseases Associated with Gene
Inversions

Structural variants have been identified in the general
population to be the cause of genetic disease in the
offspring of parents who exhibit certain DNA inver-
sions. In patients with Williams-Beuren syndrome, there

is a 1.5 Mb inversion at 7q11.23 that occurs in approxi-
mately one-third of the patients’ parents with a 5% fre-
quency of this inversion in the general population
[48]; this syndrome has an incidence of 1/20,000–
50,000 [49]. An inversion that is 4 Mb at 15q12 is asso-
ciated with Angelman’s syndrome, and about half of the
parents of these patients have this variation as well as
9% of the general population [50]; this syndrome
has an incidence of 1/10,000–20,000 [41]. There are
diseases in which inversions found in the patients
affected have not been detected in the general popula-
tion [40]. Patients with hemophilia A have a 400 Kb
inversion in intron 22 in the factor VIII gene [51],
and two copies are located 400 Kb telomeric in an
inverted orientation; this nonallelic homologous
recombination event results in inactivation of the factor
VIII gene [52]. In addition, a smaller inversion in the
emerin gene in Emery-Dreifuss muscular dystrophy has
been identified [53]. Hunter syndrome is an X-linked
dominant disorder. Nonallelic homologous recombi-
nation between the iduronate 2-sulphatase gene
(IDS) and an IDS pseudogene generates a genomic
inversion resulting in a disruption of the functional
IDS gene occurring in approximately 13% of Hunter
syndrome patients [54,55]. Within the Japanese popula-
tion, fathers of Soto syndrome patients, a microdeletion
syndrome, carry a 1.9 Mb inversion variant at 5q35 that
predisposes their offspring to this disease [56]. Consti-
tutional translocations in the human genome can be
mediated by a polymorphic inversion at olfactory-
receptor gene clusters at loci 4p16 and 8p23 which
occur at frequencies of 12.5% and 26%, respectively
[57]. Heterozygous carriers of these translocations
exhibit no phenotypic characteristics, whereas their
offspring who inherit these translocations show pheno-
types from mild dysmorphic features to Wolf-Hirschhorn
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Figure 6.5 DNA rearrangements. Structural variations in the human genome result from rearrangements of DNA from gross
changes to single nucleotide alterations. The letters are used to depict nucleotides in a DNA sequence and lines are used to
depict a gene. Each DNA rearrangement is outlined by a red box. The red arrow represents a nucleotide deletion.
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syndrome characterized by growth defects and severe
mental retardation [58]. These examples signify the
importance in continuing to characterize inversions
within the human genome in the general population
in order to examine the risk these variations have on
the carriers’ offspring.

Genetic Diseases Associated
with Gene Deletions

Genomic disorders can be responsible for commonly
occurring diseases. For instance, a-thalassemia affects
5%–40% of the population in Africa and 40%–80% in
South Asia, and results from a homologous deletion of
an approximately 4 Kb fragment that is flanked by two
a-globin genes on 16q13.3. A nonallelic homologous
recombination event between these two copies of the
a-globin genes results in the deletion of one functional
copy [41,59,60]. Red and green pigment genes are
located on Xq23, and individuals who have normal
color vision have one copy of the red pigment gene
and one or more copies of the green pigment gene
[61]. In red-green color blindness, which affects 4%–5% of
males, deletions or fusions caused by nonallelic homol-
ogous recombination occur [62]. In patients with incon-
tinentia pigmenti, an 11 Kb deletion occurs by nonallelic
homologous recombination between two low-copy
repeats with one in the diseased gene (NEMO) and
one 4 Kb downstream of the gene [63,64]. Hereditary
neuropathy with liability to pressure palsy (HNPP) is a com-
mon autosomal dominant neurological disorder that is
caused by a 1.4 Mb deletion of a genomic fragment on
17p12 [65]. The geneNF1 that encodes for neurofibroma-
tosis type 1 is located on 17q11.2 and a 1.5 Mb deletion
encompassing this gene accounts for 5%–22% of
patients with this disease [66,67]. Patients with DiGeorge
syndrome/velocardiofacial syndrome (DGS/VCFS) can ex-
hibit a 3 Mb deletion within a region-specific repeat
unit, LCR22 that is flanked by LCR22A and D, or a
1.5 Mb deletion that is flanked by LCR22A and B
located on chromosome 22q11.2 [68]. Patients with this
congenital disease experience recurrent infection,
heart defects, and known facial features. Smith-Magenis
syndrome (SMS) effects 1/25,000 individuals and is
caused by a 4 Mb deletion on several loci contained
within chromosome 17 and depending on the loci
involved determines the severity of mental retardation
exhibited by the patient [69].

Genetic Diseases Associated
with Gene Duplications

Charcot-Marie-Tooth disease (CMT) is an inherited auto-
somal dominant trait that occurs in about 1/25,000
individuals and is characterized by atrophy of the mus-
cles in the legs, progressing over time to the hands,
forearms, and feet. There are two clinical classes of
CMT: type I and type II. In CMT type I (CMT1A)
75% of individuals have a duplication in one of the
peripheral myelin protein 22 (PMP22) genes [70].

Duplication on both chromosomes at 17p12 produces
a severe form of CMT1A where essentially there are
four copies of the PMP22 gene [71]. A central nervous
system disorder affecting the myelin sheath covering
the nerve fibers in the brain is called Pelizaeus-Merzba-
cher disease. The majority of patients with this disease
have a duplication of the proteolipid protein gene
(PLP1) which is found on Xq21–22 [72].

GENETIC DISEASES AND CANCER

The HGP and the completion of the human genome
sequence have made a huge impact for the practice of
medicine and molecular genetic research. The human
genome sequence has helped make advances in the
development of designer drugs targeting molecular
pathways that disrupt diseases caused by single genes
or a complex array of gene products. It is beyond the
scope of this chapter to provide a comprehensive review
of genetic diseases and/or the genetic causes of cancer.
However, included are a few examples of how the HGP
has advanced our understanding of human disease
and will continue to make an impact forever.

Cystic Fibrosis (CF)

The cystic fibrosis transmembrane regulator (CFTR)
gene is located on chromosome 7q31.2 and was the
first gene to be identified by the HGP [73]. Research-
ers defined the CFTR gene by the positional cloning
approach [74]. The function of the CFTR protein is
to regulate chloride secretion and the inhibition of
sodium absorption across the cell membrane [75,76].
Approximately 1547 mutations of the CFTR gene have
been described, with the most common mutation as a
3–base pair DNA deletion that results in a loss of the
amino acid phenylalanine at position 508 occurring
in 66% of CF patients [73,76,77]. Out of these muta-
tions only 23 have been shown directly to cause suffi-
cient loss of CFTR to confer CF disease, and these
mutations are seen in 85% of the diseased population
[78]. Interestingly, two or more CFTR mutations can
be located in trans on two separate chromosomes and
this will confer CF. However, if the mutations are
found in cis on the same chromosome, this is not asso-
ciated with the disease [78]. Unfortunately, this dis-
tinction between cis and trans on chromosomes is not
made in most commercial laboratories [78]. In addi-
tion, the different mutations will confer different phe-
notypic responses to CF with some resulting in milder
forms of the disease [75]. Approximately 9.7% of geno-
typed individuals in the Cystic Fibrosis Foundation
Patient Registry have at least one unidentified muta-
tion, but the majority (90%) of CFTR mutations can
be picked up by regular screening methods [78]. The
discovery of the CFTR gene has given researchers a
better understanding of the etiology, the genetic bases,
and the pathobiology of CF [76].

CF is an autosomal recessive disease that occurs in
approximately 1 in 3500 newborns, is the most com-
mon lethal inherited genetic disease among the
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Caucasian population, and affects almost 30,000
Americans [75,76,78]. Treatment advances for patients
with CF have increased the survival age from mid-teens
in the 1970s, to late-twenties to thirties in the 1990s,
to more than 36 years old today [78]. A CF diagnosis is
based on several clinical characteristics, a familial
history of CF or a positive CF newborn screening test,
and a mutation in the CFTR gene and/or protein [79].
Newborn screening has been implemented in 40 states
currently, and one hopes that by the year 2010 it will
be available in all states [78]. CF is a disease that is
caused by the improper regulation of the ion channels
between the cell cytoplasm and the surrounding fluid,
resulting in the inability of the exocrine epithelial
cells to transport fluid and electrolytes in and out of
the cells [80,81]. CF patients cannot effectively clear
inhaled bacteria and have an abnormal accumulation
of viscous, dehydrated mucus, and because of this, an
excessive inflammatory response to pathogens [75,80].

Francis Collins summarized how important the
HGP has been in understanding genetic diseases and
used CF as an example:

Cystic fibrosis has become the paradigm for the study of genetic
diseases and indeed, for the medicine of the future. The notion
that it is possible to identify genes whose structure and
function are unknown and to use that information to
understand given disease and develop “designer” therapies is
becoming the central paradigm of biomedical research, and
cystic fibrosis is the disease that leads that charge. [82]

Phenylketonuria (PKU)

Mutations in the phenylalanine hydroxylase gene
(PAH) encoding the protein L-phenylalanine hydroxy-
lase causes a mental retardation disease called phenyl-
ketonuria (PKU) [83]. The inability to hydrolyze
phenylalanine to tyrosine can lead to hyperphenylala-
ninemia and if untreated has a toxic effect on the
brain [83]. In the 1980s, the PAH gene was cloned
and sequenced and mapped to chromosome 12,
region 12q23.2 [84,85]. The PKU phenotype is not a
simple disease, nor does it have a simple explanation.
As with many other genetic diseases, each patient with
PKU has to be treated differently [83]. With the help
of the HGP, understanding PKU and its resulting phe-
notype has been extremely beneficial [83]. The locus
for PAH covers 1.5 Mb of DNA with SNPs, repeat
sequences, polymorphisms, and cis control elements
embedded in the sequence, as well as harboring five
other genes, and thus providing for a wide range of
disease-causing mutations [83,86]. The PAH gene is
expressed in the liver and kidney [87].

PKU caused a paradigm shift of attitudes about
genetic disease by becoming one of the first disorders
to show a treatment effect [83]. PKU is an autosomal
recessive inherited disease, causing mental retarda-
tion; a mousy odor; light pigmentation; peculiarities
of sitting, standing, and walking; as well as eczema
and epilepsy [83]. The average incidence of PKU in
the United States is 1 in 8000 [88]. PKU is one of the

first genetic diseases to have an effective rational ther-
apy [83]. PKU can be identified with a biochemical
test in newborns and can be treated by a phenylala-
nine-free, tyrosine-supplemented diet, which permits
normal or near-normal cognitive development [83].
In the adolescent and adult patients, it was difficult
until recently to adopt the diet recommendations of
PKU based on deficiencies in both organoleptic prop-
erties and nutrient content in the food [89]. Fortu-
nately, many diet deficiencies are being overcome,
and diagnosis is occurring earlier so that patients start
the recommended diets sooner, and are more aggres-
sive throughout life [83].

Breast Cancer

The majority of hereditary breast and ovarian cancers
are caused by mutations in the breast cancer-predis-
posing gene 1 or 2 (BRCA1 or BRCA2). BRCA1 was
found by candidate gene approach in 1991, and
BRCA2 was located by linkage analysis and positional
cloning in 1995 using familial breast cancer pedigrees
with multiple cases of breast cancer in many genera-
tions [90]. BRCA1 is located on 17q21 encoding an
1863-amino acid polypeptide, and BRCA2 is found on
chromosome 13q12-13 encoding 3418 amino acids
[90,91]. BRCA1 has been implicated in cell-cycle regu-
lation, chromatin remodeling, protein ubiquitylation,
and both proteins are involved in DNA repair [92].
In the Ashkenazi Jewish population, there are founder
mutations that occur at specific locations in BRCA1
(185delAG and 5382insC) and BRCA2 (617delT), but
most mutations occur anywhere along the gene,
including frameshift or nonsense mutations as well as
deletions or duplications [93,94]. DNA-based methods
have been recently employed to conduct analysis of
both BRCA1 and BRCA2 for the presence of genomic
rearrangements [95]. The prevalence of genomic rear-
rangements in BRCA1 is higher than that of BRCA2,
accounting for 8%–19% of the total mutations in
BRCA1 and 0%–11% in BRCA2 mutations [96].

Breast cancer affects one in eight women in the
United States, and a woman born in the United States
has an average lifetime risk of 13% for developing
breast cancer. Familial breast cancer is associated with
10%–20% of all breast cancer cases [97]. Mutations
in the BRCA1 and BRCA2 genes in women have a
60%–80% increase of developing breast cancer [98].
In addition, women who carry a mutation in the
BRCA1 gene have a 15%–60% lifetime risk for ovarian
cancer, which is a much more increased risk when
compared to a mutation in the BRCA2 gene (10%–
27%) [99]. Women with BRCA2 mutations tend to
develop ovarian cancer after age 50 [100]. Women
who are under the age of 50 and are BRCA1 mutation
carriers have a 57% chance of being diagnosed with
breast cancer, and only a 28% chance of developing
breast cancer if the BRCA2 gene is mutated [101].
Interestingly, men who harbor a BRCA2 mutation are
estimated to have a 6% chance of being diagnosed
with breast cancer [102]. BRCA1 breast tumors are
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found to be more poorly differentiated, whereas
BRCA2 tumors tend to be more high-grade tumors
when compared to sporadic breast tumors (nonhered-
itary) [103,104]. BRCA1 breast tumors when compared
to sporadic breast tumors are frequently negative
for estrogen receptor, progesterone receptor, and
HER-2/Neu overexpression [105]. It is recommended
for women with BRCA mutations to begin monthly
breast self-examinations at the age of 18 and clinical
breast examinations and annual mammograms begin-
ning at age 25 [106].

Nonpolyposis Colorectal Cancer (HNPCC)

Hereditary nonpolyposis colorectal cancer (HNPCC) is
caused by mutations in the mismatch repair (MMR)
genes MLH1, MSH2, MSH6, and PMS2 [107]. A hyper-
mutation phenotype was discovered in 1993 in families
with HNPCC similar to that observed in MMR-deficient
bacteria and yeasts [108]. Linkage analysis and posi-
tional cloning in HNPCC families subsequently identi-
fied MSH2 and MLH1 genes, and mutations in these
genes account for 60%–80% of HNPCC diagnosis
[109,110]. Additionally, the MMR genes PMS2 and
MSH6 were associated with HNPCC [111,112]. A higher
risk of colorectal cancer occurs in MSH2 and MLH1
mutation carriers as compared toMSH6 or PMS2muta-
tion carriers [113]. The MSH2 and MSH6 genes are
located on chromosome 2p22-p21 and 2p16, respec-
tively. MLH1 is found on 3p21.3, and PMS2 is located
on chromosome 7p22 [114].

There are approximately 160,000 new cases of colo-
rectal cancer diagnosed in the United States each year,
with HNPCC accounting for 2%–7% of diagnosed
colorectal cancer, affecting about 1 in 200 individuals
[114]. The average age of HNPCC diagnosis is 44 years
old [115]. HNPCC can also be called Lynch syndrome
in honor of Dr. Henry T. Lynch, professor at
Creighton University Medical Center [114]. HNPCC
is an autosomal dominant trait and exhibits pheno-
typic characteristics of less than 100 colonic polyps
and early onset of multiple tumors in the colon
[114]. The Amsterdam criteria were established for
the clinical designation of a family with HNPCC: (i)
three or more relatives with colon cancer, one of them
must be a first degree relative (parent, child, sibling)
of the other two, (ii) at least two affected generations,
(iii) one or more members of a family must develop
colon cancer before the age of 50, and (iv) familial
adenomatous polyposis (FAP) should be excluded
from the diagnosis [115].

PERSPECTIVES

Millions of people around the world waited and
watched for the completed human genome sequence
to be released with the expectation that it would
benefit humankind. Decades ago it was not anticipated
that genomic disorders would represent such a com-
mon cause of human genetic disease [41]. Now from
this perspective humans are the best model organisms

that we have in order to study the human genome, dis-
ease, and its associated phenotypes [41]. Currently,
there is a huge amount of sequence information that
has been generated from genome sequencing projects,
including vertebrates and nonvertebrates [41]. One
objective of the human genome sequence is to derive
medical benefit from analyzing the DNA sequence of
humans. It is undeniable that genomic science will
begin to unlock more of the mysteries of complex
hereditary factors in heart disease, cancer, diabetes,
schizophrenia, and many more [12]. Genetic tests
have become available for individuals who have a
strong family history or are more susceptible to a par-
ticular disorder, such as breast cancer or colorectal
cancer [13]. Healthcare professionals will become
practitioners of genomic medicine as more genetic
information about common illnesses is available and
healthy individuals want to protect themselves from ill-
ness [13]. Clinicians will have to grasp the understand-
ing and advances of molecular genetics, and a group
of physicians, nurses, and other clinicians called The
National Coalition for Health Professional Education in
Genetics has been organized to help prepare for the
genomics era [116]. Within the next decade, it is excit-
ing to think that designer drugs will be available for
diabetes mellitus, hypertension, mental illness, and
many other genetic disorders [13]. In addition, it is
likely that all tumors could have a molecular finger-
print associated with them and the promise of indivi-
dualized medicine by tailoring prescribing practices
and management to that person’s unique molecular
profile [12,13]. Also within a decade or two, it may
be possible to sequence the genome of an individual
human with minimal laboratory cost (maybe $1000)
[15]. If this becomes reality, we can imagine the possi-
bilities for scientific research, clinical care, treatment
options, and overall dramatically changing the face of
medicine [15]. Francis Collins, one of the pioneers
of the Human Genome Project, stated it best when
he said, “if the past 50 years of biology is any indication
of the future, the best is certainly yet to come” [12].
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INTRODUCTION

Themost fascinating aspect of transcriptomics is that the
entire set of messenger RNA (mRNA)molecules or tran-
scripts produced in a population of cells or in tissues can
be analyzed simultaneously. The present microarray
technology produces devices equivalent to the size of a
stamp for gene expression profiling. Analyzing the tran-
scriptome is a challenging task, since the mRNA content
of a biological entity is heterogeneous and can vary sub-
stantially. The abundance of individual transcripts varies
from a few copies to hundreds or thousands of copies
per cell [1]. The kinds and copy numbers of individual
transcripts expressed at a given time depend on the
developmental stage, on external conditions, and envi-
ronmental stimuli. Quantitative and qualitative altera-
tions of mRNAs can be directly linked to the molecular
mechanism of disease or reflect the downstream conse-
quences of these disease processes.

This chapter outlines the methodological prerequi-
sites for transcriptome analysis and describes typical
applications in molecular cell biology and pathology.
During the last three decades, technology development
and experimental approaches aiming at mRNA analysis
were significantly fueled by molecular cancer research.
One of the main reasons for progress in this area was
the availability of relevant cell lines that could be propa-
gated indefinitely and served as reproducible sources of
RNA and of sufficient quantities of normal and diseased
tissues. A strong motivation lay in the demand for distin-
guishing as many transcripts as possible in normal and
tumorigenic cells to understand cancer-specific altera-
tions in gene expression. While early work along these

lines was mostly related to pathogenesis, more recent
applications deal with diagnostic issues such as tumor
outcome, prognosis, and therapy response prediction.

GENE EXPRESSION PROFILING:

THE SEARCH FOR CANDIDATE

GENES INVOLVED IN PATHOGENESIS

Todate,microarray-basedexpressionprofiling is accepted
as the gold standard in transcriptome analysis. Microarray
technology has gradually improved over the last decade
both in academic and industrial/commercial settings to
meet high technical and bioinformatic quality standards.
Before microarrays were available for most researchers
in sufficient quantity and quality (as well as affordable at
reasonable costs), alternative techniques were instrumen-
tal in answering questions related to the quantity of
transcripts expressed ubiquitously, to identifying tissue-
specific expression patterns and candidate genes related
to disease.

Early Gene Expression Profiling Studies

Intriguingly, the question of how many transcription
units distinguishnormal from tumor cells, a question that
is expected to be the domain of transcriptomics using
microarrays, was addressed nearly at the same time when
techniques in molecular biology permitted the identifi-
cation and thorough analysis of individual mRNAs. In
1977 and 1980, researchers described the northern blot
technique for transferring electrophoretically separated
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RNA from an agarose gel to paper strips, the coupling of
theRNA to thepaper surface and thedetectionof specific
RNAbands by hybridizationwith 32P-labeledDNAprobes
followed by autoradiography for the first time [2,3].
A report published in 1980 provided evidence for the
complexity of cellular transformation at the RNA level,
when scientists had studied the RNA pool of chicken
embryonic breast muscle cells infected with Rous sar-
coma virus (RSV). The authors of the paper compared
the hybridization kinetics of nuclear RNA preparations
from normal and RSV-transformed cells, respectively,
incubated in solution with tracer amounts of labeled
single-copy chicken DNA. Based on the assumption that
an average transcriptionunit is about 10 times larger than
its correspondingmRNA, the authors concluded that the
observed increase in the number of stable transcription
products in transformed cells relative to normal cells
was equivalent to approximately 1,000 transcription units
[4]. Several years later, other scientists used a more
sophisticated approach for contrasting mRNA patterns
of cellular material obtained from colon tumor biopsies
[5]. The researchers took advantage of the molecular
cloning techniques that allowed the establishment of a
set of complementaryDNAs (cDNAs) obtainedby reverse
transcription of mRNA. The reference cDNA library of
some 4,000 clones represented abundant and middle
abundant RNA sequences. Replicas of the library were
then hybridized to 32P-labeled cDNA probes synthesized
from polyadenylated RNA from small biopsies obtained
from normal and neoplastic intestinal mucosa. The com-
parison of normal colonic mucosa with carcinomas
showed expression alterations of �7% of the cloned
sequences and was extrapolated to the entire, yet
unknown, set of transcripts. The number of alterations
was smaller between normal mucosa and benign adeno-
mas indicating that transcriptional changes accumulate
during cancer progression.

cDNA Libraries and Data Mining

Further advances in deciphering cancer-related tran-
scripts were driven by increased efforts in cDNA cloning,
and sequence analysis. Collections of cDNAs were
obtained from various normal and diseased tissues, as
well as from reference cell lines. The functional charac-
terization of transcribed sequences progressed at the
same time. However, due to the complexity of gene func-
tion in biological systems, functional information lagged
significantly behind sequence information. The large
cDNA collections deposited in expression databases
often provided only partial sequence information. The
corresponding cDNAs known to be expressed in various
tissues or cell types analyzed were designated expressed
sequence tags (or ESTs). With increasing entries into
these EST catalogues, it became feasible to merge over-
lapping partial sequences and eventually to define full-
length open-reading frames (ORFs). As a practical con-
sequence of the global gene expression information
provided by cDNA/EST databases, an approach termed
the electronic northern became feasible. The electronic
northern analysis facilitated prediction of expression

changes between normal and diseased tissues. Extensive
mining of EST databases using stringent statistical tests
permitted identification of candidate genes whose
altered (stimulated or reduced) expression correlated
with the disease state [6].

cDNA Subtraction

The data mining approach was limited by the existing
sequence information and the available gene annota-
tions. To circumvent this bias, researchers established
several elegant methods that permitted enrichment
of mRNA sequences (or cDNAs) associated with spe-
cial experimental conditions such as cellular stress or
oncogenic transformation, or with particular cellular
features such as tumorigenicity or metastatic potential.
The methods established were cDNA subtraction, dif-
ferential display PCR (DD), representational differ-
ence analysis, and serial analysis of gene expression
(SAGE).

In general, cDNA subtraction is a method for separat-
ing cDNA molecules that distinguish related cDNA sam-
ples, for instance, prepared by reverse transcription of
mRNA from normal precursor cells and related neoplas-
tically transformed cells. The basis of subtraction is that
cDNAs prepared from two different cell types to be com-
pared are rendered single-stranded, subsequently mixed,
and incubated to allow annealing of sequences common
to both cell species. These sequences will hybridize, while
sequences unique to one of the cells will stay single-
stranded. In the classical subtraction approach, single-
stranded and double-stranded cDNAs were separated by
hydroxylapatite chromatography [7]. Subsequently, the
unique cDNA fragments are cloned and sequenced.
The major drawback of this method is that the enrich-
ment of differentially expressed sequences usually does
not exceed a factor of 100, that abundant mRNAs
(cDNAs) are over-represented due to the lack of normal-
ization, and that rare transcripts are not detected at all.
These inherent disadvantages were overcome by develop-
ment of a method called suppression subtractive hybridi-
zation (SSH), a PCR-based subtraction method that
combines normalization and subtraction into a single
procedure. Differential amplification of unique cDNA
fragments is achieved by ligating different primers to
each restricted cDNA originating from the cell types to
be compared prior to the annealing step and the PCR.
The normalization step equalizes the abundance of
cDNA fragments within the target population, and the
subtraction step excludes sequences that are common
to the cell populations being contrasted. Using this
method, the probability of recovering differentially
expressed cDNAs of low abundance is largely increased
(by a factor of 1,000 or more) [8]. For example, SSH
was used to report on transformation target genes related
to oncogenic RAS signaling on a genome-wide scale [9]
(Figure 7.1). RDA is a technique that combines subtrac-
tive hybridization with PCR-mediated kinetic enrichment
for the detection of differences between two complex
genomes [10]. Later, the protocol was modified to look
for differences in transcript expression as well [11].
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Differential Display PCR

Differential display PCR is a method to separate and
clone individual mRNAs that are differentially expressed
by means of the polymerase chain reaction. A set of oli-
gonucleotide primers is used, one being anchored to
the polyadenylated tail of a subset of mRNAs, the other
being short and arbitrary in sequence to allow annealing
at different sites relative to the first primer. The mRNA
subpopulations defined by the primer pairs are ampli-
fied after reverse transcription and the products resolved
(displayed) onDNA sequencing gels. Differential display
visualizes mRNA compositions of cells by displaying sub-
sets of mRNAs as short cDNAs. The beauty of this
approach is that many samples can be run in parallel to
reveal differences in mRNA composition [12]. The dif-
ferentially expressed cDNA fragments can be recovered
by cloning techniques. An early application of DD was
the identification of genes differentially expressed in
breast cancer versus mammary epithelial cells [13].

Serial Analysis of Gene Expression

While the previously discussed approaches directly aim at
identifying important differences between closely related
cell types, the key element of the SAGEmethod is to rep-
resent all transcripts in a given cell type in a quantitative
manner. The basic principle of SAGE is that short nucle-
otide sequence tags of 10 to 14 base pairs contain suffi-
cient information to uniquely identify transcripts.
Moreover, concatenation of these short sequence tags
permits an efficient analysis of transcripts serially by

sequencing of multiple tags within a single cloned ele-
ment [14]. More recent variants of the method are based
on longer sequence tags and integrate microarray tech-
nology [15]. Two years after the initial publication of
the method, Johns Hopkins University researchers for
the first time reported on gene expression profiles in nor-
mal and cancer cells based on SAGE [14]. The authors
confirmed previous findings on RNA abundance in cells
that had been obtained with the help of Rot curves that
display RNA-DNA reassociation kinetics [16]. The total
number of transcripts varied from approx. 14,000 to
20,000 between cell populations. Most transcripts (86%)
were expressed at fewer than 5 copies per cell; however,
the bulk of the mRNA mass consisted of more abundant
transcripts (more than 5 copies per cell). The relative
expression levels of transcripts were determined by divid-
ing the number of tags observed in tumor and normal
tissue. Most transcripts were expressed at similar levels.
However, 548 of 14,000 to 20,000 transcripts were over-
represented or underrepresented in tumor versus nor-
mal cells. The average difference in expression for these
transcripts was 15-fold. About 20% of themwere less than
3-fold different. The authors also addressed the issue of
whether cultured cell lines, frequently used in molecular
cancer research, display gene expression patterns that
mimic those found in the organ microenvironment.
Interestingly, 72% of transcripts expressed at reduced
levels in cancer specimens were also expressed at lower
levels in cell lines. Likewise, 43% of transcripts exhibiting
elevated expression in cancers were also upregulated in
cell lines. Useful links and SAGE databases can be found
at http://www.sagenet.org/.

transformed

RNA

normal

RNA

cDNA cDNA

Subtractions
Transformed minus normal

Genes down-regulated
(repressed) in transformed cells

Genes up-regulated
in transformed cells

Cloning and sequencing

Normal minus transformed

Figure 7.1 A cDNA subtraction approach to identify genes differentially expressed upon conversion from the
normal to the transformed state. In this example, immortalized normal epithelial cells (phase contrast microscopy,
magnification 100-fold) were transformed by the KRAS oncogene.
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A procedure very similar to SAGE is used to study cellu-
lar microRNAs (miRNAs), which are short �22-nucleo-
tide segments of RNA that have been found to play an
important role in gene regulation. Small RNAs are
isolated, linkers are added to each of them, and the RNA
is converted to cDNA. Afterwards the linkers containing
internal restriction sites are digested with the appropriate
restriction enzyme and the sticky ends are concatamer-
ized. The concatamers are ligated into plasmid vectors
and cloned, followed by sequencing. In this way, the
expression levels of miRNA can be quantitatively assessed
by counting the number of times they are present.

TRANSCRIPTOME ANALYSIS BASED ON

MICROARRAYS: TECHNICAL

PREREQUISITES

To date, microarrays are utilized by most researchers in
studies related to (i) pathogenic processes at a genome-
wide level, (ii) examination of drug effects, and (iii) elu-
cidation of clinical features of disease that cannot be
recognized by currently available molecular techniques
or conventional histopathology and immunopathology.
Microarray technology was pioneered by Pat Brown and
colleagues at Stanford University. These researchers not
only published the first applications of microarray to
study biological questions, but also described the neces-
sary technical devices in detail [17]. In this way, they
contributed to the rapid dissemination of the technol-
ogy. In parallel, microarray technology was developed
at Affymetrix (Santa Clara, CA) [18]. The central ele-
ment common to the various forms of these techniques
is that DNA-molecules, cDNA fragments or oligonucleo-
tides are arrayed and immobilized at defined positions
on a solid support or matrix. This method extends the
existing technique of membrane-based arrays that were
interrogated using radioactively labeled cDNA. The
probes assembled on solid supports are hybridized with

complementary and fluorescent dye-labeled RNA or
DNA molecules (targets) derived from biological speci-
mens such as cells, tissues, or blood. Fluorescent dye
staining intensity after hybridization obtained within
the position of the probe is a measure of the abundance
of the corresponding nucleotide sequence in the com-
plex mixture of RNA/cDNA targets. The different kinds
of microarrays available today are distinguished by the
number, density, design, and size of oligonucleotides or
cDNA probes; the manner of chip manufacturing; and
the experimental protocols for target hybridization.

Typical Workflow of a Microarray
Experiment Starting from Tissue Samples

Frozen tissue samples are dissected, fixed on glass slides,
and stained. Histological characterization reveals the
composition of the tissue, including the cell types of
interest (and their frequency), the extent of necrotic
areas (which contain degraded RNA), and presence of
fatty tissue (from which RNA extraction is difficult).
Optionally, laser capture microdissection can be used
to precisely dissect the cells and tissue areas of interest.
Subsequently, RNA isolation is performed, RNA yield is
determined, and RNA quality is checked by electropho-
resis. Isolated RNA is used for synthesis of labeled sample
nucleic acid, mostly cDNA or antisense RNA (aRNA),
which is quality-controlled by absorbance measure-
ments. Most commonly, the last step is hybridization of
the fluorescent dye-labeled sample nucleic acid to the
probe DNA on the microarray (Figure 7.2).

Production of Microarrays

Microarrays represent a solid support (typically a glass
slide or silicon surface) onto which probes are covalently
linked using a chemical matrix (via epoxy-silane or
amino-silane).Theprobes are dispensed eitherby contact

Microdissection of 
tumor samples

Signal Detection
Scanner

Hybridization
aHyb-Station

cDNA Quality check
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direct labeling

RNA Isolation
RNA Quality check
via Bioanalyzer™
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tissue ?

≤

Figure 7.2 Laboratory workflow of a typical microarray experiment.
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spotting or applied as micro-droplets by techniques
resembling ink-jet procedures used in printing. One of
the industrial suppliers (Affymetrix Inc.) producesmicro-
arrays using photolithographic methods as in silicone
chip production. The procedure allows production of
high-density arrays containing millions of probes covered
in a partially transparent hybridization chamber. In the
original fabric, the probes are short sequences of 25
nucleotides. Each potential target sequence is repre-
sented with up to 11 different complementary oligonu-
cleotides and 11 paired mismatch probes. A mismatch
probe contains a single mismatch located directly in the
middle of the 25-base probe sequence. While the perfect
match probe shows fluorescence only when a sample
nucleic acid binds to it, the paired mismatch probe is
used to detect and eliminate any false or contaminating
fluorescence within that measurement. Other industrial
suppliers (such as Agilent, Illumina, Milteny, and others)
and academic facilities use oligonucleotides of �60
nucleotides or cDNA fragments to improve hybridization
specificity. These microarrays are manufactured as open
slides and are handled openly or in special hybridization
chambers during the entire chip processing.

Preparation of Target RNA

During surgical removal of malignant tumors, one of the
first steps is the interruption of the arterial blood supply.
From this moment on, the tumor tissue is exposed to
hypoxia at body temperature (Figure 7.3). The duration
between artery ligation and the final removal of the
tumor can vary considerably and is not subject to stan-
dardization under clinical conditions. Following tumor
resection, logistical constraints may lead to further con-
siderable delay before the tumor material is finally
shock-frozen at –80�C. Thus, this lengthy process might
lead to a considerable extent of target RNA degradation.

Laser Microdissection of Tumor Tissue

If the sample material is contaminated with nontumor
tissue (such as stromal cells and lymphocytes) or if
necrotic areas (with cellular debris) occur, data analy-
sis will be severely hampered. Therefore, researchers
often try to obtain homogeneous sample material. A

convenient (although potentially laborious) approach
is laser-assisted microdissection (Figure 7.4). Starting
from a complex tissue architecture, areas with carcinoma
cells only, stromal material, or any other area of interest,
such as material located at the invasion front of the
tumor, are obtained. In the example shown, colorectal
carcinoma cells have been microdissected with the use
of a laser beam. For each sample, 5 mm tissue sections
were microdissected and RNA was extracted by a
column-based procedure including DNAase digestion.
Microdissection of 5 � 106 mm2 per specimen yields
about 10–20 ng RNA in about 2 hours of working time.

RNA Quality Control, Labeling, and Target
Amplification

Figure 7.5 shows an electropherogram reflecting RNA
quality according to the following criteria: (i) clear

Interruption of
blood supply

Removal of the
tumor from the
patients body

Storage of tumor
sample at −80�C

37�C

x min

room temperature

Start
hypoxia

Anaesthesia

Figure 7.3 Sequential steps leading to the preservation of tumor tissue during surgery.

Before micro-dissection

After micro-dissection

Figure 7.4 Laser microdissection of tissue samples.
Cell material was removed from specific epithelial areas.
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and well-defined 18 S and 28 S peaks of ribosomal
RNA, (ii) low noise between the peaks, and (iii) no
or only minimal evidence for low molecular weight
material. For hybridization with the probe nucleic
acids on the microarray, a labeled target sample
nucleic acid is needed. RNA extracted from clinical
specimens is used for synthesis of labeled cDNA with-
out amplification of the sample RNA, or for produc-
tion of aRNA (Figure 7.6). The process of aRNA
synthesis allows high amplification of the sample mate-
rial, which is of relevance if only small amounts of
sample material are available, such as after laser micro-
dissection. Whether amplification changes the out-
come of the experiment by asymmetric amplification
of high-abundance and low-abundance genes is still a
matter of discussion. Common amplification proce-
dures utilize Bacteriophage T7, T3, or SP6 RNA poly-
merases to transcribe RNA from a DNA template
(Figure 7.7). The DNA template must have an appro-
priate polymerase binding site (called T7 in the
figure) in its sequence, upstream of the region to be
transcribed. A complex of this binding sequence �20
base pairs in length linked to an oligo-dT sequence is
incorporated into the cDNA by reverse transcription
of the sample RNA (first strand synthesis). The RNA
is then degraded by RNase-treatment, and the second
strand is fabricated by DNA-polymerase. The resulting
double-stranded cDNA serves as the template for the
T7-RNA-polymerase producing RNA in antisense direc-
tion (aRNA), compared to the orientation of the tem-
plate RNA. The entire procedure can be repeated
resulting in a 1,000-fold or higher amplification of
the RNA. By including labeled nucleotides (NTP) in
the in vitro transcription reaction, one can incorporate

labels into the synthesized RNA (using biotin-labeled
UTP to generate biotin-labeled RNA or any kind of
UTP-bound fluorescent dye to generate fluorescently
labeled RNA). Because signal intensity of red and
green fluorophores might not be identical, it is manda-
tory to invert or swap the fluorescent dyes used for
labeling. For instance, in the case of Cy3/Cy5 fluoro-
phores, the green signal intensity is often stronger
than the red one. To compensate for this, the labeling
reactions are exchanged between the two targets and
microarray hybridization is repeated.

Microarray Hybridization: Two-Color
Experiment

Hybridization of the target nucleic acid molecule to
the probe DNA on the chip is most commonly
detected and quantified by fluorescence. This requires
a target molecule labeled with a fluorophore such as
Cy3 or Cy5. The aim is to determine the relative abun-
dance of the target molecule within the sample solu-
tion. Spotting of the probe molecules to the surface
is a critical step. In order to account for spot-to-spot
variations due to differing amounts of probe mole-
cules in the spots, two-color experiments are used
and the ratio of the two fluorophores in any single
spot is determined (Figure 7.8). In a typical two-color
experiment, RNA is extracted from tumor tissue and
neighboring normal tissue. The RNA samples are
labeled with different fluorophores, for instance,
tumor RNA with a red fluorophore, normal RNA with
a green one. Both samples are hybridized together on
the microarray. If the spot then appears in red in the
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Figure 7.5 RNA quality assessment using Bioanalyser fluorescent spectroscopy.
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microarray scanner, this means higher expression
(upregulation) of the corresponding gene in tumor
tissue compared to normal tissue. If the spot looks
green, higher expression of that gene in normal tissue
compared to tumor tissue has been detected. If the
gene is equally expressed in tumor versus normal tis-
sue, the combination of the two fluorophores will pro-
duce a yellow color.

Image Analysis and Data Processing

Microarrays assess gene activities indirectly by measur-
ing the fluorescence intensities of labeled target cDNA
hybridized to cDNA or oligonucleotide probes on the
array. There are different detection methods based
on light emission (fluorescence), such as confocal
laser scanning used by the scanners produced by Affy-
metrix, Agilent, Axon, HP, or CCD Imaging (Axon,
Applied Precision). Other methods for detection of
gene expression on microarrays include electrochemi-
cally based detection (Motorola) or radiolabeling
(Molecular Devices, Hitachi). Most commonly, micro-
array scanners use laser light for excitation and match-
ing filters and photomultiplier tubes for detection.
During scanning, excitation light from the laser source
hits the spots on the microarray. Fluorescent probes
on the array emit Stokes-shifted light in response to
the excitation light, and the emission light is collected
by the photomultiplier tube. Scanning plays a pivotal
role in the DNA microarray processing workflow and
can profoundly affect the quality and reliability of
microarray data. Typical sources of error from a micro-
array scanner include (i) noise in the background
light, (ii) nonuniformity of the scan field, (iii) varia-
tions in laser brightness and detector gain, and (iv)

spectral cross-talk between dye channels. Scanning of
the hybridized microarray leads to an intensity picture
displaying bright and dark spots (Fig. 7.8, right side).
While high resolution scanning (5 mm–10 mm) is the
standard, some scanners are capable of scanning with
2 or 3 mm resolution. Using image analysis programs,
the raw fluorescence intensity signals are transformed
into numerical values for gene expression. This can
involve several procedures to ensure the reliability of
data. For example, spots which show defects due to
printing errors, scratches, and the influence of dust
particles should be excluded. Additionally, spot inten-
sities might have to be corrected for any background
fluorescence due to nonspecific hybridization. Finally,
the obtained measures for gene expression can be ana-
lyzed with bioinformatic and statistical methods.

MICROARRAYS: BIOINFORMATIC

ANALYSIS

Finding meaningful structures and information in an
ocean of numerical values obtained in microarray
experiments is a formidable task and demands various
approaches of data processing and analysis. In fact,
microarray data analysis poses major challenges due to
the sheer enormous lots of data produced. Although
the type of data analysis naturally depends on the
research questions posed, common steps in the analysis
include (i) data preprocessing and normalization, (ii)
detection of genes with significant fold changes, (iii)
clustering and classification of expression profiles, and
(iv) functional profiling (Figure 7.9) [19]. These steps
are only partially separated. For example, the choice of
preprocessing and normalization procedures can have
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Figure 7.8 Two-color microarray experiment.
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considerable impact on the results of clustering and
classification. Also, the analysis methods to use might
depend on the choice of microarray technology. Here
we focus the data analysis for two-color spotted microar-
ray. Other microarray platforms might require different
bioinformatic approaches, especially for data-prepro-
cessing and normalization.

Preprocessing, Visualization, and
Normalization

Preprocessing

A first preprocessing step for two-channel microarray
data is commonly the logarithmic transformation of
signal ratios, which offers several advantages. First, fold
changes of the same order of magnitude become sym-
metrical around zero for upregulaton and downregula-
tion. For example, using log2 transformation, a
positive or negative fold change of two is displayed as
1 or –1, respectively. Second, the spot intensities are
usually more equally distributed along the scale, which
enables an easier detection of intensity bias or satura-
tion effects (Figure 7.10). Third, the variance of inten-
sities is more homogenous with respect to a log
intensity scale compared to a linear one. A homoge-
nous variance is often required for statistical tests.

Data Visualization

Plot representations are simple but very helpful tools to
detect artifacts or other trends in microarray data. The
most basic plots present the two channel intensities versus
each other on linear or log scales (Figure 7.10A and
Figure 7.10B). More recently, MA-plots have become a
popular tool for displaying the logged intensity ratio (M)
versus the mean logged intensities (A). Although MA-
plots basically are only a 45o rotation with a subsequent
scaling, they reveal intensity-dependent patterns more
clearly than the original plot (Figure 7.10C) [20].

Normalization

Raw microarray data are often compromised by system-
atic errors, such as differences in detection efficiencies,
dye labeling, and fluorescence yields. Such signals are

corrected by normalization procedures [21]. Although
normalization is only an intermediate step in the analy-
sis, it considerably influences the final results. Depend-
ing on the experimental design and microarray
techniques applied, two main normalization schemes
are used: (i) between-slide normalization (to compare
signal intensities between different microarrays),
and (ii) within-slide normalization (for adjustment
of signals of a single microarray). While between-
slide normalization is commonly used for one-color
chip technology, within-slide normalization is applied
mainly to two-color arrays for balancing both channels.
An approach referred to as simple global normalization
(a within-slide procedure) assumes that the majority of
assayed genes are not differentially expressed and that
the total amount of transcripts remains constant.
Therefore, the ratios can be linearly scaled to the same
constant median value in both channels. Alternatively,
a set of so-called housekeeping genes can be selected,
which are thought to be equally expressed in both sam-
ples. The median of these genes can then be taken to
adjust the intensity in both channels by a linear trans-
formation, so that the intensity medians of the
housekeeping genes are the same. If a dye bias is sus-
pected, the use of an intensity-dependent normaliza-
tion procedure might be justified. A widespread
method is to locally regress the logged signal ratios M
with respect to the logged intensities A and to subtract
the regressed ratios from the raw ratios. The derived
residuals of the regression provide the normalized fold
changes (Figure 7.10C). Additional normalization pro-
cedures are required, if measured spot intensity ratios
show a spatial bias across the array.

Detection of Differential Gene Expression

The standard task in microarray data analysis is the
detection of gene expression changes. In early micro-
array studies, a fixed threshold for fold changes (such
as two-fold) was arbitrarily defined to identify differen-
tially expressed genes. However, the setting of fixed
thresholds may yield a large number of false positives.
Since the measured intensity signals usually are noisy,
genes may show differential expression purely due to
random signal fluctuations. Particularly, signals related
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Figure 7.9 Principal steps of a microarray experiment [19]. Reproduced with permission by Elsevier.
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to weakly expressed genes are affected by high back-
ground noise and therefore require selection based
on a larger threshold than strongly expressed genes.
To distinguish more stringently noise from meaningful
changes in gene expression, statistical tests are nowa-
days commonly used. Such tests assess the statistical
significance of changes based on a set of assumptions
about the distribution of the random errors. These
errors are not correlated with any experimental vari-
able and unlike systematic errors cannot be corrected
by normalization. Random errors also set a limit of
detectable changes of gene expression in microarray
experiments. To estimate the random errors, experi-
mental replicates are essential. After the random error
is estimated, statistical significance can be assigned to
changes in gene expression in the framework of a sta-
tistical test. Replication of microarray analysis provides

also a valuable index of the overall quality of the exper-
iment. Ideally, the goal is a high degree of consistency
between different replicates. For subsequent visualiza-
tion of the results of statistical tests, so-called volcano
plots have become a popular mean. They offer the
advantage of displaying both significance and fold
changes observed (Figure 7.11).

Statistical testing is based on the assessment of the
validity of explicitly formulated hypotheses. In general,
a null hypothesis H0 (for instance, that a gene is not
differentially expressed) and a contradictory alterna-
tive hypothesis Ha (for instance, that a gene is differen-
tially expressed) is set up. The alternative hypothesis is
supported if there is evidence against the null hypoth-
esis. The steps in hypothesis testing are as follows: (i)
setting up H0 and Ha, (ii) use of a test statistic to com-
pare the observed values with the values predicted by

Figure 7.10 Plot representations for signal intensities of a two-color array comparing colorectal cancer cell linesderived
fromprimary carcinoma (SW480; labeled byCy3) and fromametastasis (SW620; labeledbyCy5) [20].The spot intensities in
both fluorescencechannels are shownusing linear (A) and log2-scale (B).Theuseof log2-scale revealsnonlinearbehavior, reflecting
a dyebias towardCy3 for low-intensity spots. TheMA-plot presents this dye bias evenmore clearly andalso a saturation effect in the
Cy5 channel for large intensities. (C) To correct the dye bias, one can perform a local regression (red line) of M (D). The obtained
residuals of the local regression, i.e., normalized logged fold changes, are well balanced around zero in MA-plot.
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H0, and (iii) definition of a region for the test statistic
for which H0 is rejected in favor of Ha. The level of sig-
nificance of a test is the probability that the test statis-
tic falls in the rejection region, if H0 is true. The
incorrect rejection of H0 is called a type I error (in
contrast to type II errors where H0 is not rejected
although it is false). The probability p that H0 is true
given the observed test statistic is called the p-value of
the test.

A variety of statistical tests has been proposed for
the identification of changes in gene expression. A
classical test for comparing the mean gene expression
values in two biological samples is the Student’s t-test.
Note that this test assumes the independence and nor-
mality of the expression values. The null hypothesis is
that the mean value of both samples is equal. Depend-
ing on the alternative hypothesis, two types of t-tests
exist. For one-tailed t-tests, the alternative hypothesis
includes the sign of the differences, whereas for the
two-tailed test, positive and negative differences are
treated equally. Alternatively, permutation tests are
used that do not assume any particular data distribu-
tion. Permutation tests rely solely on the observed data
examples and can be applied with a variety of test sta-
tistics. The basic idea of a permutation test is simple.
Given labeled data, all permutations of the labels
should be equally likely. Evaluating a chosen test statis-
tic for all permutations, an empirical distribution of
the test statistic can be derived. The percentage of ran-
dom permutations that score higher than the actual

observed case gives the significance level. However, a
major restriction is that permutation tests can be com-
putationally very intensive.

It is the nature of a microarray experiment that gen-
erally thousands of genes, if not the transcriptome as a
whole, are tested for differential expression. If multi-
ple tests are performed in parallel, the level of signifi-
cance for the whole set of tests does not equal the
level of significance for the single tests. For example,
the probability P of rejecting a true null hypothesis in
at least one of 1,000 simultaneous tests with a signifi-
cance level of 0.001 is 63%. Therefore, an adjustment
of the overall significance level and the p-values is nec-
essary. A popular approach to circumvent the prob-
lematic interpretation of p-values in multiple testing
is the calculation of the false discovery rate (FDR),
which is defined as the proportion of false positives
among significantly regulated genes. For instance, a
FDR of 0.2 indicates that 20% of significant genes are
likely to be false positives.

Classification

In its widest definition, classification is the assignment
of a set of objects to a set of classes. In microarray data
analysis, classification is commonly used to assign RNA
specimens to different classes, for instance, those that
distinguish types of tumors. Classification can be per-
formed in an unsupervised and supervised manner. If
class labels are not known in advance, the process is
called unsupervised. If class labels exist, the process
of classification is called supervised. However, note
that in the context of microarray data analysis, the
term classification usually refers to supervised classifi-
cation, whereas unsupervised classification is generally
referred to as clustering. The aim of supervised classifi-
cation methods is to correctly assign new examples
based on a set of examples of known classes. Thus, a
classifier should generalize from known class examples
to new unclassified examples. In microarray data anal-
ysis, the objects are provided as gene expression pro-
files and the classifiers have to identify decision
boundaries between classes based on these given pro-
files (Figure 7.12). To achieve this goal, classifiers are
optimized in a so-called (supervised) learning or train-
ing phase. After the optimization, the accuracy of the
classifier can be tested using new examples of known
class origin.

Challenges

Classification of tissue samples based on microarray
experiments faces several major challenges. First, micro-
array data can contain a high level of noise. Experimen-
tal procedures such as tissue handling, RNA extraction,
labeling, amplification, and hybridization can introduce
additional variability in the measured expression levels.
Furthermore, oligonucleotide and cDNA probes may
not be specific to one gene, and several different genes
may hybridize to the same probes (cross-hybridization).
Second, in the typical microarray experiment thousands
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Figure 7.11 The volcano plot is a graph that shows both
fold changes and statistical significance of recovered
genes. The graph displays negative log10–transformed
p-values against the log2-fold changes (M). Volcano plots can
be used for the selection of significant genes with a minimal
required fold change. Data taken from the experiment
described in Figure 7.10 [20]. Genes (displayed in blue
and red) having statistically significant differential expression
(p < 0.01) lie above a horizontal line. Genes (displayed in
green and red) with larger fold changes than 1.6 lie outside a
pair of vertical lines. Genes which fulfill both criteria are
highlighted in red.
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of genes are monitored, while the number of RNA sam-
ples examined is usually restricted to hundreds or less.
It is well known that classifiers generally perform poorly
when the number of examples is small compared to the
number of genes used for classification. Third, tissue
samples are frequently heterogeneous in their compo-
sition. Thus, different cell types are represented in a
single tissue sample used for RNA extraction. This het-
erogeneity can cloud the separation of the classes of
interest, such as the distinction of cancer and normal
tissue.

Gene Selection

Generally, large numbers of genes without changes in
mRNA abundance introduce noise and may yield a
poor classification performance. Gene selection aims
at improving classification by excluding noninforma-
tive genes and thereby reducing the number of genes
for the classifier. Genes are excluded, if they only
weakly contribute to the classification or not at all.
Gene selection can be incorporated in a classification
system in two different ways. First, gene selection and
classification can be treated separately from the classi-
fication model. Genes are selected with respect to pre-
defined criteria such as Pearson correlation or the
significance in the Student’s t-test. This approach often
has the advantage of being computationally inexpen-
sive and easy to process. However, the selected genes
are frequently highly correlated to each other and
are likely to be redundant. Alternatively, the selection

of genes is determined by the classification methods
themselves in an iterative manner. This constitutes an
integrated approach since an optimal set of features
depends on the choice of the classifier.

Classification Methods

Numerous methods for classification have been
applied to microarray data. One of the most basic
methods is the k-nearest neighbor method (with k
as a positive integer). The classification rule is sim-
ple: A new example is assigned to the class most com-
mon among its k-nearest neighbors. The distances of
the examples are calculated based on their similarity
in the expression profiles. For instance, if k is 1, then
the example is simply assigned to the class of its near-
est neighbor. Other currently popular classifiers are
support vector machines based on statistical learning
theory and belonging to the class of kernel-based
methods. The basic concept of support vector
machines is the transformation of input vectors into
a highly dimensional feature space, where a linear
separation may be possible between the positive and
negative class members. In this feature space the sup-
port vector learning algorithm maximizes the margin
between positive and negative class members of the
training set in order to achieve a good generalization.

Cross-Validation

Biological samples included in microarray analysis
generally constitute only a small fraction of a larger
sample cohort of interest. However, if a classifier is
optimized based on a small number of examples, it
will frequently show decreased performance on new
data, a phenomenon usually called overfitting. An
approach to prevent overfitting is k-fold cross-valida-
tion. It splits the data into k segments of which
k – 1 segments are used for the training and one seg-
ment for the testing of the classifier. This is repeated
k times, so that every segment is used for testing. The
classification error in the validation procedure is
then the sum over the error in the k tests. This
approach has the advantage that a large part of the
data can be retained for the training of the classifier,
while the validation error is evaluated using all data
examples equally. In the extreme case that k equals
the number of data objects, the cross-validation is
also referred to as the leave-one-out or jackknife
method. If different models are compared by cross-
validation, the model yielding the lowest validation
error is generally selected.

Visualization

Data visualization is also an important component in
the assessment of class distributions. It provides a global
picture of the separation of samples and helps to iden-
tify potential outliers. However, a major challenge is
the accurate representation of high-dimensional micro-
array data, where samples are defined by the expression
values of thousands of genes. In contrast, data plots
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Figure 7.12 Extrapolation in classification: A classifier is
trained on the sample from classes 1 and 2 based on the
expression values of the two genes X and Y. The dashed
line represents the border line derived by the classifier
between the classes. Thus, new examples (represented by
the dashed line) will be classified according to their gene
expression values for X and Y. Thus, example A will be
assigned to class 1, whereas example B will be assigned to
class 2. The classification of C remains problematic, since it is
located close to the border line and different to previously
seen examples. Further tests would be advisable in this case.
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are restricted to two or three dimensions. A standard
method for representing high-dimensional microarray
data is based on principal component analysis (PCA).
The goal of this method is to find an optimal linear pro-
jection to a lower dimensional space. Practically, PCA
leads a projection from the original gene expression
values to an orthogonal basis of principal components.
The principal components give the directions of the
maximal variance in the data (Figure 7.13).

Cluster Analysis

Clustering, or unsupervised classification, has been
studied for many decades in pattern recognition and
related fields. Clustering methods generally aim at
identifying subsets (clusters) in data sets based on the
similarity between single objects. Similar objects are
assigned to the same cluster, while dissimilar objects
are assigned to different clusters. Cluster analysis,
which can be understood as exploratory data analysis,
is applied to search for patterns that may reveal
relationships between individual examples. Frequently,
the data structures detected by cluster analysis can give
first insights into the underlying data-producing
mechanisms. It is especially useful if prior knowledge
is little or nonexistent since it requires minimal prior
assumptions. This feature has made clustering a widely
applied tool in microarray data analysis. One of the
main purposes of clustering is to infer the function
of novel genes by grouping them with genes of well-
known functionality. This method is based on the
observation that genes with similar expression patterns

(co-expressed genes) are often functionally related
and are controlled by the same regulatory mechanisms
(co-regulated genes). Therefore, expression clusters
are frequently enriched by genes of certain related
functions. If a novel gene of unknown function falls
into such a cluster associated with a certain biological
function, it seems likely that this gene also plays a role
in the same process. This guilt-by-association principle
enables assigning possible functions to a large number
of genes by clustering of co-expressed genes [22].

Clustering methods can be divided into hierarchical
and partitional clustering. Hierarchical clustering cre-
ates a set of nested partitions, so that partitions on a
higher hierarchical level comprise partitions on lower
levels. The sequential partitioning is conventionally
presented as a dendrogram. A dendrogram displays
the clusters in a tree structure. The length of the
branches represents the similarity between clusters.
The shorter the branches, the more similar the clus-
ters are. Usually, hierarchical clustering is performed
in a stepwise agglomerative manner, starting with the
single objects as singular clusters and gradually merg-
ing the clusters until all objects belong to a single clus-
ter. To decide which clusters to merge, one calculates
their similarity at every step of the clustering proce-
dure. Clusters which show the largest similarity are sub-
sequently joined. In microarray data analysis, both
genes analyzed and biological samples can be hier-
archically clustered. If these tasks are performed simul-
taneously, the procedure is also referred to as two-way
clustering. As an alternative approach, partitional
clustering splits the data in several separate clusters
without the definition of a cluster hierarchy. It is com-
monly used to detect temporal gene expression pat-
terns in time-series experiments. The most popular
method for partitional clustering is k-means clustering.
It starts with k randomly initiated cluster centers and
splits the data in k partitions with a given integer k based
on the distance to the nearest cluster center. By
repeated recalculation of the cluster centers and parti-
tioning of the objects, this method aims to iteratively
minimize the within-cluster variation.

Before a cluster analysis is performed, it is important
to standardize the expression values, as co-expressed
genes frequently show similar changes in expression
but may differ in the overall expression rate. Therefore,
the expression values of genes are usually adjusted to
have a mean value of zero and a standard deviation of
one. This ensures that genes with similar changes in
expression have similar standardized expression values
and thus will tend to cluster together.

A crucial question is how many clusters can be
retrieved from microarray data. This is generally diffi-
cult to answer for gene expression data as the detected
clusters frequently are inhomogeneous and may show
substructures, which can be interpreted as clusters
themselves. While hierarchical clustering is able to
indicate the different levels of clustering in the result-
ing dendrogram, partitional clustering algorithms
lack the ability to indicate substructures in clusters. It
is also important to note that common clustering
methods always produce clusters due to the underlying
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Figure 7.13 Principal component analysis of leukemia
samples based on 100 genes that have the largest
squared Pearson correlation with the two classes of
leukemia, ALL and AML [35]. The first two principal
components include 63.3% of the total variance of the data.
Most ALL and AML samples can be separated based on the
first two principal components. However, note that the AML
outlier makes a perfect separation difficult [20]. From: Science
1999; 286: 531–537. Reprinted with permission from AAAS.
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algorithms. To critically assess reliability of the clusters
that result from this analysis, several measures for clus-
ter validity have been introduced. Many of them assess
the quality of clusters based on criteria such as com-
pactness and isolation. Alternatively, clusters that
emerge from a given analysis can be examined based
on their robustness relative to the noise in the data
set. For this approach, one would artificially add noise
to the data before clustering and compare the newly
identified clusters with the original ones. Clusters that
remain the same despite added noise are likely to be
more reliable than clusters which vanish in the pres-
ence of noise.

Functional Profiling and Other Enrichment
Analyses

Frequently, large numbers of differentially expressed
genes are detected in microarray experiments, making
the overall interpretation of the results difficult. If fur-
ther research is not focused on a few candidate genes,
a helpful tool for understanding the complexity of the
data set is functional profiling. This approach aims at
identifying biologically informative classes of genes
that are likely to be affected in the experiment. The
underlying framework is given by Gene Ontology
(GO), a popular database providing gene annotations
in a systematic manner for various species [23]. In
GO, genes are assigned to a defined set of categories
describing molecular functions, biological processes,
and cellular compartments. The categories themselves
are placed in a tree-like structure with parent-child
relationships. Categories at low levels are fairly general
(for instance, those related to cell death) in contrast to

more specific categories at higher levels (such as those
that function in the regulation of caspases). Since GO
is computer-accessible, the assignment of annotations
to a list of genes has become much easier and rapid.
After automatic gene annotation, functional profiling
is performed by determining which GO category is
represented more frequently than expected in the list
of differentially expressed genes. Collecting involved
GO categories provides a more holistic picture than
the inspection of individual genes. Nowadays, numer-
ous software tools are available for functional profiling
of microarray experiments. Besides the list of differen-
tially expressed genes, the list of genes represented on
the microarray is a necessary prerequisite for the anal-
ysis. Comparing the functional composition of both
lists, one can calculate the statistical significance for
enrichment of differentially expressed genes in a
biological process. The user typically obtains a list of
significantly enriched GO categories associated with a
particular experimental condition or disease state.
However, there are important caveats with respect to
using GO. Results can vary considerably when using
different software tools. In addition, while there is a
considerable number of manually curated gene anno-
tations in GO, the majority of human genes have been
annotated solely by computational means [24].

The concept of functional profiling to examine
enrichment of genes belonging to defined functional
categories can be applied in a general way. Another
example of enrichment analysis is the examination of
the chromosomal location of differentially expressed
genes. This strategy yields a first indication for poten-
tial underlying changes in the chromosomal structure,
such as copy number alterations or deletions, integrat-
ing transcriptomics and genomics (Figure 7.14).
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Figure 7.14 Chromosomal localization of genes exhibiting differential expression. The statistical significance for local
enrichment of upregulated genes in a metastatic colorectal cancer cell line compared to a primary carcinoma line (SW480) is
shown. To detect possible changes in the chromosomal structure of the two related cell lines, researchers mapped
differentially expressed genes to their corresponding chromosomal loci. Subsequent enrichment analysis using a sliding
window technique indicated several potential chromosomal alterations.
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Microarray Databases

Microarray experiments produce massive quantities of
gene expression data. Therefore, it has become good
practice to deposit generated microarray data in pub-
licly accessible databases. This practice is typically
requested by journal editors prior to publication of the
data. This allows independent researchers not only to
scrutinize data obtained by others for their own inter-
ests, but also to validate the original analyses. In fact,
the practice of sharing microarray data has allowed the
community of bioinformaticians and statisticians to
develop new methods and compare them with existing
ones based on publicly accessible data sets. Such com-
parisons have been extremely valuable, since results
from microarray experiments rely not only on the raw
data, but to a substantial part on the applied computa-
tionalmethods. However, the interpretation ofmicroar-
ray experiments requires a common forum providing
various types of information on the examined samples
and experimental conditions, arrayed genes, microar-
ray platforms, and applied computational approaches.
Therefore, standards for publishing microarray data
have been established. The most important one is the
Minimum Information About a Microarray Experiment
(MIAME) standard [25]. This standard requires deposi-
tion of raw microarray data, normalized data, sample
annotation, experimental design, description of the
microarray, and experimental conditions. Additionally,
the development of large central microarray databases
has facilitated data sharing. One of the first repositories
was the Stanford Microarray Database (http://genome-
www5.stanford.edu/), including a large collection of
two-color array experiments. Currently, the two major
public microarray databases are Gene Expression
Omnibus provided by the National Center for Biotech-
nology Information (http://www.ncbi.nlm.nih.gov/
geo/) and Array Express (http://www.ebi.ac.uk/micro
array-as/ae/) provided by the European Bioinformatics
Institute. Both databases follow the MIAME standard
and provide several options to users for depositing their
own microarray data and for accessing information
from others.

MICROARRAYS: APPLICATIONS IN BASIC

RESEARCH AND TRANSLATIONAL

MEDICINE

An Early Example for Microarray-Based Gene
Expression Profiling Aimed at Understanding
Metabolism

Ten years ago, microarray analysis was still in its infancy.
Most bioinformatic tools available today had not been
developed. Here we present one of the early applica-
tions of microarray technology published in 1997 by
Pat Brown’s group at Stanford University [26] as a para-
digmatic example. The Brown group used a microarray
representing 6,600 yeast genes to study a process known
as diauxic shift. In glucose-rich medium, yeast cells gen-
erate energy by fermentation and convert the substrate

glucose to acetaldehyde, which is then reduced to etha-
nol by alcohol dehydrogenase. When glucose is con-
sumed, cells switch from fermentation to respiration
and utilize the produced ethanol as a carbon source
to generate glycogen. To study gene activity during this
process, the researchers labeled cDNA obtained from
cells before reaching exponential growth phase with
the red fluorescent dye Cy3 as a reference. RNA was
prepared at several time points during growth phase
and substrate shift, reverse transcribed into cDNA, and
labeled with the green fluorescent dye Cy5. Then the
Cy5-labeled cDNA (RNA) targets and the Cy3-labeled
reference were hybridized to the arrays, and the relative
intensities of Cy3 versus Cy5 were measured for each
time point. With increasing yeast cell growth indicated
by enhancement of the optical density of the cultures,
the number of differentially expressed genes increased,
as did the level of differential expression indicated by
the intensity of red and green staining (Figure 7.15).
While in sparse culture, only 0.3% of the genes were
altered and the maximal difference in expression was
2.7-fold, 30% of the genes were altered at the final time
point of the experiment. More than 300 genes exhib-
ited a differential expression of more than 4-fold. This
experiment confirmed that alterations of expression
can be efficiently determined in a time-resolved manner
by microarray analysis. It also suggested that besides the
genes, whose biochemical function was well known
already, a number of genes that had not been character-
ized, approximately 400 at the time of the analysis,
could potentially play a role in the diauxic shift, growth
control, and energy generation. In summary, these can-
didate genes were placed into a potential functional
framework. This became one of the major goals of
microarray experiments in subsequent microarray stud-
ies, not only in yeast but also in mammalian systems
including human cells and tissues.

In the yeast microarray experiment, the Stanford
researchers went one step further and asked the ques-
tion, if co-expressed genes are regulated in a similar
fashion. Several distinct gene clusters comprising ele-
ments that exhibit the same expression pattern of
upregulation or downregulation over time were identi-
fied. When the gene promoters of the co-expressed
genes were analyzed, common regulatory sequences
were recovered. For example, all but one gene (IDp2)
contained a regulatory element named CSRE—carbon
source responsive element (Figure 7.16). The CSRE is
required to activate transcription of the genes involved
in gluconeogenesis and the glyoxylate cycle in yeast.
And indeed, all of the genes found in this cluster play
a role in the glyoxylate cycle (MLS1, IDP2, ICL1), in
the conversion of acetate to acetyl-CoA (ACR1), and
in the production of fructose-6-phosphate (FBP1). In
summary, the basic conclusions from the yeast experi-
ment were (i) similar function is associated with co-
regulation, (ii) co-regulation provides a way to define
novel functional modules, (iii) co-regulation provides
a way to define potential functions for unknown genes,
(iv) co-regulation is based on similar transcriptional
regulatory factors, and (v) co-regulation is a basis for
the identification of regulatory mechanisms.
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Elucidating the Transcriptional Basis of the
Serum Response in Human Cells

Diploid human fibroblasts, like most other cell cul-
tures, require the presence of serum growth factors
in their culture medium. Routinely, these factors are
supplied by adding fetal calf serum to the culture
medium. Cultured cells can be made quiescent by

serum deprivation. When fetal calf serum is added to
such cells, they quickly resume cell cycle progression
and proliferation. This cellular reaction is called the
serum response, which was chosen as another early
example to demonstrate the power of microarray anal-
ysis [27]. This time the Stanford researchers obtained
RNA from serum-starved cultures and prepared target
cDNA labeled with Cy3. RNA from all other time

Figure 7.15 Gene expression changes associated with increased culture density over time [26]. In each of the arrays
used to analyze gene expression during the diauxic shift, red spots represent genes that were induced relative to the initial
time point, and green spots represent genes that were repressed. Note that distinct sets of genes are induced and
repressed in the different experiments. Cell density as measured by optical density (OD) at 600 nm was used to monitor
the growth of the culture. From: Science 1997; 278: 680–686. Reproduced with permission by AAAS.
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points following serum stimulation was used to pre-
pare Cy5-labeled targets. In two-color microarray
experiments, the targets were hybridized to a human
cDNA array representing 8,600 human sequences.
About 4,000 of them were known human genes,
2,000 sequences were related to these annotated
genes, while the remaining genes were ESTs without
known function. Figure 7.17 shows a subset of genes
(n ¼ 517) whose expression changed up to 8-fold dur-
ing serum stimulation.

The transcriptional response toward serum stimula-
tion is very rapid; the earliest changes can be observed
as early as after 15 minutes. The genes can be divided
into several clusters, which exhibit a common regulatory
scheme. Some clusters show a characteristic pattern of
upregulation followed by downregulation (cluster C)
or the reverse pattern (clusters E and B). Based on cur-
rent knowledge in molecular cell biology and data
mining for gene functions, the Stanford researchers
performed a functional gene clustering. This analysis
was done at a time before the Gene Ontology became
available. One functional cluster of co-regulated genes
comprised transcription factors including the ones
known to be involved in the immediate early gene
response, permitting rapid responses without the need
for protein synthesis. Another cluster included phos-
phatases. Their functional relevance was not known at
the time of the analysis. Today it is well established that
the phosphatases limit signaling kinase activity, which
is rapidly stimulated upon growth stimulation, by nega-
tive feedback. Not surprisingly, the researchers recov-
ered genes encoding cell cycle regulatory proteins.
Inhibitory genes were quickly downregulated, paving
the way for re-entry of the serum-starved cells into the
cell cycle. With a short delay, cell cycle stimulatory genes
were upregulated, among them cyclin D1 and DNA
topoisomerase, which is required for chromosome seg-
regation at mitosis. A more surprising feature of the

analysis was the appearance of genes with known func-
tions in wound healing. This referred not only to genes
whose products function intracellularly, but also to
genes whose products play a role in remodeling clot
structure and the extracellular matrix, as well as in inter-
cellular signaling. While previous studies had aimed
at elucidating intracellular events in wound healing,
gene expression profiling of the serum response indi-
cated the relevance of extracellular events during the
first 24 hours in this process.

Microarray Applications in Cancer
Pathogenesis and Diagnosis

A recent PubMed search revealed that the majority of
microarray and gene expression profiling studies in
medicine are devoted to some aspect of cancer. Cancer
studies far outnumber similar studies in cardiovascular
diseases, neurodegenerative diseases, infection, inflam-
mation, and other diseases (Table 7.1). Therefore, we
have chosen some prominent applications of microar-
rays in the field of cancer as paradigms to demonstrate
the power of transcriptome analysis.

The current themes of transcriptomics in cancer
analysis are related to the mechanisms of pathogenesis,
cancer classification, and outcome prediction. To eluci-
date the mechanisms of tumorigenesis and metastasis,
particularly to study the complexity of the underlying
processes, researchers frequently use microarrays. Can-
cer classification based on microarray studies aims at
identifying characteristics beyond anatomical site and
histopathology. Outcome prediction tries to overcome
the limitations of current diagnostic procedures by
establishing gene-based criteria to indicate and predict
tumor prognosis and therapy response, even for indi-
vidual cancer patients. Basically, there are three types
of microarray-based approaches: (i) class comparison,

Figure 7.16 Analysis of regulatorymoduleswithin the promotersof co-regulatedgenes associatedwith the diauxic shift
[26]. (A) Growth curve of yeast cells shown as increasing optical density (black line) upon glucose consumption (red line).
(B) Induction of a group of genes carrying a carbon source element (CSRE) within their promoters. The decreasing glucose level
(red line) allows determination of a threshold for the onset of gene expression (grey and black lines) mediated by the CSRE.
From: Science 1997; 278: 680–686. Reproduced with permission by AAAS.
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Figure 7.17 Hierarchical clustering of genes induced or repressed during serum response in human fibroblasts [27]. Ten
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(ii) class discovery, and (iii) class prediction. Using class
comparison, one tries to compare the expression pro-
files of two (or more) predefined classes. For example,
two tissue samples, normal versus malignant cells or tis-
sues, different developmental stages, or cells treated with
drugs under different conditions. Using class discovery,
one tries to identify novel subtypes within an apparently
homogenous population. In this case, microarray analy-
sis is used to identify features that cannot be distin-
guished by other available tools. The starting point
usually is a homogenous group of specimens, in which a
concealed proportion behaves aberrantly or exhibits
invisible or unknown features. The problem of cancer
treatment falls into this category, since patients who are
stratified into treatment groups according to standard
histopathological criteria often respond differently to
therapy. We will see that microarray studies can help to
successfully address this urgent clinical problem. Class
prediction means to find a set of features that are predic-
tive for a certain, predefined class. This is perhaps the
most sophisticated type of microarray application. It is
usually based on class discovery, but now the characteriza-
tion of a novel class is intended. Rather, the idea is to
establish a classifier. A classifier is a set of features, like
genes, proteins, micro-RNAs that are surrogate markers
for a certain class. This is the common approach to iden-
tify predictive gene sets or gene signatures that can pre-
dict clinical outcome or therapy response.

Identification of Hidden Subtypes Within
Apparently Homogenous Cancers

The group of T. Sorlie identified 456 genes out of
8,000 genes on a microarray that discriminated
between tumor subclasses in a cohort of 65 tumors
from 42 breast cancer patients [28]. Gene expression
patterns of breast carcinomas helped to distinguish

tumor subclasses with clinical implications. Using
hierarchical clustering, the researchers distinguished
five distinct tumor groups characterized by their gene
expression pattern: the basal epithelial cancer type,
the luminal epithelial cancer types A–C, a group dis-
playing expression of the breast cancer oncogene
ERBB2 (HER2), and a group without any known fea-
ture. There was yet another group showing features
of normal breast epithelial cells (Figure 7.18). In the
next step of the analysis, the researchers addressed
the question as to whether these different groups are
characterized by distinct clinical parameters. There-
fore, they compared the groups by certain statistical
methods, among others by univariate statistical analy-
sis, for either overall survival or relapse-free survival
monitored for up to 4 years (Figure 7.19). The patient
groups that were ERBB2-positive or were characterized
as basal epithelial breast tumors had the shortest sur-
vival times. While this information was not new for
the ERBB2-positive tumors, the basal epithelial breast
cancers belong to a novel group with an obviously
bad prognosis. One characteristic of this tumor type
is the high frequency of TP53 mutations. The tumor
suppressor gene TP53, well known as the guardian of
the genome, is lost or mutated in more than 50% of
all advanced human cancers, and might be responsible
for the bad prognosis. There was also a difference in
clinical outcome between the luminal-type breast can-
cers. Most strikingly, luminal A tumors exhibited a very
good outcome at least within 4 years, while luminal B
or luminal C tumors were intermediate. In conclusion,
this study opened the door to further screen many
tumors for gene signatures indicative of the clinical
performance of breast cancer patients. With respect
to cancer treatment, the most important issue is
to find gene sets predictive for the susceptibility or
resistance to therapy, particularly to chemotherapy,
and to clinical outcome in the absence of other

Table 7.1 Number of Published Microarray and Gene Expression Profiling Applications in
Research. Results of a PubMed Search Dated July 13, 2008, Using Single Keywords and
Combinations of Two Keywords Without Limits to Publication Years.

2nd Keyword

1st Keyword None Gene Expression Profiling Microarray

None - 35,712 25,841
Pharmacology 4,244,442 8,358 5,668
Diseases 3,520,603 8,169 5,904
Cancer 2,172,278 11,513 8,657
Pathology 1,813,867 7,790 5,708
Cardiovascular diseases 1,460,061 1,149 616
Development 1,266,779 8,529 5,491
Immunology 1,094,163 3,021 2,078
Infection 892,647 1,665 1,254
Nutrition 404,775 528 371
Drug development 281,029 1,798 1,206
Inflammation 280,552 1,318 1,001
Neurodegenerative diseases 152,735 457 277
Toxicology 82,952 649 460
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conventional indicators. So far, questions related to
chemotherapy resistance and drug sensitivity have also
been addressed by microarray studies, but have not
been advanced to the clinical level.

Gene Expression Profiling Can Predict
Clinical Outcome of Breast Cancer

Breast cancer patients with the same stage of disease
exhibit markedly different treatment responses and
overall outcome. However, histopathological assessment

of these cancers does not have sufficient power to dis-
criminate which patients will perform well versus those
that will not. The strongest predictors for metastases
(such as lymph node status and histological grade) fail
to classify accurately breast tumors according to their
clinical behavior. None of the signatures of breast can-
cer gene expression reported to date allow for patient-
tailored therapy strategies. The study published by van’t
Veer et al. [29] in the Netherlands has pioneered gene
array-based breast cancer diagnostics. The study was
based on a well-characterized cohort of breast cancer
patients (n ¼ 117). This included 78 sporadic primary

genes group C

genes group D

genes group E

genes group F

genes group G

A

B

Figure 7.18 Differential breast cancer gene expression [28]. Gene expression patterns of 85 experimental samples (78
carcinomas, 3 benign tumors, 4 normal tissues) analyzed by hierarchical clustering using a set of 476 cDNA clones. (A)
Tumor specimens were divided into 6 subtypes based on their differences in gene expression: luminal subtype A, dark
blue; luminal subtype B, yellow; luminal subtype C, light blue; normal breast-like, green; basal-like, red; and ERBB2þ, pink.
(B) The full cluster diagram obtained after two-dimensional clustering of tumors and genes. The colored bars on the right
represent the characteristic gene groups named C to G and are shown enlarged in the right part of the graph: (C) ERBB2
amplification cluster, (D) novel unknown cluster, (E) basal epithelial cell-enriched cluster, (F) normal breast epithelial-like
cluster, (G) luminal epithelial gene cluster containing ER (estrogen receptor). From: Proc Natl Acad Sci USA 2001; 98:
10869–10874. Reproduced with permission from the National Academy of Sciences USA.
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invasive ductal and lobular breast carcinomas of less
than 5 cm in size. The tumor stages were T1 or T2,
nodal status N0 (without axilliary metastases), patient
age <55 years at diagnosis without a history of previous
malignancies. The patients received surgical treatment
followed by radiotherapy, but no adjuvant chemother-
apy (except for 5 patients). The follow-up period of
the patient cohort was 5 years. Tissue samples contained
more than 50% tumor cells by pathological inspection;
estrogen receptor (ER) and progesterone receptor
(PR) status were known. The cohort was supplemented
by 20 hereditary tumors carrying BRCA1/BRCA2 muta-
tions that were of similar histology to the sporadic can-
cers. Target RNA/cDNA was labeled and hybridized to
an oligonucleotide array representing more than
24,000 human sequences and more than 1,000 control
sequences. The reference target used in this system
was a pooled cRNA derived from an RNA mixture of
all patients. This means that gene expression of each
sample was determined relative to the pool of all sam-
ples. The hybridizations were performed in duplicate
and �5,000 genes appeared significantly regulated
more than 2-fold with a p-value of less than 0.01.

In the first step of bioinformatic analysis, expression
profiles of 98 cancer samples analyzed were clustered
hierarchically according to similarities among the

5,000 genes (Figure 7.20A and Figure 7.20B). This
revealed two distinct groups of tumors. In the upper
group, 34% had developed distant metastasis within
5 years, while in the lower group 70% exhibited meta-
static spread. There was also a clear association with
ER expression, which when lacking indicates a bad
prognosis. Therefore, ER-negative tumors that did
not express ER and also some of the known ER targets
were filtered out (Figure 7.20C). In addition, the sec-
ond group of tumors expressed a B-cell and T-cell
gene signature. The tumors were thus characterized
by a lymphocyte infiltration and clearly separated from
the ER-negative group (Figure 7.20D).

In a supervised classification procedure, the re-
searchers from the Netherlands used the gene expres-
sion profiles obtained from the sporadic tumors only.
In the first step of the classification procedure, the
�5,000 genes that were significantly regulated in more
than 3 of 78 tumors were selected from the 25,000
genes represented on the array. The correlation of
each gene expression profile with the clinical outcome
of patients was calculated, and 231 genes were found
to be significantly associated with disease progression.
In the second step, the 231 informative genes were
rank-ordered according to their correlation coeffi-
cient. In the third step, the number of genes in this
preliminary prognosis classifier was optimized by
cross-validation, particularly by the leave-one-out pro-
cedure. The final result was a signature of 70 genes,
which predict the clinical outcome—distant metastasis
within 5 years—with an accuracy of 83% (Figure 7.21).
This means that of 78 patients, 65 were assigned to the
right category, poor prognosis (Figure 7.21, cluster
below the yellow line) or good prognosis (above). Five
patients with poor prognosis and 8 patients with good
prognosis were misclassified. Van’t Veer et al. used an
independent set of 19 lymph-node negative breast
tumors (Figure 7.21C) to validate their classifier. This
time, 2 of 19 patients were assigned to the wrong
group. Thus, the classifier predictive of a short interval
to distant metastases (poor prognosis signature) in
patients without tumor cells in local lymph nodes at
diagnosis (lymph node negative patients) showed a
similar performance on this test set of tumors as com-
pared to the training set.

Today, three gene expression-based prognostic breast
cancer tests have been licensed for use. These are Mam-
maPrint (Agendia BV, Amsterdam, the Netherlands;
based on the work described above), Oncotype DX
(Genomic Health, Redwood City, California), and H/I
(AvariaDX, Carlsbad, California). However, a recent
comparative study showed that for all tests offered, the
relationship of predicted to observed risk in different
patient populations and their incremental contribution
over conventional predictors, optimal implementation,
and relevance to patients receiving current therapies
need further study [30]. A particular caveat on the cur-
rently available predictors was also provided in a paper
published in 2005 [31]. The authors re-evaluated data
from 8 different microarray-based studies with more
than 800 tumor samples. The results suggested that the
list of genes identified as predictors was highly unstable
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Figure 7.19 Survival analysis (Kaplan-Meier plot) of
patient groups distinguished according to gene
expression profiling [28]. The Y-axis shows the survival
probability for each individual group; the X-axis represents
the time scale according to patient follow-up data. All groups
identified by gene expression profiling are shown. Luminal
type A, dark blue; luminal type B, yellow; luminal type C, light
blue; normal type, green; ERBB2-like type, pink; and basal
type, red. Patients with ERBB2-like or basal type tumors had
the shortest survival times; luminal-type A patients had
the best prognosis. All others showed an intermediate
probability and were not clearly distinguishable. From: Proc
Natl Acad Sci USA 2001; 98: 10869–10874. Reproduced
with permission from the National Academy of Sciences USA.
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Figure 7.20 Microarray-based prediction of breast cancer prognosis [29]. Two-dimensional clustering of 98 tumor
samples based on approx. 5,000 significantly regulated genes. (A) Clustering, (B) molecular characteristics of tumors,
BRCA1 mutation and estrogen receptor status (ER), grade, lymphocyte infiltration, blood vessel count, and distant
metastases occurring within 5 years following diagnosis. The group above the yellow line is defined as the good prognosis
group (34% of patients developed distant metastasis), the group below as the bad prognosis group (70%). (C) Expression
pattern of subgroup associated with estrogen receptor expression, (D) subgroup exhibiting lymphocytic infiltration. Reprinted
by permission from MacMillan Publishers Ltd: Nature 2002.
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Figure 7.21 Identification of the prognostic breast cancer gene set using a supervised approach [29]. The 231
genes identified as being most significantly correlated to disease outcome were used to recluster, as described in the
text. Each row represents a tumor and each column a gene. The genes are ordered according to their correlation
coefficient with the two prognostic groups. The tumors are ordered according to their correlation to the average profile of
the good prognosis group. The solid line marks the prognostic classifier showing optimal accuracy; the dashed line marks
the classifier showing optimized sensitivity. Patients above the dashed line have a good prognosis signature, while
patients below the dashed line have a poor prognosis signature. The metastasis status for each patient is shown on the
right. White bars indicate patients who developed distant metastases within 5 years after the primary diagnosis; black
indicates disease-free patients. Reprinted by permission from MacMillan Publishers Ltd: Nature 2002.
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and that the molecular signatures strongly depended on
the selection of patients in the training set. Notably, 5 of
7 studies re-evaluated did not classify patients better
than chance.

From Gene Expression Signatures to Simple
Gene Predictors

In 1999, a group of scientists from highly ranked med-
ical schools in the United States assembled a
specialized microarray representing genes preferen-
tially expressed in lymphoid cells. The so-called lym-
pho-chip harbored more than 17,000 cDNA probes
derived from libraries specific for germinal center B-
cells, diffuse large B-cell lymphoma (DLBCL), follicu-
lar lymphoma, mantle cell lymphoma, chronic lym-
phatic leukemia (CLL), genes induced or repressed
in T-cell or B-cell activation, supplemented by lympho-
cyte-specific genes and cancer genes [32]. The consor-
tium interrogated these chips using targets prepared
from normal cells and tumors to define signatures
for the different immune cell types, under different
conditions and developmental stages. Particularly, the
researchers analyzed the most prevalent adult lympho-
mas using the lympho-chip. They identified signatures
for distinct types of diffuse large B-cell lymphoma
(DLBCL) exhibiting a bad prognosis, follicular lym-
phoma (FL) exhibiting a low proliferation rate, and
for chronic lymphatic leukemia (CLL) with slow
progression (>20 years). In addition, profiles were
obtained from normal lymphocytes (tonsil, lymph
node) as well as from several lymphoma and leukemia
cell lines. Clustering analysis placed the CLL and FL
profiles close to those of resting B-cells, while genes
of the so-called proliferation signature were weakly
expressed in these tumors. DLBCL, the highly prolif-
erative, more aggressive disease, had higher expression
levels of proliferation-associated genes. An additional
signature characterized germinal center B-cells, which
was clearly different from the resting blood B-cells
and from the in vitro activated B-cells. This indicated
that that germinal center B-cells represent a distinct
stage of B-cells and do not simply resemble activated
B-cells located in the lymph node.

When the scientists reclustered all DLBCL cases,
particularly considering the genes that define the ger-
minal center B-cells, they could clearly separate two
different subclasses of DLBCL. One of them strictly
showed the signature of the germinal center B-cells,
while the other one was clearly distinct. These data
suggested that a certain class of DLBCL was derived
from germinal center B-cells and retained its differen-
tiation signature even after malignant transformation.
By investigating the genes exclusively expressed in
either of the DLBCL types and reclustering, the
authors defined two signatures representative of either
the germinal center-type (GC-like) and what they
called the activated-type DLBCL (Figure 7.22). Analysis
of the clinical follow-up showed that the GC-like
tumors have a much better prognosis than the acti-
vated type of DLBCL (Figure 7.23). Did the result of

the microarray study provide novel information up to
this stage of investigation? When the authors com-
pared the microarray-based classification to the stan-
dard classifiers that define high and low clinical risk,
there was obviously no significant classification prog-
ress (Figure 7.23B). However, when the low-risk
patients initially classified conventionally are further
stratified by subgrouping them into the GC and
activated-type DLBCL types, the molecular classifier
was superior. Subsequent functional classification of
genes associated with activated-type DLBCL revealed
an NFkB pathway signature that comprises several anti-
apoptotic genes. The functional studies culminated in
the finding that inhibition of that pathway affected
growth of activated-type DLBCL, while GC-DLBCL
cells were insensitive [33].

Several further microarray studies confirmed that
gene signatures were associated with clinical outcome
of diffuse B-cell lymphoma.However, among these stud-
ies there were disparities with regard to the number and
the nature of informative genes. A recent study tried to
circumvent the technical and bioinformatic issues of
microarray analysis by using quantitative real-time
polymerase-chain-reaction. Scientists from Miami and
Stanford studied the expression of 36 genes that had
previously been reported to be of predictive value
among 66 lymphoma patients. The prediction of sur-
vival could be based on only 6 genes [34]. This result
opens the interesting perspective that selecting infor-
mative genes that have been filtered through genome-
wide microarray studies may permit the application of
conventional methods in the future and may obviate
microarray applications in routine clinical testing.

PERSPECTIVES

Microarrays have developed into an indispensable tool
for transcriptome analysis in basic research, translational
studies, and clinical investigations. In experimental
pathology, gene expression activities under various con-
ditions can be assessed at an unprecedented quantity,
speed, and precision. Commercial microarray platforms
exhibit a high degree of standardization allowing service
laboratories and academic core facilities to offer the tech-
nology to users from industry and academia, respectively,
who do not have the means to develop their own specific
expertise in this field. Together with other –omics tech-
nologies, transcriptomics will be an essential component
in worldwide efforts to understand normalcy and disease
at the systems level. Already now, transcriptomic
approaches are a standard strategy for data collection in
systems biology and systems medicine.

In the clinical situation, the current instabilities of
predictive gene signatures will probably be scrutinized
by enforcing standard operating procedures and efforts
aiming at the general standardization of diagnostic
approaches, as was the case in the optimization period
of microarray technology. The strong need for predic-
tive markers in the clinic, the issue of personalized med-
icine, and the requirement to study the effects of old
and novel drugs at the genome level are expected to
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increase the use of microarray technologies even fur-
ther. Alternative high-throughput approaches such as
proteomic profiling combined with mass spectroscopy
or deep sequencing will probably not be regarded as

competitive approaches. Rather, these techniques will
further increase our knowledge on complex biological
phenomena and pathogenic mechanisms. New types
of microarrays have become available that allow analysis

GC genes Genes specific for either group
of DLBCL

2 DLBCL
signatures

tumor

A B C

tumor

Figure 7.22 Gene signatures representing germinal center (GC)-like Diffuse Large B-cell Lympbomas (DLBCL) and
activated B cell-like Diffuse Large B-cell Lymphomas (DLBCL) [32]. (A) Genes characteristic for normal germinal center
B-cells were used to cluster the tumor samples. This process defines two distinct classes of B-cell lymphomas: GC-like DLBCL
and activated B-like DLBCL. (B) Genes that were selectively expressed either in GC-like DLBCL (yellow bar) or activated
B-like DLBCL (blue bar) were identified in the tumor samples. (C) Result of hierarchical clustering that generated GC-like
and activated B-cell-like DLBCL gene signatures. Reprinted by permission from MacMillan Publishers Ltd: Nature 2000.
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of alternative splicing at the level of the transcriptome,
as well as to analyze the expression of microRNAs, a
novel class of gene expression regulators in develop-
ment, normal physiology, and disease. Rapid progress
will also be made in understanding the molecular basis
for the transcriptional alterations that can be assessed
by microarrays, by combining chromatin immuno-pre-
cipitation (ChIP) and microarray analysis (ChIP-on-
chip). Last but not least, efforts are being made to
develop chip technologies that permit a truly quantitative
estimation of mRNA expression. It is tempting to specu-
late that these novel chip technologies will gradually
replace the currently availablemicroarrays, facilitate tran-
scriptome analysis with even higher precision, and obvi-
ate extensive validation (based on real-time PCR,
immunohistochemistry, or other methods) and quantifi-
cation procedures. Finally, microRNAs that have been
overlooked for many years in transcriptomics have
started to demonstrate their impact on gene regulation
and possibly also predictive power in tumor analysis.
Since the microRNAome is much smaller than the tran-
scriptome, a current challenge is to understand the regu-
latory relationships between small RNAs and theirmRNA
targets. After all, the race is open for deciphering the pro-
tein and RNA master regulators of the transcriptome.
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Figure 7.23 Survival analysis of diffuse large B-cell lymphoma patients distinguishable according to gene expression
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basis of gene expression profiling. The GC-like (germinal center-like) and the activated B-cell-like show clearly different survival
probabilities. (B) DLBCL patients grouped according to the International Prognostic Index (IPI) form two groups with clearly
different survival, independent of gene expression profiling. Low clinical risk patients (IPI score 0–2) and high clinical risk
patients (IPI score 3–5) are plotted separately. (C) Low clinical risk DLBCL patients (IPI score 0–2) shown in B were grouped
on the basis of their gene expression profiles and exhibited two distinct groups with different survival probabilities.Reprinted by
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INTRODUCTION

Epigenetic processes, defined as the heritable patterns of
gene expression that do not involve changes in the
sequence of the genome, and their effects on gene
repression are increasingly understood to be such a way
of modulating phenotype transmission and develop-
ment. The patterns of DNA methylation, histone modi-
fications, microRNAs, and several chromatin-related
proteins of sick cells usually differ from those of healthy
cells, highlighting the importance of epigenetic regula-
tion in most human pathologies. The aim of the present
review is to provide an overview of how epigenetic factors
contribute to the development of human diseases such
as abnormal imprinting-causative pathologies, cancer
malignancies, as well as autoimmune, cardiovascular,
and neurological disorders. These studies have provided
extensive information about the mechanisms that con-
tribute to the phenotype of human diseases, but also
provided opportunities for therapy.

EPIGENETIC REGULATION

OF THE GENOME

The primary goal of the Human Genome Project was
to determine the sequence of the three billion base
pairs that make up the human genome and to identify
its approximately 25,000 genes from physical and func-
tional standpoints. Most of the human genome (95%)
had been sequenced by the end of 2003; of the
remainder it is likely that the centromeres and telo-
meres will remain unsequenced until suitable new
technology is developed. Current research efforts are

directed toward analyzing the evolution of the
genome, differences between individuals (polymorph-
isms), and environmental effects. The near-complete
sequence has provided a rich source of scientific
knowledge and has initiated new fields of genomic
applications. However, the sequence itself does not
predict how the genome is packaged in chromatin to
ensure the differential expression of genes, which is
essential for development and differentiation [1]. Epi-
genetic processes, defined as the heritable patterns of
gene expression that do not involve changes in the
sequence of the genome, and their effects on gene
activation and inactivation are increasingly understood
to be such a way of modulating phenotype transmis-
sion and development. Epigenetics links the fields of
genetics and developmental biology and can explain,
at least in part, the biological process by which identi-
cal genotypes establish patterns of differential gene
expression that are stable through cell division.

The Human Epigenome Project

To date, small-scale studies of specific epigenetic
marks have provided limited information about the
regulation of genes from different pathways, for exam-
ple, the hypermethylation-dependent silencing of
tumor suppressor genes in cancer or the mutational
inactivation of MeCP2 in Rett patients. However, we
need to develop an understanding of these processes
that is based on a broader perspective. A range of mat-
ters remains to be resolved, such as the relationships
between the epigenetic players (the epigenetic code)
and how the environment and/or aging modulate
the epigenetic marks. Much of this could be achieved
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by analyzing the epigenetic patterns on a genome-wide
scale, an approach that has at last become possible
thanks to recent technological advances. For example,
comprehensive DNA-methylation maps (called the
methylome) could be assessed by combining the
methyl-DIP strategy with tilling or promoter microarray
analyses [2–4]. In a similar manner, the use of the
chromatin immunoprecipitation technique followed
by genomic microarray hybridization (ChIP-on-chip)
has begun to provide extensive maps of histone modifi-
cations [5–7]. Although the groundbreaking discov-
eries in the field of human disease were initially
performed in cancer cells, the characterization of the
error-bearing epigenomes underlying other disorders,
such as neurological, cardiovascular, and immunologi-
cal pathologies, has only just begun [8]. The fact that
epigenetic aberrations control the function of the
human genome and contribute to normal and patho-
logical states justifies carrying out a comprehensive
human epigenome project. The goal of the Human
Epigenome Project is “to identify all the chemical
changes and relationships among chromatin constitu-
ents that provide function to the DNA code.” This “will
allow a fuller understanding of normal development,
aging, abnormal gene control in cancer, and other dis-
eases as well as the role of the environment in human
health” [1]. It is important to bear in mind that there
is no single epigenome, but rather many different ones
that are characteristic of normal and diverse human dis-
orders, so it is essential to define the chosen starting
material [1]. The information extracted from the
whole-genome assays will help us understand the role
of the epigenetic marks, and could have translational
research benefits for diagnosis, prognostic, and thera-
peutic treatment [8]. Defining human epigenomes
associated with humandisorders will help select patients
who are likely to benefit from epigenomic therapies or
prevention strategies, determine their efficacy and spec-
ificity, and lead to the identification of surrogate mar-
kers and end-points of its effects. The aim of the
present review is to provide an overview of how epige-
netic factors contribute to the development of human
diseases such as abnormal imprinting-causative patholo-
gies, cancer malignancies, as well as autoimmune, car-
diovascular, and neurological disorders with aberrant
epigenetic profiles.

GENOMIC IMPRINTING

Epigenetic Regulation of Imprinted Genes

Genomic imprinting is a genetic phenomenon by
which epigenetic chromosomal modifications drive
differential gene expression according to the parent-
of-origin. Expression is exclusively due either to the
allele inherited from the mother (such as the H19
and CDKN1C genes) or to that inherited from the
father (such as IGF2). It is an inheritance process that
is independent of the classical Mendelian model. Most
imprinted genes, which have been identified in
insects, mammals, and flowering plants, are involved
in the establishment and maintenance of particular

phases of development. Nucleus transplantation experi-
ments in mouse zygotes carrying reciprocal transloca-
tions carried out in the early 1980s suggested that
imprinting may be fundamental to mammalian devel-
opment [9]. Assays confirmed that normal gene
expression and development in mice require the con-
tribution of both maternal and paternal alleles. How-
ever, it was not until 1991 that the first imprinted
genes, insulin-like growth factor 2 (IGF2) and its
receptor (IGF2R), were identified [10]. Since then,
83 imprinted genes have been identified in mice and
humans, about one-third of which are imprinted in
both species [11]. It has recently been predicted that
600 genes have a high probability of being imprinted
in the mouse genome, and a similar genome-wide
analysis predicts humans to have about half as many
imprinted genes [12]. The molecular mechanisms
underlying genomic imprinting are poorly under-
stood. As imprinting is a dynamic process and the pro-
file of imprinted genes varies during development,
regulation must be epigenetic. DNA methylation has
been widely described as the major mechanism
involved in the control of genes subjected to imprint-
ing. One model for this regulation is based on the
cluster organization of imprinted genes. This structure
within clusters allows them to share common regu-
latory elements, such as noncoding RNAs and differ-
entially methylated regions (DMRs). DMRs are up to
several kilobases in size, rich in CpG dinucleotides
(such as CpG islands), and may contain repetitive
sequences. DNA methylation of DMRs is thought
to interact with histone modifications and other chro-
matin proteins to regulate parental allele-specific
expression of imprinted genes. Furthermore, the
aforementioned regulatory elements usually control
the imprinting of more than one gene, giving rise to
imprinting control regions (ICRs). This cluster organi-
zation, observed in 80% of imprinted genes, and the
specific DNA methylation patterns associated with
DMRs are two of the main characteristics of imprinted
genes. Deletions or aberrations in DNA methylation of
ICRs lead to loss of imprinting (LOI) and inappropri-
ate parental gene expression [13]. Imprinted genes
have diverse roles in growth and cellular proliferation,
and specific patterns of genomic imprinting are estab-
lished in somatic and germline cells [12,14]. Imprint-
ing is erased in germline cells, and reprogramming
involving a de novo methyltransferase is necessary to
ensure sex-specific gene expression in the individual.
Methyl groups are incorporated into most ICRs in
oocytes, although only some ICRs are methylated dur-
ing spermatogenesis. After fertilization, the specific
methylation profiles of ICRs must be maintained dur-
ing development in order to mediate the allelic expres-
sion of imprinted genes. In the primordial germline
cells of the developed individual, these imprinting
marks must be freshly erased by DNA demethylation
to allow the subsequent establishment of new oocyte-
specific and sperm-specific imprints. As a consequence,
mammalian imprinting can be described as a develop-
ment-dependent cycle based on germline establish-
ment, somatic maintenance, and erasure.
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Imprinted Genes and Human
Genetic Diseases

Since expression of imprinted genes is monoallelic, and
thereby functionally haploid, there is no protection from
recessivemutations that the normal diploid genetic com-
plement would provide [12]. For this reason, genetic and
epigenetic aberrations in imprinted genes are linked to a
wide range of diseases [15]. Modulation of perinatal
growth and human pregnancy has played a central role
in the evolution of imprinting, and many of the diseases
associated with imprinted genes involve some disorders
of embryogenesis. This is the case of the hydatidiform
mole disorder, where all nuclear genes are inherited
from the father. In most cases, this androgenesis arises
when an anuclear egg is fertilized by a single sperm, after
which all the chromosomes and genes are duplicated.
However, fertilization by two haploid sperm (diandric
diploidy)may occasionally occur.Most cases are sporadic
and androgenetic, but recurrent hydatidiform mole has
biparental inheritance with disrupted DNA methylation
of DMRs at imprinted loci [16]. In contrast, the disorder
of ovariandermoid cysts arises from the spontaneous acti-
vation of an ovarian oocyte that leads to the duplication
of the maternal genome [17]. These abnormalities sug-
gest that normal human development is possible only
when the paternal and maternal genomes are correctly
transmitted. Parent-of-origin effects involved in behav-
ioral and brain disorders have been widely reported at
the prenatal and postnatal stages of development [18].
A postnatal growth retardation syndrome associated with
theMEST gene expression is an illustrative example. The
effect of introducing a targeted deletion into the coding
sequence of the mouse MEST gene strongly depends on
the paternal allele [19]. When the deletion is paternally
derived,Mestþ/– mice are viable and fertile, but mutant
mice show growth retardation and high mortality.
Mest–/þ animals, with a maternally derived deletion,
show none of these effects. This suggests that the pheno-
typic consequences of this mutation are detected only
through paternal inheritance and are the result of
imprinting. There is also evidence that some imprinting
effects are associated with increased susceptibility to can-
cer. Absence of expression of a tumor suppressor gene
could be the result of LOI or uniparental disomy
(UPD) in imprinted genes. Conversely, LOI or UPD of
an imprinted gene that promotes cell proliferation (an
oncogene) may allow gene expression to be inappropri-
ately increased. These aberrations could have a wide-
spread effect if the aberrant imprinting occurs in an
ICR, resulting in the epigenetic dysregulation ofmultiple
imprinted oncogenes and/or tumor suppressor genes
[20]. The most common genetic disorders associated
with imprinting aberrations are described next.

Prader-Willi Syndrome and
Angelman Syndrome

Prader-Willi syndrome (PWS;OMIM#176270) andAngel-
man syndrome (AS;OMIM#105830) are very rare genetic
disorders with autosomal dominant inheritance in which

gene expression depends on parental origin. The clinical
features of both syndromes are quite similar; they are neu-
rological disorders with mental retardation and develop-
mental aberrations [21]. PWS is characterized by
diminished fetal activity, feeding difficulties, obesity, mus-
cular hypotonia,mental retardation, poor physical coordi-
nation, short stature, hypogonadism, and small hands and
feet, amongst other traits. AS is characterized by mental
retardation,movement or balance disorder, characteristic
abnormal behaviors, increased sensitivity to heat, absent
or little speech, and epilepsy. The prevalence of the two
syndromes is not accurately known, but is estimated to
be between 1 in 12,000 and 1 in 15,000 live births, respec-
tively. Most cases of PWS are caused by the deficiency of
the paternal copies of the imprinted genes on chromo-
some 15 located in the 15q11–q13 region, while AS affects
maternally imprinted genes in the same region. This defi-
ciency could be due to the deletion of the 15q11–q13
region (3–4 Mb), parental uniparental disomy of chromo-
some 15, or imprinting defects [22]. The imprinted
domain on human chromosome 15q11–q13 is regulated
by an ICR that is responsible for establishing the imprint-
ing in the gametes and for maintaining the patterns dur-
ing the embryonic phases. ICR regulates differential
DNAmethylation and chromatin structure, and in conse-
quence, differential gene expression affecting the two
parental alleles. The ICR in 15q11–q13 appears to have a
bipartite structure; one part seems to be responsible for
the control of paternal expression and the other for
maternal gene expression [23]. PWS is in effect a contigu-
ous gene syndrome resulting from deficiency of the pater-
nal copies of the imprinted SNRF/SNRPN gene, the
necdin gene, andpossibly other genes [24,25]. It has been
estimated that the region could contain more than 30
genes, so PWS probably results from a stochastic partial
inactivation of important genes [26]. While PWS appears
to be more closely related to deficiencies caused by chro-
matin aberrations affecting several genes, AS is associated
with mutations in single genes. For instance, the most
commongenetic defect leading toAS is a�4 Mbmaternal
deletion in chromosomal region 15q11–13, which causes
an absence of UBE3A expression in the maternally
imprinted brain regions. Mutations in the gene encoding
the ubiquitin-protein ligase E3A (UBE3A) have been iden-
tified in 25% of AS patients [27]. TheUBE3A gene is pres-
ent on both the maternal and paternal chromosomes,
but differs in its pattern of methylation [28]. Paternal
silencing of the UBE3A gene occurs in a brain-region-spe-
cific manner, with the maternal allele being active almost
exclusively in the Purkinje cells, hippocampus, and cere-
bellum [29]. Another maternally expressed gene,
ATP10C (aminophospholipid-transporting ATPase), is
also located in this region and has been implicated in
AS [30]. Like UBE3A, it exhibits imprinted, preferential
maternal expression in human brain [31].

Beckwith-Wiedemann Syndrome

Beckwith-Wiedemann syndrome (BWS; OMIM#130650)
is a well-characterized human disease involving imprin-
ted genes that are epigenetically regulated, and studies
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of BWS patients have contributed much to the under-
standing of normal imprinting. BWS is a rare genetic
or epigenetic overgrowth syndrome with an estimated
prevalence of about 1 in 15,000 births and a high mor-
tality rate in the newborn (about 20%). Neonatal
patients are mainly characterized by exomphalos,
macroglossia, and gigantism, but other symptoms may
occur, such as organomegaly, adrenocortical cytome-
galy, hemihypertrophy, and neonatal hypoglycemia
[32]. There is also an increased risk of developing spe-
cific tumors, such as Wilms’ tumor and hepatoblastoma
[33]. The imprinted domain BWS-related genes are
located on 11p15 and are regulated by a bipartite
ICR. Two clusters of imprinting genes have been
described [34]: (i) H19/IGF2 (imprinted, maternally
expressed, untranslated mRNA/insulin-like growth fac-
tor 2); and (ii) p57KIP2 (a cyclin-dependent kinase
inhibitor), TSSC3 (a pleckstrin homology-like domain),
SLC22A1 (an organic cation transporter), KvLQT1 (a
voltage-gated potassium channel), and LIT1 (KCNQ1
overlapping transcript 1). Both clusters are regulated
by two DMRs differentially methylated regions: DMR1,
which is responsible for H19/IGF2 control and is
methylated on the paternal but not the maternal allele,
and DMR2, which is located upstream of LIT1 and
is normally methylated on the maternal but not the
paternal allele. BWS can appear as a consequence of
two separate mechanisms [35]. First, some patients
are characterized by UPD, which consists of the com-
plete genetic replacement of the maternal allele region
with a second paternal copy, and/or LOI affecting
the IGF2-containing region [36] and/or the LIT1 gene
[37], which causes a switch in the epigenotype of
the H19/IGF2 subdomain or the p57/ KvLQT1/LIT1
subdomain, respectively. When UPD affects IGF2, it
yields a double dose of this autocrine factor, resulting
in tissue overgrowth and increased cancer risk [38].
The LOI mechanism involves aberrant methylation of
the maternal H19 DMR [39]. Second, maternal repla-
cements of the allele and localized abnormalities of
allele-specific chromatin modification on p57KIP2
(also known as CDKN1C) [40] or LIT1 could also con-
tribute to the BWS phenotype [41]. In conclusion,
BWS is a model for the hierarchical organization of epi-
genetic regulation in progressively larger domains
[42]. Additionally, mutations in NSD1 (nuclear receptor-
binding SET domain-containing protein 1), the major
cause of the Sotos overgrowth syndrome, have been
described in BWS patients, demonstrating the role this
gene plays in imprinting the chromosome 11p15
region [43].

CANCER EPIGENETICS

Cancer encompasses a fundamentally heterogeneous
group of disorders affecting different biological pro-
cesses, and is caused by abnormal gene/pathway func-
tion arising from specific alterations in the genome.
Initially, cancer was thought to be solely a consequence
of genetic changes in key tumor suppressor genes and
oncogenes that regulate cell proliferation, DNA repair,

cell differentiation, and other homeostatic functions.
However, recent research suggests that these altera-
tions could also be due to epigenetic disruption. The
study of epigenetic mechanisms in cancer, such as
DNA methylation, histone modification, nucleosome
positioning and microRNA expression, has provided
extensive information about the mechanisms that con-
tribute to the neoplastic phenotype through the regu-
lation of expression of genes critical to transformation
pathways. These alterations and their involvement in
tumor development are briefly reviewed in the follow-
ing sections.

DNA Hypomethylation in Cancer Cells

The low level of DNA methylation in tumors compared
with that in their normal-tissue counterparts was one
of the first epigenetic alterations to be found in
human cancer [44]. It has been estimated that 3–6%
of all cytosines are methylated in normal human
DNA, although cancer cell genomes are usually hypo-
methylated with malignant cells, featuring 20–60% less
genomic 5-methylcytosine than their normal counter-
parts [45]. Global hypomethylation in cancer cells
is generally due to decreased methylation in CpGs
dispersed throughout repetitive sequences, which
account for 20–30% of the human genome, as well as
in the coding regions and introns of genes [45]. A
chromosome-wide and large-promoter-specific study
of DNA methylation in a colorectal cancer cell line
using the methyl-DIP approach has revealed extensive
hypomethylated genomic regions located in gene-poor
areas [2]. Importantly, the degree of hypomethylation
of genomic DNA increases as the lesion progresses
from a benign cellular proliferation to an invasive
cancer [46]. From a functional point of view, hypo-
methylation in cancer cells is associated with a number
of adverse outcomes, including chromosome instab-
ility, activation of transposable elements, and LOI
(Figure 8.1). Decreased methylation of repetitive
sequences in the satellite DNA of the pericentric
region of chromosomes is associated with increased
chromosomal rearrangements, mitotic recombination,
and aneuploidy [47,48]. Intragenomic endoparasitic
DNA, such as L1 (long interspersed nuclear elements)
[49] and Alu (recombinogenic sequence) repeats, are
silenced in somatic cells and become reactivated in
human cancer. Deregulated transposons could cause
transcriptional deregulation, insertional mutations,
DNA breaks, and an increased frequency of recombi-
nation, contributing to genome disorganization,
expression changes, and chromosomal instability
[49]. DNA methylation underlies the control of several
imprinted genes, so the effect on the loss of imprint-
ing must also be considered. Wilms’ tumor, a nephro-
blastoma that typically occurs in children, is the best-
characterized imprinting effect associated with
increased susceptibility to cancer [50]. Other changes
in the expression of imprinted genes caused by
changes in methylation have been demonstrated in
malignancies such as osteosarcoma [51], hepatocellu-
lar carcinoma [52], and bladder cancer [53]. Finally,
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DNA methylation acts a mechanism for controlling
cellular differentiation, allowing the expression only
of tissue-specific and housekeeping genes in somatic
differentiated cells. It is possible that some tissue-
specific genes became reactivated in cancer [54] in

a hypomethylation-dependent manner. Activation of
PAX2, a gene that encodes a transcription factor
involved in proliferation and other important cell
activities, and let-7a-3, an miRNA gene, have been
implicated in endometrial and colon cancer [55,56].
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Figure 8.1 A model for the disruption of histone modifications and DNA methylation patterns in cancer cells.
Nucleosome arrays are located in the context of genomic regions that include (A) promoters of tumor suppressor genes
(TSGs), (B) repetitive sequences in heterochromatin regions. Nucleosomes consisting of two copies of histones H2A, H2B,
H3, and H4 are represented as gray cylinders. DNA (black lines) is wrapped around each nucleosome. In normal cells,
TSG promoter regions are unmethylated and enriched in histone modification marks associated with active transcription,
such as acetylation of histone H4 (at lysine K5, K8, K12, and K16), or trimethylation of histone H3 (at lysine K4).
Transcription machinery recognizes these active marks and transcription of TSGs is allowed. In the same cells, the
repetitive genomic DNA is silenced due to the high degree of DNA methylation and histone-repressive marks: histone H4 is
densely trimethylated at lysine 20, and histone H3 is dimethylated at lysine 9 and trimethylated at lysine k27. This
epigenetic profile is disrupted in transformed cells. TSG promoters are silenced by the loss of the histone-active marks and
gain of promoter hypermethylation. Repetitive sequences are activated by replacement of the repressive marks, leading to
activation of endoparasitic sequences, genomic instability, or loss of imprinting.
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Hypermethylation of Tumor
Suppressor Genes

Aberrations in DNA methylation patterns of the CpG
islands in the promoter regions of tumor suppressor
genes are accepted as being a common feature of
human cancer (Figure 8.1). The initial discovery of
silencing was performed in the promoter of the retino-
blastoma (Rb) tumor suppressor gene [57], but hyper-
methylation of genes like VHL (associated with von
Hippel-Lindau disease), p16INK4a, 8-11 hMLH1 (a
homologue of Escherichia coli MutL), and BRCA1
(breast-cancer susceptibility gene 1) has also been
described [58]. The presence of CpG island promoter
hypermethylation affects genes from a wide range of
cellular pathways, such as cell cycle, DNA repair, toxic
catabolism, cell adherence, apoptosis, and angiogene-
sis, among others [45], and may occur at various stages
in the development of cancer. In recent years, a CpG-
island hypermethylation profile of human primary
tumors has emerged, which shows that the CpG island
hypermethylation profiles of tumor suppressor genes
are specific to the cancer type [59,60]. Each tumor
type can be assigned a specific, defining DNA “hyper-
methylome,” rather like a physiological or cytogenetic
marker. These marks of epigenetic inactivation occur
not only in sporadic tumors but also in inherited cancer
syndromes, in which hypermethylation may be the sec-
ond lesion in Knudson’s two-hit model of cancer devel-
opment [61]. It is expected that improvements in
genome-wide epigenomic studies will increase the num-
ber of hypermethylated tumor suppressor genes in a
broad spectrum of tumors. However, to date 100–400
instances of gene-specific methylation have been noted
in a given tumor. Sometimes the epigenetic alteration
of a tumor suppressor gene has genetic consequences,
for example, when a DNA repair gene (hMLH1, BRCA1,
MGMT, or Werner’s syndrome gene) is silenced by pro-
moter methylation and functionally blocked [58,62].

Histone Modifications of Cancer Cells

The histone modification network is very complex.
Histone modifications can occur in various histone pro-
teins (including H2B, H3, H4) and variants (such as
H3.3) and affect different histone residues (including
lysine, arginine, serine). Several chemical groups
(methyl, acetyl, phosphate) may be added in different
degrees (for example,monomethylation, dimethylation,
or trimethylation). Furthermore, the significance of
each modification depends on the organism, the
biological process, and the chromatin-genomic region.
Due to this diversity of permutations and combinations,
little is known about the patterns of histonemodification
disruption in human tumors. Recent results have shown
that the CpG promoter-hypermethylation event in
tumor suppressor genes in cancer cells is associated with
a particular combination of histone markers: deacetyla-
tion of histones H3 andH4, loss of H3K4 trimethylation,
and gain of H3K9 methylation and H3K27 trimethyla-
tion (Figure 8.1) [63]. Increased acetylated histones H3
andH4, andH3/K4 at the p21 and p16 transcription start

sites after genistein induction (an isoflavone found in
the soybean with tumor suppressor properties), in the
absence of p21 promoter methylation, have been
reported [64]. The association between DNA methyla-
tion and histone modification aberrations in cancer also
occurs at the global level. In human and mouse tumors,
histone H4 undergoes a loss of monoacetylated and tri-
methylated lysines 16 and 20, respectively, especially in
the repetitive DNA sequences [46]. Subsequent studies
showed that loss of trimethylation at H4K20 is involved
in disrupting heterochromatic domains and may reduce
the response toDNAdamage of cancer cells [65]. Immu-
nohistochemical staining of primary prostatectomy tis-
sue samples revealed that patterns of H3 and H4 were
predictors of clinical outcome independently of tumor
stage, preoperative prostate-specific antigen levels, and
capsule invasion in prostate cancer [66].

Epigenetic Regulation of microRNAs
in Cancer

miRNA expression patterns must be tightly regulated
during development in a tissue-specific manner, and
play important roles in cell proliferation, apoptosis,
and differentiation [67]. miRNA expression profiles dif-
fer between normal and tumor tissues, and also among
tumor types [68], whereby some microRNAs are down-
regulated in cancer (like tumor suppressor genes). This
comparison suggests that miRNAs could be silenced by
epigenetic mechanisms [69]. DNA methylation has
been shown to be the regulatory mechanism in at least
two microRNAs, miR-127 and miR-124a [69]. miR-127,
which negatively regulates the protooncogene BCL6
(B-Cell Lymphoma 6), is usually expressed in normal
cells but is silenced by DNA methylation in cancer cells
[70]. Similarly, the hypermethylation-dependent silenc-
ing of miR-124a results in an increase in expression of
cyclin D-kinase 6 oncogene (CDK6), and is recognized
as a common feature of a wide range of tumors [71].

Aberrations in Histone-Modifier Enzymes

Aberrations in the epigenetic profiles, with respect to
DNAmethylation and histone modifications, could also
be a consequence of genetic disruption of the epige-
netic machinery. A preliminary set of genes involved
in epigenetic modifications with mutations in cancer
cells but not in the normal counterparts has been
found[45]. A list of genes involved in epigenetic modi-
fications that are disrupted in human cancer is pre-
sented in Table 8.1. Although alterations in the levels
of DNMTs and MBD-containing proteins are com-
monly observed in human tumors [72,73], no genetic
lesion has been described in the DNA-methylation
machinery in cancer cells. The picture is different for
histone modifier enzymes. In leukemia and sarcoma,
chromosomal translocations that involve histone-modi-
fier genes, such as histone acetyltransferases (HATs)
[74] [such as cyclic AMP response-element-binding
protein (CREB)-binding protein-monocytic leukemia
zinc finger (CBP-MOZ)] and histone methyltransferases
(HMTs) [such as mixed-lineage leukemia 1 (MLL1)]
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[75], nuclear-receptor binding SET domain protein 1
(NSD1) [76], and nuclear-receptor binding SET-
domain protein 3 (NSD3) [77], create aberrant fusion
proteins [8]. In solid tumors, both HMT genes such as
EZH2 [78], mixed-lineage leukemia 2 (MLL2) [79], or
NSD3 [80], and a demethylase [Jumonji domain-con-
taining protein 2C (JMJD2C/GASC1)] are known to be
amplified [81]. Genetic aberrations also disrupt expres-
sion of histone deacetylases, such as histone deacetylase
2 (HDAC2), which could be affected by mutational
frameshift inactivation in colon cancer [82], and chro-
matin remodeling proteins, such asHLTF (helicase-like
transcription factor) [83], BRG1 (Brahma-related gene
1) [84], and other components of the SWI/SNF family
of proteins.

HUMAN DISORDERS ASSOCIATED

WITH EPIGENETICS

Aberrant Epigenetic Profiles Underlying
Immunological, Cardiovascular,
Neurological, and Metabolic Disorders

Thepatterns ofDNAmethylation, histonemodifications,
microRNAs, and several chromatin-related proteins of
sick cells usually differ from those of healthy cells, high-
lighting the importance of epigenetic regulation in most
human pathologies. Most of our knowledge regarding
humanepigenetic diseases was first obtained fromcancer

cells, but nowadays there is increasing interest in under-
standing the role of epigenetic modifications in the etiol-
ogy of human disease. This section summarizes the
involvement of specific epigenetic aberrations in immu-
nological, cardiovascular, and neurological disorders.
DNA methylation is the best-characterized epigenetic
modification in many pathways of immunology, and is
the source of much of our knowledge about the molecu-
lar network of the immune system.Classical autoimmune
disorders, such as systemic lupus erythematosus (SLE),
an autoimmune disease characterized by the production
of a variety of antibodies against nuclear components and
which causes inflammation and injury of multiple
organs, and rheumatoid arthritis, a chronic systemic
autoimmune disorder which primarily causes inflamma-
tion and destruction of the joints, are characterized
by massive genomic hypomethylation [85,86]. This
decrease in DNAmethylation levels is highly reminiscent
of the global demethylation observed in the DNA of
tumor cells compared with their normal tissue counter-
parts [8]. How this hypomethylation in T-cells induces
SLE is not well understood. It has been proposed that
demethylation induces overexpression of integrin adhe-
sive receptors and leads to an autoreactive response.
Identification of the full set of genes deregulated by
DNA hypomethylation could help to explain these
immunological disorders and will also enable the devel-
opment of effective therapies to cure SLE [85]. More
pathologies with epigenetic regulation of immunology
have been reported, including the epigenetic silencing

Table 8.1 Disruption of Genes Involved in DNAMethylation and Histone Modifications in Cancer

Gene Alteration Tumor type

Alterations affecting DNA methylation enzymes (DNMTs)
DNMT1 Overexpression Various
DNMT3b Overexpression Various

Alterations involving Methyl-CpG-binding proteins (MBPs)
MeCP2 Overexpression, rare mutations Various
MBD1 Overexpression, rare mutations Various
MBD2 Overexpression, rare mutations Various
MBD3 Overexpression, rare mutations Various
MBD4 Mutations in microsatellite instable tumors Colon, stomach, endometrium

Alterations disrupting histone acetyltransferases (HATs)
p300 Mutations in microsatellite instable tumors Colon, stomach, endometrium
CBP Mutations, translocations, deletions Colon, stomach, endometrium, lung, leukemia
pCAF Rare mutations Colon
MOZ Translocations Hematological malignancies
MORF Translocations Hematological malignancies, leiomyomata

Alterations disrupting histone deacetylases (HDACs)
HDAC1 Aberrant expression Various
HDAC2 Aberrant expression, mutations in microsatellite instable

tumors
Various

Alterations affecting histone methyltransferases (HMTs)
MLL1 Translocation Hematological malignancies
MLL2 Gene amplification Glioma, pancreas
MLL3 Deletion Leukemia
NSD1 Translocation Leukemia
EZH2 Gene amplification, overexpression Various
RIZ1 Promoter CpG-island hypermethylation Various

Alterations affecting histone demethylases
GASC1 Gene amplification Squamous cell carcinoma

Adapted from [45].
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of theABOhisto-blood groupgenes [87], the silencingof
human leukocyte antigen (HLA) class I antigens [88],
and themelanoma antigen-encoding gene (MAGE) fam-
ily. It is known that MAGE gene expression is epigeneti-
cally repressed by promoter CpG methylation in most
cells, butMAGE genesmay be expressed in various tumor
types via CpG demethylation and can act as antigens that
are recognized by cytolytic T-lymphocytes [89]. Altera-
tions of specific genomic DNA methylation levels have
been described not only in the fields of oncology and
immunology but also in a wide range of biomedical and
scientific fields. In neurology, for example, mutations in
MeCP2, which encodes methyl CpG binding protein 2,
cause most cases of Rett syndrome (RTT) and autism
[90]. Future research needs to determine whether aber-
rant DNAmethylation is important in the complex etiol-
ogy of other frequent neurological pathologies, such as
schizophrenia and Alzheimer’s disease. Beyond this,
DNAmethylation changes are also known to be involved
in cardiovascular disease, the biggest killer in Western
countries [8]. For example, aberrant CpG island hyper-
methylationhas beendescribed in atherosclerotic lesions
[91]. Since DNA methylation and histone modifications
are mechanistically linked, it is likely that different
changes in DNAmethylation are associated with changes
in histone modifications in human diseases. To date, we
have been largely ignorant of how these histone modifi-
cation markers are disrupted in human diseases. A pre-
view of the patterns of histone modifications and their
cellular location has only been described for cancer
malignancies [45]. For other human pathologies, our
knowledge of the alterations in histone modification
patterns comes from the use of epigenetic drugs. Thera-
peutic assays have demonstrated that histone deacetylase
(HDAC) inhibitors can improve deficits in synaptic plas-
ticity, cognition, and stress-related behaviors in a wide
range of neurological and psychiatric disorders, includ-
ing Huntington’s and Parkinson’s diseases, anxiety and
mood disorders, and Rubinstein-Taybi and Rett syn-
dromes [92]. Abnormal histone modification patterns
associated with specific gene expression have also been
described in lupus CD4þ T-cells [93], and HDAC inhibi-
tors are able to reverse gene expression significantly [85].

Genetic Aberrations Involving Epigenetic
Genes

Genetic alterations of genes coding for enzymes that
mediate chromatin structure could result in a loss of ade-
quate regulation of chromatin compaction, and finally,
the deregulation of gene transcription and inappropriate
protein expression. Although the consequences in cancer
malignancies have been widely described, in this section
we extend the review to include other genetic diseases
involving the functionof several enzymesof the epigenetic
machinery. The phenotype of these diseases also helps to
clarify the role of various chromatin proteins in cell prolif-
eration and differentiation. These include disorders aris-
ing from alterations in chromatin remodeling factors,
alterations of the components of the DNA methylation
machinery, and aberrations disturbing histone modifiers.

Syndromes of Disordered Chromatin Remodeling

Alpha-Thalassemia X-Linked Mental Retardation
Syndrome Alpha-thalassemia X-linked mental retar-
dation (ATRX; OMIM #301040) syndrome is charac-
terized by distinctive craniofacial features, genital
anomalies, and severe developmental delays with hypo-
tonia and mental retardation. Some individuals with
ATRX syndrome have an unusual mild form of hemo-
globinH disease, but alpha-thalassemia is not a constant
characteristic of the syndrome [94]. ATRX is the gene
associated with ATRX syndrome and codes for a cen-
tromeric heterochromatin-binding protein from the
SNF2 family of helicase/ATPases. Centromeric ATRX
is required for maintaining a bipolar metaphase II spin-
dle and for establishing correct chromosome alignment
during meiosis. Its activity has been associated with
epigenetic modifications, such as histone deacetylation
and DNA methylation [95].

CHARGE Syndrome The acronym CHARGE (OMIN
#214800) stands for Coloboma of the eye, Heart
anomaly, choanal Atresia, Retardation of mental and
somatic development, Genital and/or urinary abno-
rmalities, and Ear abnormalities and/or deafness
[96]. The estimated incidence of CHARGE syndrome
is 1 in 8,500–12,000 births. It is an autosomal domi-
nant condition with genotypic heterogeneity. Most
cases are due to the mutation or deletion of a mem-
ber of the chromodomain helicase DNA-binding
domain (CHD7) family of ATP-dependent chromatin-
remodeling enzymes [97], and in consequence, a pro-
tein involved in chromatin structure and gene
expression.

Cockayne Syndrome Patients with Cockayne syndrome
type B (CSB; OMIM #133540) present with failure to
thrive, short stature, premature aging, neurological
alterations, photosensitivity, delayed eruption of the
primary teeth, congenital absence of some permanent
teeth, partial macrodontia, atrophy of the alveolar
process, and caries [98]. CSB is a genetic disorder with
autosomal recessive inheritance that is caused by muta-
tion of the excision-repair cross-complementing group
6 (ERCC6) gene. The protein, with ATP-stimulated
ATPase activity, is part of the nucleotide excision repair
(NER) pathway, a complex system that eliminates a
broad spectrum of structural DNA lesions, including
ultraviolet (UV)-induced dimers and DNA cross-links
[99].

Schimke Immunoosseous Dysplasia Schimke immu-
noosseous dysplasia (SIOD; OMIM #242900) is an
autosomal recessive disorder with the diagnostic
features of growth retardation, renal failure, recur-
rent infections, cerebral infarcts, slowly progressive
immune defects, such as T-cell immunodeficiency
and skin pigmentation, that begin in childhood
[100]. Mutations in a component of the SWI/SNF
complex, the SMARCAL1 gene, are responsible for
this condition [101].
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DNA Methylation-Associated Diseases

Immunodeficiency-Centromeric Instability-Facial
Anomalies Syndrome

Immunodeficiency-centromeric instability-facial ano-
malies syndrome (ICF syndrome; OMIM #242860) is
characterized by immunodeficiency in association with
centromere instability of chromosomes 1, 9, and 16,
and facial anomalies. ICF syndrome patients exhibit
facial anomalies, such as hypertelorism, low-set ears,
epicanthal folds, and macroglossia. It also features
variable reductions in serum immunoglobulin levels
that cause most ICF syndrome patients to succumb to
infectious diseases before adulthood [102]. It is a rare
autosomal recessive disorder that is notable for the
variable severity of chromosomal abnormalities. Essen-
tially, these involve juxtacentromeric heterochromatin
formation of chromosomes 1, 9, and 16; an increased
frequency of somatic recombination between the arms
of these chromosomes; and a marked tendency to form
multibranched configurations [103]. The observation
that the cytogenetic abnormalities in the phenotype of
ICF syndrome could be compared with the decondensa-
tion effect found in a normal pro-B lymphoblastoid
cell line treated with the DNA methylation inhibitors
5-azacytidineor5-azadeoxycytidine suggested the involve-
ment of genomic DNA methylation in this disorder.
In fact, 40% of ICF syndrome patients owe their condi-
tion to mutations in the DNMT3B gene, which encodes
a de novo DNA-methyltransferase that acts on CpG-rich
satellite DNAs [104]. In this way, ICF syndrome can be
biochemically characterized by hypomethylation of
CpG sites in some heterochromatic regions.

Rett Syndrome

Rett syndrome (RTT; OMIM #312750) is a severe neuro-
developmental disorder that primarily occurs in females
at an estimated frequency of 1 in 15,000 births. It is char-
acterized by arrested development between 6 and 18
months of age, regression of acquired skills, loss of
speech, stereotypical movements (classically of the
hands), microcephaly, seizures, andmental retardation.
Rarely, RTT has also been described in male patients
with somatic mosaicism or an extra X chromosome
[105]. Mutations in the coding regions of the MeCP2
(methyl CpG-binding protein 2) gene are found in
approximately 70–80% of classic RTT patients [106],
while the remaining cases result from large deletions
of the MeCP2 gene [107], mutations in noncoding
regions of the MeCP2 gene, and mutations in other
genes [108]. An atypical Rett syndrome with infantile
spasms that may be related to mutations in the cyclin-
dependent kinase-like 5 (CDKL5) gene has also been
described [109]. The MeCP2 gene encodes a protein
that preferentially binds methylated CpG dinucleotides
and, in turn, mediates transcriptional repression
through the recruitment of histone deacetylases, his-
tone methyltransferases, and polycomb proteins,
among others [110]. In addition, cells of RTT patients
may have an abnormal secondary chromatin structure,

with putative broad-ranging effects on expression of
genes that otherwise are not mutated [111]. It has been
proposed thatMeCP2 disruption in RTT patients causes
aberrant upregulation of the genes that should nor-
mally be silenced in the nervous system, like the BDNF
gene or imprinted genes [112]. The discovery that
MeCP2 was the gene responsible for RTT syndrome
allows it to be used for early diagnosis and prenatal
detection. In addition, the finding that epigenetic regu-
lation has a role in the pathogenesis of RTT has sug-
gested opportunities for therapy.

Human Malignancies Associated with
Alterations in Histone Modifications

Coffin-Lowry Syndrome

The symptoms of Coffin-Lowry syndrome (CLS; OMIM
#303600) are usually more severe in males than in
females since it is an X-linked condition. Males with
CLS syndrome usually exhibit severe-to-profound
mental retardation and delayed development, but in
female patients this may be entirely absent, or mild-to-
profound [113]. Other features, such as skeletal malfor-
mations, distinctive facial features, microcephaly, and
soft hands with short-tapered fingers, may be observed.
CLS has an estimated incidence of 1 in 40,000–50,000
births. It is caused by mutations in the RSK2 (ribosomal
protein S6 kinase) gene [114]. RSKs are involved in
activating the mitogen-activated kinase cascade and in
stimulating cell proliferation (transition between the
G0 and G1 phases of the cell cycle), and differentiation.
RSK2 is responsible for the phosphorylation of the tran-
scription factor CREB (cyclic AMP-responsive-binding
protein) and histone H3 as a mechanism for respond-
ing to mitogenic stimulation by epidermal growth
factor (EGF) [115]. Analysis of mRNA and protein
expression of RSK2 on lymphocytes extracted directly
from blood of patients revealed a mutation at a putative
phosphorylation site that would be critical for RSK2
activity. Both assays are rapid and practical techniques
for the diagnosis of CLS [116].

Rubinstein-Taybi Syndrome

Rubinstein-Taybi syndrome (RSTS; OMIM #180849) is
an autosomal dominant disorder characterized by
mental retardation, broad thumbs and toes, distinctive
facial abnormalities, and short stature. RSTS patients
have an increased risk of developing tumors, especially
congenital glaucoma. The incidence has been esti-
mated to be in 1 in 100,000 births [117]. In almost
all cases, the syndrome is caused by mutation of the
gene encoding the transcriptional coactivator CREB-
binding protein (CREBBP) [118]. Mutations in the
EP300 gene are responsible for a small percentage of
RSTS cases [119]. Both CREBBP and EP300 are his-
tone acetyltransferases. A direct connection between
loss of acetyltransferase activity and RSTS has been
described [120], which indicates that the disorder is
caused by aberrant chromatin regulation.
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Sotos Syndrome

Sotos syndrome (OMIM #117550) is a well-known over-
growth syndrome with autosomal dominant inheritance
characterized by excessive growth during childhood,
advanced bone age, macrocephaly, characteristic facial
gestalt, and various degrees of developmental delay
[121]. It may also be associated with variable minor
features, including cardiac and renal anomalies,
seizures, and scoliosis. The risk of neoplasm formation
in Sotos patients has been estimated to be about 2–3%
[122], which is greater than in the general population.
The most frequent tumor types are leukemia and lym-
phoma, but others, such as neural crest tumors, small-
cell lung cancer, and sacrococcygeal teratomas have
been reported [123]. Sotos syndrome is caused by hap-
loinsufficiency of the nuclear receptor-binding SET
domain-containing protein 1 gene (NSD1). Several
mutations cause the loss of NSD1 function in 90% of
patients with Sotos syndrome [121], such as truncating
mutations, missense mutations, 5q35 macrodeletions
and microdeletions encompassing the NSD1 gene or
the t(5;11)(q35;p15.5) translocation, which fuses NSD1
to nucleoporin-98 (NUP98). NSD1 contains a SET
domain that confers intrinsic histone methyltransferase
activity that is specific to lysine 36 of histone H3
(H3K36) and lysine 20 of histone H4 (H4K20), epige-
netic marks with ascribed roles in chromatin structure
and gene function.

ENVIRONMENT AND THE EPIGENOME

Gene expression strongly depends on environmental
signals—the external and endogenous stimuli—that
make up the cellular context. Since epigenetic states
can potentially be reverted, these gene-environment
interactions could be integrated by epigenetic modifica-
tions of the genome [124]. Disease susceptibility also
could be modified by environmental factors that alter
the profile of DNA methylation and histone modifica-
tions in normal cells during prenatal and postnatal life.
Alterations in the epigenome, and subsequent differen-
tial gene expression, could be directly affected by diet,
xenobiotic chemicals, behavior, and exogenous stimuli,
such as doses of radiation [12]. Aberrant epigenetic pat-
terns could be a consequence of changes in themetabo-
lism of the groups of donor chemicals, such asmethyl or
acetyl groups. Diets that are deficient in folate and
methionine, which are necessary for normal biosynthe-
sis of S-adenosylmethionine (SAM), the methyl donor
for methylcytosine, lead to DNA hypomethylation and
aberrant imprinting of insulin-like growth factor
2 (IGF2) [125].Mutations inmethylenetetrahydrofolate
reductase (MTHFR-677T allele), which is critical for
directing the folate pool to remethylate homocysteine
to methionine, reduce the levels of DNA methylation
responsible for the pathogenesis of diseases related to
neural tube defects [126], spina bifida [127], and colo-
rectal cancer [128]. Associations are also known
between deficiency of methionine synthase, a folate-
dependent and vitamin B(12)-dependent enzyme, and

megaloblastic anemia, hemolytic uremic syndrome, and
pulmonary hypertension, among others [129]. Exposure
to metals, such as arsenic [130], cadmium [131], lead
[132], nickel [133], and chromium [134], is linked to
changes in the expression of epigenetically controlled
genes via interactions with DNA-methylation-associated
enzymes, histone acetyltransferase, and histone deacety-
lase enzymes. Endocrine-active chemicals, like estrogenic
and anti-androgenic toxins, decrease male fertility by
manipulating DNA methylation levels [135]. Among
the behavioral factors, maternal grooming is an influen-
tial environmental factor affecting the methylation
state of the glucocortocoid receptor in the hippocampus
of rat pups [136]. Reproductive factors like assisted
reproductive technology act as an environmental modu-
lator of the epigenome, and are associated with the
hypomethylation noted in Beckwith-Wiedemann and
Angelman syndromes [137]. Studies performed with
genetically identical individuals are an excellent method
for understanding the environment-epigenome interac-
tion [138,139]. In this way, the epigenome of human
monozygotic twins could also vary because of differences
in environmental factors. Recently, it was noted that
although twins are epigenetically indistinguishable
during the early years of life, older monozygous twins
exhibit marked differences in their overall content and
genomic distribution of 5-methylcytosine DNA and
histone acetylation, which affects their gene-expression
portrait [139].
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UNDERSTANDING CANCER AT

THE MOLECULAR LEVEL: AN

EVOLVING FRONTIER

Genomic and proteomic research is launching the
next era of cancer molecular medicine. Molecular
expression profiles can uncover clues to functionally
important molecules in the development of human
disease and generate information to subclassify
human tumors and tailor a treatment to the individ-
ual patient. The next revolution is the synthesis of
proteomic information into functional pathways
and circuits in cells and tissues. Such synthesis must
take into account the dynamic state of protein post-
translational modifications and protein–protein or
protein–DNA/RNA interactions, cross-talk between
signal pathways [1], feedback regulation within cells,
between cells, and between tissues. This full set of
information may be required before we can fully
dissect the specific dysregulated pathways driving
tumorigenesis. This higher level of functional under-
standing will be the basis for true rational therapeu-
tic design that specifically targets the molecular
lesions underlying human disease.

The rapid progress in molecular medicine is
largely due to new insights emanating from data gen-
erated by emerging technologies. This chapter sum-
marizes new technologies in the exploding field of
proteomics. These technologies hold promise for
the early cancer diagnostics from the drop of a
patient’s blood, to the molecular dissection of a
patient’s individual tumor cells, to the development
of individualized molecularly targeted therapies
(Table 9.1).

MICRODISSECTION TECHNOLOGY

BRINGS MOLECULAR ANALYSIS TO

THE TISSUE LEVEL

Molecular analysis of pure cell populations in their
native tissue environment is necessary to understand
the microecology of the disease process. Accomplish-
ing this goal is much more difficult than just grinding
up a piece of tissue and applying the extracted mole-
cules to a panel of assays. The reason is that tissues
are complicated three-dimensional structures com-
posed of large numbers of different types of interact-
ing cell populations. The cell subpopulation of
interest may constitute a tiny fraction of the total tissue
volume. For example, a biopsy of breast tissue harbor-
ing a malignant tumor usually contains the following
types of cell populations: (i) fat cells in the abundant
adipose tissue surrounding the ducts, (ii) normal epi-
thelium and myoepithelium in the branching ducts,
(iii) fibroblasts and endothelial cells in the stroma
and blood vessels, (iv) premalignant carcinoma cells
in the in situ lesions, and (v) clusters of invasive carci-
noma. If the goal is to analyze the genetic changes in
the premalignant cells or the malignant cells, these
subpopulations are frequently located in microscopic
regions occupying less than 5% of the tissue volume.
After the computer adage “garbage in, garbage out,”
if the extract of a complex tissue is analyzed using a
sophisticated technology, the output will be severely
compromised if the input material is contaminated
by the wrong cells. Culturing cell populations from
fresh tissue is one approach to reducing contamina-
tion. However, cultured cells may not accurately repre-
sent the molecular events taking place in the actual
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tissue from which they were derived. Assuming meth-
ods are successful to isolate and grow the tissue cells
of interest, the gene expression pattern of the cultured
cells is influenced by the culture environment and can
be quite different from the genes expressed in the
native tissue state. The reason is that the cultured cells
are separated from the tissue elements that regulate
gene expression, such as soluble factors, extracellular
matrix molecules, and cell-cell communication. Thus,
the problem of cellular heterogeneity has been a sig-
nificant barrier to the molecular analysis of normal
and diseased tissue. This problem can now be over-
come by new developments in the field of laser tissue
microdissection [1–5] (Figure 9.1).

Analysis of critical gene expression and protein pat-
terns in normal developing and diseased tissue progres-
sion requires the microdissection and extraction of a
microscopic homogeneous cellular subpopulation
from its complex tissue milieu [2,3,5]. This subpopula-
tion can then be compared to adjacent, interacting, but
distinct, subpopulations of cells in the same tissue. The
method of procurement of pure cell populations from
heterogeneous tissue should fully preserve the state of
the cell molecules if it is to allow quantitative analysis,
particularly in sensitive amplification methods based
on PCR, reverse transcriptase-PCR, or enzymatic func-
tion. Laser capture microdissection (LCM) has been
developed to provide scientists with a fast and depend-
able method of capturing and preserving specific cells
from tissue, under direct microscopic visualization.
With the ease of procuring a homogeneous population
of cells from a complex tissue using the LCM, the
approaches to molecular analysis of pathologic pro-
cesses are significantly enhanced [2,6,7]. The mRNA
from microdissected cancer lesions has been used as
the starting material to produce cDNA libraries, micro-
chip microarrays, differential display, and other techni-
ques to find new genes or mutations.

The development of LCM allows investigators to
determine specific protein expression patterns from
tissues of individual patients. Using multiplex analysis,
investigators can correlate the pattern of expressed
genes and post-translationally modified proteins with
the histopathology and response to treatment. Micro-
dissection can be used to study the interactions
between cellular subtypes in the organ or tissue micro-
environment. Efficient coupling of LCM of serial tissue
sections with multiplex molecular analysis techniques
is leading to sensitive and quantitative methods to
visualize three-dimensional interactions between mor-
phologic elements of the tissue. For example, it will
be possible to trace the gene expression pattern and
quantitate protein signaling activation state along the
length of a prostate gland or breast duct to examine
the progression of neoplastic development. The end
goal is the integration of molecular biology with tissue
morphogenesis and pathology [8].

Beyond Functional Genomics to Cancer
Proteomics

Whereas DNA is an information archive, proteins do
all the work of the cell. The existence of a given
DNA sequence does not guarantee the synthesis of a
corresponding protein. The DNA sequence is also
not sufficient to describe protein structure, protein-
protein, protein-DNA interaction, and cellular loca-
tion [8,11]. Protein complexity and versatility stem
from context-dependent post-translational processes,
such as phosphorylation, sulfation, or glycosylation.
Nucleic acid profiling (including microRNA) does
not provide information about how proteins link
together into networks and functional machines in
the cell. In fact, the activation of a protein signal path-
way, causing a cell to migrate, die, or initiate division,

Table 9.1 Opportunities, Challenges, and Potential Solutions for Use of Proteomics for Routine
Clinical Practice and Patient Care

Opportunities Challenges Solutions

Proteomic multiplex
Cellular circuit analysis of clinical
biopsy specimens

Platform sensitivity precision and accuracy
Heterogeneity of tissue populations
Perishability: requirement for immediate
freezing or preservation of protein analytes

Formalin fixation unsuitable for protein or
(rna)extraction

Sensitive protein microarrays
Microdissection
New protocols
Surrogate markers for tissue and blood
molecular preservation

Extraction from formalin fixed state
New room temperature tissue and
blood preservation technology

Patient stratification individualized
therapy based on molecular
profiling

Complex trial design and data analysis
Patient consent for serial biopsies

New classes of adaptive trial design
Dialogues with patient advocates and
IRB

Tailored combination therapy Low number of approved candidate targeted
agents

Lack of preclinical data
Unknown toxicity of combinations
Therapies from competing pharmas

Accelerate discovery of novel agents
New indications for existing drugs
New classes of ex vivo treatment models

Rational redesign of therapy
following recurrence or outgrowth
of metastasis

Safety and justification for rebiopsy
Molecular profile of metastasis is different from
the primary

Restrict rebiopsy to accessible sites
Metastasis-specific tailored therapy
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can immediately take place before any changes occur
in DNA/RNA gene expression. Consequently, the
technology to drive the molecular medicine revolution
from the correlation to the causality phase is emerging
from protein analytic methods [12].

The term proteome, which denotes all the proteins
expressed by a genome, was first coined in late 1994
at the Sienna two-dimensional (2D) gel electrophore-
sis meeting. Proteomics is the next step after geno-
mics. A major goal of investigators in this exciting
field is to assemble a complete library of all proteins.
To date, only a small percentage of the proteome has
been cataloged. Because PCR for proteins does not
exist, sequencing the order of 20 possible amino acids
in a given protein remains relatively slow and labor
intensive compared to nucleotide sequencing. Al-
though a number of new technologies are being intro-
duced for high-throughput protein characterization
and discovery [4,7,10,12–18], the traditional method
of protein identification continues to be 2D gel elec-
trophoresis [13,17]. Two-dimensional electrophoresis

can separate proteins by molecular weight in one
dimension and charge in a second dimension. When
a mixture of proteins is applied to the 2D gel, individ-
ual proteins in the mixture are separated out into sig-
nature locations on the display, depending on their
individual size and charge. The protein spot can be
procured from the gel, and a partial amino acid
sequence can be read using mass spectrometry. An
experimental 2D gel image can be captured and over-
laid digitally with known archived 2D gels. In this way it
is possible to immediately highlight proteins that are
differentially abundant in one state versus another
(for instance, tumor versus normal or before and after
hormone treatment).

Two-dimensional gels have traditionally required
large amounts of protein-starting material equivalent
to millions of cells. Thus, their application has been
limited to cultured cells or ground-up heterogeneous
tissue. Not unexpectedly, this approach does not pro-
vide an accurate picture of the proteins that are in
use by cells in real tissue. Tissues are complicated

Figure 9.1 Laser capture microdissection (LCM). LCM is a technology for procuring pure cell populations from a stained
tissue section under direct microscopic visualization. Tissues contain heterogeneous cellular populations (e.g., epithelium,
cancer cells, fibroblasts, endothelium, and immune cells). The diseased cellular population of interest usually comprises
only a small percentage of the tissue volume. LCM directly procures the subpopulation of cells selected for study, while
leaving behind all of the contaminating cells. A stained section of the heterogeneous tissue is mounted on a glass
microscope slide and viewed under high magnification. The experimenter selects the individual cell(s) to be studied using a
joystick or via a computer screen. The chosen cells are lifted out of the tissue by the action of a laser pulse. The infrared
laser, mounted in the optical axis of the microscope, locally expands a thermoplastic polymer to reach down and capture
the cell beneath the laser pulse (insert). When the film is lifted from the tissue section, only the pure cells for study are
excised from the heterogeneous cellular population. The DNA, RNA, and proteins of the captured cells remain intact and
unperturbed. Using LCM, one to several thousand tissue cells can be captured in less than 5 minutes. Using appropriate
buffers, the cellular constituents are solubilized and subjected to microanalysis methods. Proteins from all compartments of
the cell can be readily procured. Protein conformation and enzymatic activity are retained if the tissues are frozen or fixed
in ethanol before sectioning. The extracted proteins can be analyzed by any method that has sufficient sensitivity.
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structures composed of hundreds of interacting cell
populations in specialized spatial configurations. The
fluctuating proteins expressed by cells in tissues may
bear little resemblance to the proteins made by
cultured cells that are torn from their tissue context
and reacting to a new culture environment.

Two classes of technologies were developed with the
express purpose to address the tissue-context problem.
The first technology is LCM, used to procure specific
tissue cell subpopulations under direct microscopic
visualization of a standard stained frozen or fixed tis-
sue section on a glass microscope slide. The second
class of technology is protein microarrays [4,18–36].
This multiplex analysis tool is sensitive enough to accu-
rately measure the small concentration of molecules in
microdissected tissue samples.

While individualized treatments have been used in
medicine for years, advances in cancer treatment have
now generated a need to more precisely define and
identify patients that will derive the most benefit from
new-targeted agents. Molecular profiling using gene
expression arrays has shown considerable potential for
the classification of patient populations in all of these
respects [38–41]. Nevertheless, transcript profiling, by
itself, provides an incomplete picture of the ongoing
molecular network for a number of clinically important
reasons. First, gene transcript levels have not been
found to correlate significantly with protein expression
or the functional (often phosphorylated) forms of the
encoded proteins. RNA transcripts also provide little
information about protein–protein interactions and
the state of the cellular signaling pathways. Finally, most
current therapeutics are directed at protein targets, and
these targets are often protein kinases and/or their sub-
strates. The human kinome, or full complement of
kinases encoded by the human genome, comprises
the molecular networks and signaling pathways of the
cell. The activation state of these proteins and these
networks fluctuate constantly depending on the cellu-
lar microenvironment. Consequently, the source mate-
rial for molecular profiling studies needs to shift from
in vitro models to the use of actual diseased human
tissue. Technologies which can broadly profile and
assess the activity of the human kinome in a real
biological context will provide a rich source of new
molecular informations critical for the realization of
patient-tailored therapy (Figure 9.2).

Protein Microarray Tools to Guide
Patient-Tailored Therapy

Theoretically, the most efficient way to identify
patients who will respond to a given therapy is to deter-
mine, prior to treatment initiation, which potential
signaling pathways are truly activated in each patient.
Ideally, this would come from analysis of tissue mate-
rial taken from the patient through biopsy procure-
ment. In general, previous traditional proteomic
technologies such as 2D gel electrophoresis have

significant limitations when they are applied to very
small tissue samples, such as biopsy specimens where
only a few thousand cells may be procured. Protein
microarrays represent an emerging technology that
can address the limitations of previous measurement
platforms and are quickly becoming powerful tools
for drug discovery, biomarker identification, and sig-
nal transduction profiling of cellular material. The
advantage of protein microarrays lies in their ability
to provide a map of known cellular signaling proteins
that can reflect, in general, the state of information
flow through protein networks in individual speci-
mens. Identification of critical nodes, or interactions,
within the network is a potential starting point for
drug development and/or the design of individual
therapy regimens. Protein microarrays that examine
protein-protein recognition events (phosphorylation)
in a global, high-throughput manner can be used to
profile the working state of cellular signal pathways in
a manner not possible with gene arrays. Protein micro-
arrays may be used to monitor changes in protein
phosphorylation over time, before and after treatment,
between disease and nondisease states and responders
versus nonresponders, allowing one to infer the activ-
ity levels of the proteins in a particular pathway in
real-time to tailor treatment to each patient’s cellular
circuitry [20–36].

The application of this technology to clinical molec-
ular diagnostics will be greatly enhanced by increasing
numbers of high-quality antibodies that are specific for
the modification or activation state of target proteins
within key pathways. Antibody specificity is particularly
critical, given the complex array of biologic proteins at
vastly different concentrations contained in cell lysates.
A cubic centimeter of biopsy tissue may contain
approximately 109 cells, whereas a needle biopsy or
cell aspirate may contain fewer than 100,000 cells. If
the cell population of the specimen is heterogeneous,
the final number of actual tumor cells microdissected
or procured for analysis may be as low as a few thou-
sand. Assuming that the proteins of interest, and their
phosphorylated counterparts, exist in low abundance,
the total concentration of analyte proteins in the sam-
ple will be very low. Newer generations of protein
microarrays with highly sensitive and specific antibo-
dies are now able to achieve adequate levels of sensitiv-
ity for analysis of clinical specimens containing fewer
than a few thousand cells.

At a basic level, protein microarrays are composed
of a series of immobilized spots. Each spot contains
a homogeneous or heterogeneous bait molecule. A
spot on the array may display an antibody, a cell
or phage lysate, a recombinant protein or peptide,
or a nucleic acid [20–37]. The array is queried with
(i) a probe (labeled antibody or ligand) or (ii) an
unknown biologic sample (for instance, cell lysate or
serum sample) containing analytes of interest. When
the query molecules are tagged directly or indirectly
with a signal-generating moiety, a pattern of positive
and negative spots is generated. For each spot, the
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intensity of the signal is proportional to the quantity of
applied query molecules bound to the bait molecules.
An image of the spot pattern is captured, analyzed,
and interpreted.

Protein microarray formats fall into two major clas-
ses, forward phase arrays (FPAs) and reverse phase
arrays (RPAs), depending on whether the analyte(s)
of interest is captured from solution phase or bound
to the solid phase [18]. In FPAs, capture molecules
are immobilized onto the substratum and act as the
bait molecule. Each spot contains one type of known
immobilized protein, fractionated lysate, or other type
of bait molecule. In the FPA format, each array is incu-
bated with one test sample (for instance, a cellular
lysate from one treatment condition or serum sample

from disease/control patients), and multiple analytes
are measured at once. A number of excellent reviews
summarize recent applications, obstacles, and new
advances in FPA technology [19–31]. For example,
arrays of human, microbial, or viral recombinant pro-
teins can be used to screen individual serum samples
from afflicted and control patients to characterize the
immune response and identify potential diagnostic
markers, therapeutic, or vaccine targets [42]. Antibody
arrays represent another branch of FPAs that have
broad applications in both commercial and research
settings. Examples of their use in cancer research
include the identification of changes in protein levels
following treatment of colon cancer cells with ioniz-
ing radiation [43], identification of serum protein
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biomarkers for bladder cancer diagnosis and outcome
stratification [44], and prostate cancer diagnosis [31].
Despite their great potential, antibody array use is lim-
ited currently by the availability of well-characterized
antibodies. A second obstacle to routine use of anti-
body arrays surrounds detection methods for bound
analyte on the array. Current options include the use
of specific antibodies recognizing distinct analyte epi-
topes from the capture antibodies (similar to a tradi-
tional sandwich-type ELISA), or the direct labeling of
the analytes used for probing the array, both of which
present distinct technical challenges.

In contrast to the FPA format, the RPA format
immobilizes an individual test sample in each array
spot, such that an array is composed of hundreds of
different patient samples or cellular lysates. Though
not limited to clinical applications, the RPA format
provides the opportunity to screen clinical samples
that are available in very limited quantities, such as
biopsy specimens. Because human tissues are com-
posed of hundreds of interacting cell populations,
RPAs coupled with LCM provide a unique opportunity
for discovering changes in the cellular proteome that
reflect the cellular microenvironment. The RPA for-
mat is capable of extremely sensitive analyte detection
with detection levels approaching attogram amounts
of a given protein and variances of less than 10%
[34–36]. The sensitivity of detection for the RPAs is
such that low abundance phosphorylated protein iso-
forms can be measured from a spotted lysate repre-
senting fewer than 10 cell equivalents [34–36]. This
level of sensitivity combined with analytical robustness
is critical if the starting input material is only a few
hundred cells from a biopsy specimen. Since the
reverse phase array technology requires only one anti-
body for each analyte, it provides a facile way for broad
profiling of pathways where hundreds of phospho-spe-
cific analytes can be measured concomitantly. Most
importantly, the reverse phase array has significantly
higher sensitivity than bead arrays or ELISA [36] such
that broad screening of molecular networks can be
achieved from tissue specimens routinely procured in
the physician’s private office or hospital radiology cen-
ter (such as a needle biopsy specimen).

Molecular Network Analysis of Human
Cancer Tissues

A number of studies illustrate the utility of reverse-
phase protein microarrays for the analysis of human
tissues and demonstrate the potential for the technol-
ogy to contribute valuable information that can be
used in therapeutic decision making [4,18–21,41].
Reverse-phase array technology was first described
when it was utilized to demonstrate that prosurvival
proteins and pathways are activated during prostate
cancer progression [18]. Zha et al. examined the dif-
ferences in prosurvival signaling between Bcl-2 positive
and Bcl-2 negative follicular lymphomas [45]. Compar-
ison of various prosurvival proteins by reverse-phase
protein microarrays in Bcl-2 positive and negative

samples suggested that there are prosurvival signals
independent of Bcl-2 [45]. Pathway mapping of a clin-
ical study set of childhood rhabdomyosarcoma tumors
using reverse phase protein arrays revealed that mTOR
pathway activation correlated with response to therapy.
Moreover the functional significance of suppressing
this pathway was tested in xenograft models and shown
to profoundly suppress tumor growth [46].

Reverse-phase protein microarrays are also well
suited to the analysis of clinical trial material in that
they can provide signaling network information that
complements standard histological analysis of patient
specimens collected before, during, and after treat-
ment. This technology is being applied to several
ongoing clinical trials in a variety of cancers
[35,39,47–49].

Combination Therapies

There is an increasing evidence demonstrating the
promise and potential of combination therapies com-
bining conventional treatments such as chemotherapy
or radiotherapy and molecular-targeted therapeutics
such as erlotinib (TarcevaW, Roche) and trastuzumab
(HerceptinW, Roche) that interfere with kinase activity
and protein-protein interactions in specific deregu-
lated pathways [50–53]. However, strategies that target
multiple interconnected proteins within a signaling
pathway have not been explored to the same extent
[50,51]. The view of individual therapeutic targets
can be expanded to that of rational targeting of the
entire deregulated molecular network, extending both
inside and outside the cancer cell. Mathematical mod-
eling of network-targeted therapeutic strategies has
revealed that attenuation of downstream signals can
be enhanced significantly when multiple upstream
nodes or processes are inhibited with small molecule
inhibitors compared with inhibition of a single
upstream node. Also, inhibition of multiple nodes
within a signaling cascade allows reduction of down-
stream signaling to desired levels with smaller doses
of the necessary targeted drugs. While therapeutic stra-
tegies incorporating these lower dosages could lead to
reduced toxicities and a broadened spectrum of avail-
able drugs, it must be recognized that testing these
interacting drug modalities will necessitate clinical
trials of complex design [52].

Ultimately, targeting, response assessment, and
therapeutic monitoring will be individualized, and will
reflect the subtle pre-therapy and post-therapy changes
at the proteomic level, as well as the protein signaling
cascade systems between individuals. The ability to
visualize these interconnections both inside and out-
side a cell could have a profound effect on how we
view biology, and can enable the realization of the
recent emphasis on personalized combinatorial molec-
ular medicine.

For lung cancer, targeting of the EGFR tyrosine
kinase with small molecule inhibitors has received sig-
nificant attention. Gefitinib (IressaW, AstraZeneca)
and erlotinib have shown significant clinical benefit
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in specific subsets of patients [54–56]. Promising
phase I trial results with gefitinib demonstrated that
the drug decreased levels of activated EGFR and mito-
gen-activated protein kinase in post-treatment skin
biopsies indicating that the intended target was being
inhibited [57,58]. Subsequent international phase II
trials in patients with progressive non-small-cell lung
cancer (IDEAL I and II) showed 18.4% and 10%
response rates, respectively, based on radiographic
assessment [57,58]. These observations led to explora-
tion of clinical factors that distinguish the small minor-
ity of patients that respond durably to these EGFR
tyrosine kinase inhibitors. Further analysis of this small
subset led to the sequencing and identification of
EGFR mutations that are associated with sensitivity to
these drugs [55,56]. The presence of EGFR mutations
correlates remarkably well with the identified correla-
tive clinical parameters.

To date, the differences in signaling between wild-
type and mutant EGFRs are poorly understood. It is
not clear if the various EGFR mutations possess distinct
signaling and/or altered sensitivities to EGFR inhibi-
tors, and there is also a subset of patients who do not
have EGFR mutations (mutations mainly in exons 19
and 21) that respond to EGFR inhibitors [56]. The
EGFR signaling network can be activated in a number
of ways: mutation of the receptor, overexpression of
the receptor, and mutation of downstream kinases
(such as phosphatidylinositol 3-kinase) are just a few
examples. This suggests that mutation analysis alone
should not serve as the sole criteria for identification
and treatment selection, and that further studies incor-
porating proteomic profiling of tissue may be beneficial
in identifying additional patients who will benefit from
EGFR tyrosine kinase inhibitor treatment. Proteomic
profiling of EGFR-related signaling activity in pre-
clinical and in vitro experiments as well as in clinical
specimens could provide useful information for charac-
terizing drug responses [35]. Reverse-phase array tech-
nology is well suited to assess the signaling differences
between mutant and wild-type cells, and these studies
are currently underway. Instead of single measurements
of selected analytes such as EGFR and ErbB2 levels,
future pathology reports can be envisioned to include
a phosphoproteomic portrait of the functional state of
many relevant specific downstream endpoints, and
entire classes of signaling pathways as a guide for thera-
peutic decision making and prognosis [35,60].

Molecular profiling of the proteins and signaling
pathways produced by the tumor microenvironment,
host, and peripheral circulation hold great promise in
effective selection of therapeutic targets and patient
stratification. For many of the more common sporadic
cancers, there is significant heterogeneity in cell signal-
ing, tissue behavior, and susceptibility to chemotherapy.
Proteomic analysis is particularly useful in this area
given the ability to study multiple pathways simulta-
neously. Cataloguing of abnormal signaling pathways
for large numbers of specimens will provide the data
necessary for a rationally based formulation of combina-
tion therapy that presumably would be more effective
than monotherapy, and help to minimize the issues of

tumor heterogeneity. The promise of proteomic-based
profiling, different from gene transcript profiling alone,
is that the resulting prognostic signatures are derived
from drug targets (such as activated kinases), not genes,
so the pathway analysis provides a direction for thera-
peutic mitigation. Thus, phosphoproteomic pathway
analysis becomes both a diagnostic/prognostic signa-
ture as well as a guide to therapeutic intervention.

Protein biomarker stability in tissue: a critical
unmet need

The promise of tissue protein biomarkers to provide
revolutionary diagnostic and therapeutic information
will never be realized unless the problem of tissue pro-
tein biomarker instability is recognized, studied, and
solved (Figure 9.3). There is a critical need to develop
standardized protocols and novel technologies that
can be used in the routine clinical setting for seamless
collection and immediate preservation of tissue bio-
marker proteins, particularly those that have been
post-translationaly modified, such as phosphoproteins.
This critical need transcends the large research hospital
environment and extends most acutely to the private
practice, where most patients receive therapy. While
molecular profiling offers tremendous promise to
change the practice of oncology, the fidelity of the data
obtained from a diagnostic assay applied to tissue must
be monitored and ensured; otherwise, a clinical deci-
sion may be based on incorrect molecular data. To
date, clinical preservation practices routinely rely on
protocols that are decades old, such as formalin fixa-
tion, and are designed to preserve specimens for histo-
logic examination. Under the current standard of care,
tissue is procured for pathologic examination in three
main settings: (i) surgery in a hospital-based operating
room, (ii) biopsy conducted in an outpatient clinic,
and (iii) image-directed needle biopsies or needle aspi-
rates conducted in a radiologic suite. Based on current
reseach standards, tissue must be snap-frozen in order
to perform proteomic studies. In the real world of a
busy clinical setting, it will be impossible to immediately
preserve procured tissue in liquid nitrogen. Moreover,
the time delay from patient excision to pathologic
examination and molecular analysis is often not
recorded and may vary from 30 minutes to many hours
depending on the time of day, the length of the proce-
dure, and the number of concurrent cases.

Figure 9.3 depicts the two categories of variable
time periods that define the stability intervals for
human tissue procurement. Time point A is defined
as the moment that tissue is excised from the patient
and becomes available ex vivo for analysis and proces-
sing. The post excision delay time (or EDT) is the time
from time point A to the time that the specimen is
placed in a stabilized state (immersed in fixative or
snap-frozen in liquid nitrogen), herein called time
point B. Given the complexity of patient-care settings,
during the EDT the tissue may reside at room temper-
ature in the operating room or on the pathologist’s
cutting board, or it may be refrigerated in a specimen
container. The second variable time period is the
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processing delay time, or PDT. At the beginning of this
interval, the tissue is immersed in a preservative solu-
tion or stored in a freezer. At the end of this interval,
time point C, the tissue is subject to processing for
molecular analysis. In addition to the uncertainty
about the length of these two time intervals, a host of
known and unknown variables can influence the stabil-
ity of tissue molecules during these time periods.
These include (i) temperature fluctuations prior to fix-
ation or freezing; (ii) preservative chemistry and rate
of tissue penetration; (iii) size of the tissue specimen;
(iv) extent of handling, cutting, and crushing of the
tissue; (v) fixation and staining prior to microdissec-
tion; (vi) tissue hydration and dehydration; and (vii)
the introduction of phosphatases or proteases from
the environment at any time. Given current practices,
in the face of these uncertainties it would appear

virtually impossible to develop a standardized proce-
dure for routine clinical profiling. Even if a strict pro-
tocol is followed, there is no ultimate assurance that
processing variables are free from compromise up to
the time that the molecular profile data are collected.

Protein stability is unrelated to RNA transcript
stability

Several studies have been conducted concerning the
stability of RNA in tissue ex vivo [61,62]. These studies
indicate that refrigeration is superior to room tempera-
ture and the addition of RNAase inhibitors may be
useful as RNA preservatives. While this information
is applicable to gene array profiling, it has no bearing
on protein stability in general or phosphoprotein stabil-
ity specifically. Chemical conditions favoring protein
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Figure 9.3 Pre-analytical variables during tissue acquisition. Excision delay time, processing delay time, and the type of
preservation chemistry selected will affect the quality of molecular analyses.
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stability may be completely different from those for
RNA stability. This is true for the following reasons.

a. Gene transcript array data cannot reflect the post-
translational state of a protein.

b. Gene transcript array data cannot accurately reflect
the activated state of a protein signal pathway or the
phosphorylated state of a kinase substrate.

c. Gene array data often do not quantitatively correlate
with protein expression for signal proteins and
cytokines.

Recognition that the tissue is alive and reactive
following procurement

While investigators have worried about the effects of
vascular clamping and anesthesia, prior to excision, a
much more significant and underappreciated issue is
the fact that excised tissue is alive and reacting to ex vivo
stresses (Figure 9.4). The instant a tissue biopsy is
removed from a patient, the cells within the tissue react
and adapt to the absence of vascular perfusion, ischemia,
hypoxia, acidosis, accumulation of cellular waste,
absence of electrolytes, and temperature changes. In as
little as 30 minutes post-excision, drastic changes can
occur in the protein signaling pathways of the biopsy tis-
sue as the tissue remains in the operating room suite or
on the pathologist’s cutting board. In response towound-
ing cytokines, vascular hypotensive stress, hypoxia, and
metabolic acidosis, it would be expected that a large
surge of stress-related, hypoxia-related, and wound

repair-related protein signal pathway proteins and tran-
scription factors will be induced in the tissue immediately
following procurement.Over time the levels of candidate
proteomic markers (or RNA species) would be expected
to widely fluctuate upward and downward. This will sig-
nificantly distort the molecular signature of the tissue
compared to the state of the markers in vivo [34]. More-
over, the degree of ex vivo fluctuation could be quite dif-
ferent between tissue types and influenced by the
pathologic microenvironment. This physiologic fact
must be taken into consideration as we plan to imple-
ment tissue protein biomarkers in the real world of the
clinic, where the living, reacting tissue may remain in
the collection basin or on the cutting board for hours.

Formalin Fixation May Be Unsuitable
for Quantitative Protein Biomarker
Analysis in Tissue

Although it is now possible to extract proteins from for-
malin-fixed tissue, because of the long period required
to formalin tissue fixation, the procedure it may be not
optimal for phosphoprotein analysis [63]. For tissue
placed directly in formalin, the standard procedure
for the past 100 years, the formalin penetration rate is
0.1 mm/hr, so the cellular molecules in the depth of
the tissue will have significantly degraded by the time
formalin permeates the tissue. Formalin cross-linking,
the formation of methylene bridges between amide
groups of protein, blocks analyte epitopes, as well as

Figure 9.4 Molecular stages and timeline of tissue cell death. Post tissue excision, cascades of cellular kinases are
activated and deactivated as tissue reacts to wounding, ischemia, inflammation, environmental stresses, hypoxia, and
nutrient depletion (Adapted from Espina et al. Molecular and Cellular Proteomics, October 2008).
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decreases the yield of proteins extracted from the tis-
sue. Since the dimensions of the tissue and the depth
of the block that is samples are unknown variables,
formalin fixation would be expected to cause signifi-
cant variability in protein and phosphoprotein stabil-
ity for molecular diagnostics.

Phosphoprotein stability: The balance between kinases and
phosphatases. Phosphoproteins offer a unique minute
by minute record of ongoing signal pathway events of
high functional relevance to therapeutic target selec-
tion and the prediction of toxicity. Phosphorylation
and dephosphorylation of structural and regulatory pro-
teins are major intracellular control mechanisms [64].
Protein kinases transfer a phosphate from ATP to a spe-
cific protein, typically via serine, threonine, or tyrosine
residues. Phosphatases remove the phosphoryl group
and restore the protein to its original dephosphorylated
state. Hence, the phosphorylation-dephosphorylation
cycle can be regarded as a molecular on-off switch. At
any point in time within the cellular microenvironment,
the phosphorylated state of a protein is a function of
the local stoichiometry of associated kinases and phos-
phatases specific for the phosphorylated residue. Dur-
ing the ex vivo time period, if the cell remains alive, it
is conceivable that phosphorylation of certain kinase
substrates may transiently increase due to the persis-
tence of functional signaling, activation by hypoxia, or
some other stress-response signal. On the other hand,
the availability of ubiquitous cellular phosphatases
would be expected to ultimately destroy phosphoryla-
tion sites, given enough time.

Phosphatases determine phosphoprotein stability. Protein
phosphatases (PPs) have been classified into three
distinct categories: (i) serine/threonine (Ser/Thr)-
specific [65], (ii) tyrosine-specific [31,32], and (iii)
dual-specificity phosphatases. Based on biochemical
parameters, substrate specificity, and sensitivity to
various inhibitors, Ser/Thr protein phosphatases are
divided into two major classes. Type I phosphatases,
which include PP1, can be inhibited by two heat-stable
proteins known as Inhibitor-1 (I-1) and Inhibitor-
2 (I-2). They preferentially dephosphorylate the b-
subunit of phosphorylase kinase. Type II phosphatases
are subdivided into spontaneously active (PP2A),
Ca2þ-dependent (PP2B), and Mg2þ-dependent (PP2C)
classes of phosphatases. They are insensitive to heat-
stable inhibitors and preferentially dephosphorylate
the a-subunit of phosphorylase kinase. Protein tyro-
sine phosphatases (PTPs) remove phosphate groups
from phosphorylated tyrosine residues of proteins.
PTPs display diverse structural features and play
important roles in the regulation of cell proliferation,
differentiation, cell adhesion and motility, and cyto-
skeletal function [66]. They are either transmem-
brane receptor-like PTPs or cytosolic enzymes. The
dual-specificity phosphatases (DSP) play a key role
in the dephosphorylation of MAP kinases (MKPs)
[34]. MKPs have been divided into three subgroups.
All the DSPs share strong amino-acid sequence homo-
logy in their catalytic domains. The catalytic domain
contains a highly conserved consensus sequence DX26
(V/L)X(V/I)HCXAG(I/V) SRSXT(I/V)XXAY(L/I)M,

where X could be any amino acid. The cysteine is
required for the nucleophilic attack on the phosphorus
of the substrate and the formation of the thiol-
phosphate intermediate. The conserved arginine binds
the phosphate group of phospho-tyrosine or phospho-
threonine, enabling transition-state stabilization, and
the aspartate enhances catalysis by protonating oxygen
on the departing phosphate group. A variety of
chemical-based and protein-based inhibitors of phos-
phatases exist [67]. Thus, there is adequate chemistry
knowlege to design rational stabilizers for the preserva-
tion of phosphoprotein stability without freezing.

SERUM PROTEOMICS: AN EMERGING

LANDSCAPE FOR EARLY STAGE

CANCER DETECTION

The recognition that cancer is a product of the proteo-
mic tissue microenvironment and involves communi-
cation networks has important implications. First, it
shifts the emphasis away from therapeutic targets
being directed solely against individual molecules
within pathways and focuses the effort on targeting
nodes in multiple pathways inside and outside the can-
cer cell that cooperate to orchestrate the malignant
phenotype. Second, the tumor-host communication
system may involve unique enzymatic events and shar-
ing of growth factors. Consequently, the microenviron-
ment of the tumor-host interaction could be a source
for biomarkers that could ultimately be shed into the
serum proteome.

Application of Serum Proteomics
to Early Diagnosis

Cancer is too often diagnosed and treated too late,
when the tumor cells have already invaded and metas-
tasized. More than 60% of patients with breast, lung,
colon, and ovarian cancer already have hidden or
overt metastatic colonies. At this stage, therapeutic
modalities are limited in their success. Detecting can-
cers at their earliest stages, even in the premalignant
state, means that current or future treatment modal-
ities might have a higher likelihood of a true cure.
Ovarian cancer is a prime example of this clinical
dilemma. More than two-thirds of cases of ovarian can-
cer are detected at an advanced stage, when the ovar-
ian cancer cells have spread away from the ovary
surface and have disseminated throughout the perito-
neal cavity. Although the disease at this stage is
advanced, it rarely produces specific or diagnostic
symptoms. Consequently, ovarian cancer is usually
treated when it is at an advanced stage. The resulting
5-year survival rate is 35% to 40% for patients with
late-stage disease who receive the best possible surgical
and chemotherapeutic intervention. By contrast, if
ovarian cancer is detected when it is still confined to
the ovary (stage I), conventional therapy produces
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a high rate (95%) of 5-year survival. Thus, early detec-
tion of ovarian cancer, by itself, could have a profound
effect on the successful treatment of this disease.
Unfortunately, early stage ovarian cancer lacks a spe-
cific symptom or a specific biomarker and accurate
and reliable diagnostic, noninvasive modalities.
Because of such profound clinical need, a principal
focus of protein marker discovery has been ovarian
cancer [68]. A clinically useful biomarker should be
measurable in a readily accessible body fluid, such as
serum, urine, or saliva. Clinical proteomic methods
are especially well suited to discovering such biomar-
kers. Serum or plasma has been the preferred medium
for discovery because this fluid is a protein-rich infor-
mation reservoir that contains the traces of what has
been encountered by the blood during its constant
perfusion and percolation throughout the body. Until
recently the search for cancer-related biomarkers for
early disease detection has been a one-at-a-time
approach. However, biomarker discovery is moving
away from the idealized single cancer specific bio-
marker. Despite decades of effort, single biomarkers
have not been found that can reach an acceptable
level of specificity and sensitivity required for routine
clinical use for the detection or monitoring of the
most common cancers. Most investigators believe that
this is due to the patient-to-patient molecular hetero-
geneity of tumors. A second level of population hete-
rogeneity exists for tumor location, size, histology,
grade, and stage. Moreover, an individual patient’s
organ may harbor co-existence of multiple stages in
the same tissue (such as in situ and invasive cancer).
Epidemiologic heterogeneity, including differences in
age, sex, and genetic background, is a third level of
patient-to-patient variability that can reduce cancer
biomarker specificity. Taking a cue from gene arrays,
the hope is that panels of tens to hundreds of protein
and peptide markers may transcend the heterogeneity
to generate a higher level of diagnostic specificity.
While an individual biomarker candidate may be spe-
cific and sensitive only for a certain stage or molecular
etiology, combinations of many markers, screened for
sensitivity and specificity concomitantly, may be able
to bracket across the heterogeneity to reach a higher
level of specificity and sensitivity in the aggregate.
Thus, while marker A may work for 50% of the popula-
tion, marker B for 30%, and marker C for 20%,
combining A, B, and C has the potential to cover the
entire population. The overall specificity and sensitiv-
ity required for clinical use depends entirely on the
intended use of the marker(s). Markers for general
population screening for rare diseases may have to
approach 100% specificity to be accepted. On the
other hand, markers that are used for high-risk screen-
ing or for relapse monitoring can have much lower
specificity but require high sensitivity.

The low molecular weight (LMW) range of the
serum proteome (generally defined here as peptides
less than 50,000 Daltons) is called the peptidome due
to the abundance of protein peptides and fragments.
While some dismissed the peptidome as noise,
biological trash, or too small and unstable to be

biologically relevant [69], others have proposed that
just the opposite is the case—it may contain a rich,
untapped source of disease-specific diagnostic infor-
mation [68–77]. Tissue proteins that are normally too
large to passively diffuse through the endothelium into
the circulation can still be represented as fragments of
the parent molecule. The information in the pepti-
dome resides in multiple dimensions: (i) the identity
of the parent protein [71]; (ii) the peptide fragment
isoform identity peptide (such as fragment size and
cleavage ends, post-translational glycosylation/phos-
phorylation sites, and others); (iii) the specific size
and cleavage ends of the peptide; (iv) the quantity of
the peptide itself; and (v) the nature of the carrier pro-
tein to which it is bound.

In 2002, investigators used mass spectrometry to
interrogate the circulatory peptidome of patients with
ovarian cancer [68], and then later other cancers and
non-neoplastic diseases, for disease-related informa-
tion [70,75,77]. These early studies revealed an appar-
ent abundance of disease-specific information. More
recently, investigators have been sequencing and iden-
tifying the LMW ions that comprised the underlying
key signatures described in the early profiling work
[72–77]. The disease-specific ions appear to be frag-
ments of large molecules—either from endogenous
high-abundant proteins such as transthyretin or low-
abundance cellular and tissue proteins such as BRCA2
[73]. Concomitantly, investigators were exploring the
peptide content within the circulation itself and found
evidence that disease-specific information may exist. In
fact, initial skeptical reaction to some early reports
whereby identification of some of the ions that under-
pinned MS profiles revealed fragment isoforms of
common abundant proteins [69,75]. The appreciation
of a fragment peptide as a new analyte isoform in and
of itself has now given way to recent general optimism
about the diagnostic potential of the peptidome
[78,79].

The Peptidome: A Recording of the Tissue
Microenvironment

Cancer is a product of the tissue microenvironment
[80,81]. While normal cellular processes (and the pep-
tide content generated by these processes) are also a
manifestation of the tissue microenvironment, the
tumor microenvironment, through the process of aber-
rant cell growth, cellular invasion, and altered immune
system function, represents a unique constellation of
enzymatic (e.g., kinases, phosphatases) and protease
activity (e.g., matrix metalloproteases), resulting in
changed stoichiometry of molecules within the pepti-
dome itself compared to the normal milieu. Interac-
tions between the precancerous cells, the surrounding
epithelial and stromal cells, vascular channels, the
extracellular matrix, and the immune system are
mediated by various enzymes, cytokines, extracellular
matrix molecules, and growth factors. An added
benefit for cancer biomarkers is the leaky nature of
newly formed blood vessels and the increased
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hydrostatic pressure within tumors [82]. This patho-
logic physiology would tend to push molecules
from the tumor interstitium into the circulation
(Figure 9.5). As cells die within themicroenvironment,
they will shed the degraded products. The mode of
death, apoptosis versus necrosis, would be expected
to generate different classes of degraded cellular
constituents. As a consequence, the blood peptidome
may reflect ongoing recordings of the molecular cas-
cade of communication taking place in the tissue
microenvironment (Figure 9.5). Combinations of pep-
tidome markers representing the specific interactions
of the tumor tissuemicroenvironment at the enzymatic
level can achieve a higher specificity and a higher sen-
sitivity for early stage cancers. This optimism is in part
based on the concept that the biomarkers are derived
from a population of cells that comprise a volume that
is greater that just the small precancerous lesion itself.
In this way, the peptidome can potentially supersede
individual single biomarkers and transcend the issues
of tumor and population heterogeneity.

Physiologic Roadblocks to Biomarker
Discovery

Candidate biomarkers are expected to exist in very low
concentration, have the potential to be rapidly
excreted, and must be separated from high abundance
blood proteins such as albumin which exist in a bil-
lion-fold excess [86,88]. Early stage disease lesions
such as premalignant cancer may arise within a tissue
volume less than 0.10 mL. Assuming all the putative
biomarkers emanating from this volume are uniformly
dispersed within the entire blood volume of 5000 mL,
then the dilution factor will be 50,000. We can also
reasonably hypothesize that the most physiologically

relevant proteins specific for the disease constitute a
minor subpopulation of the cellular proteome. Conse-
quently, the greatest challenge to biomarker discovery
is the isolation of very rare candidate proteins within a
highly concentrated complex mixture of blood pro-
teins massively dominated by seemingly nonrelevant
proteins. Because of the low abundance of the biomar-
kers, analytical sensitivity is the first challenge for bio-
marker discovery and also routine measurement.
During the discovery phase, it is likely that large
plasma or serum volumes, including pooled samples,
can be available for analysis [86–91]. In contrast, once
a candidate marker is taken forward to clinical testing,
the volume of blood available for an individual
patient’s assay may be less than one mL. When one
takes all of these factors into consideration, the analyt-
ical platform used to measure the candidate marker
must have a detection sensitivity sufficient to reliably
detect marker concentrations in the subfemtomolar
or attomolar concentration.

Requirement for New Classes of Diagnostic
Technology

Cancer biomarkers of the future are predicted to
emerge from multiplexed measurement of patterns of
specific size fragments of known parent molecules. This
will require new generations of immunoassay-based
technology that can determine both the identity and
exact size of the biomarker. Conventional immunoassay
platforms such as antibody arrays and bead capture
arrays cannot effectively measure panels of fragment
analytes [92]. The reason is that immunoassays, by their
very definition, rely on antibody-based capture and
detection. An antibody-based assay cannot distinguish
the parent molecule from its clipped fragments since
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Figure 9.5 The peptidome hypothesis: Circulating peptides and protein fragments are shed from all cell types in
the tissue microenvironment. Proteolytic cascades within the tissue generate fragments that diffuse into the circulation.
The identity and cleavage pattern of the peptides provide two dimensions of diagnostic information.
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the antibody recognizes its cognate epitope in both the
parent and fragment molecule. Immuno-MS is one
possibility: using this two-dimensional immunoassay
technology, based on the amino acid sequence of the
peptide fragment, a miniaturized affinity antibody
column, perhaps in a multiplexed microwell format, is
first used to capture all species of molecules that con-
tain the antibody recognition site. Next, the captured
fragments are eluted off the antibody column directly
into a MS (such as a MALDI-TOF), which can provide
an extremely accurate mass determination of the entire
population of captured peptides. Thus, in only two
automated steps, a panel of peptide fragments derived
from a known parent molecule can be rapidly sorted
and tabulated. The result is an immediate read-out of
identities and specific fragment sizes of a given bio-
marker candidate, and both dimensions of information
are captured concomitantly.

Reduction of Bias in the Discovery Phase
of Peptide Biomarkers

The tremendous complexity of the peptidome is
entirely predictable from a systems biology standpoint
where the composition of the circulation is a true mir-
ror of ongoing cellular and organ system function.
While this means that subsets of the blood peptidome
can potentially reflect subtle disease events in small tis-
sue volume, it also means that the peptidome is con-
stantly fluctuating due to ongoing daily physiologic
events. Epidemiologists and clinical chemists fear that
the level of individual blood-borne biomarkers can be
greatly influenced by a variety of non-disease-related
epidemiologic factors and normal physiologic condi-
tions. This includes stability of the peptidome in the
collected blood sample. Thus, the promise of the speci-
ficity of the peptidome is counterbalanced by the sensi-
tivity to interfering factors. Consequently, as with any
biomarker discovery (single, or as a panel), great care
is needed to reduce sample bias during the discovery
and validation phase of peptidome biomarker transla-
tional research [69,93].

Methods for Discovering and Validating
Candidate Protein Biomarkers

Researchers can choose from a series of separation,
chromatography, electrophoresis, and mass spectrome-
try-based methodologies useful for discovering the low
molecular weight peptidome. Methods are available
for profiling, harvesting, purifying, enriching, and
sequencing the peptidome (Table 9.1) [86,98]. Each
methodology has advantages and disadvantages. Mass
spectrometry profiling technology is useful for rapidly
obtaining an ion fingerprint of a test fluid sample.
SELDI-TOF is a MALDI-TOF-related research system
that is relatively sensitive compared to other MS, and
can rapidly read out peptide ion signatures derived
from a small sample volume. The sample to be tested
is placed on a chemically treated chip surface, peptides

of interest stick to the surface, and the unbound pro-
teins are washed away. The bound peptides are ionized
by laser-induced desorption and time of flight (TOF)
analysis. The disadvantages of SELDI are that the
resolution of the instrumentation is usually quite low
(many peptides can exist within each ion peak) and
the ion peaks of interest cannot be directly identified
by mass spectrometry-based sequence determination.
However, SELDI-TOF, as with other more common
MALDI and ESI instruments, cannot routinely detect
proteins in the low abundance range (<4 pg/ml
range), which almost all immunoassays can reach with
ease. MS profiling can also be conducted in a MS elec-
trospray mode using inline liquid chromatography fol-
lowed by ESI-MS. This can be done before or after
trypsinization of the sample. If the sample is trypsi-
nized, then the identity of the trypsin fragments can
be scored, but the original peptide fragment size infor-
mation may be lost. An intermediate system is repre-
sented by a solid particle or bead capture systems.
These methods are used to harvest peptides by fairly
nonspecific hydrophobic binding. The harvested pep-
tides eluted from the beads can be profiled by MALDI
or ES MS, followed by MS sequencing and identifica-
tion of abundant peaks. Native carrier proteins such
as albumin constitute an endogenous resident in vivo
affinity chromatography system for harvesting peptides.
Carrier protein harvesting is a facile method for obtain-
ing high-resolution ion profiles. Furthermore, the cap-
tured peptides can be eluted and sequenced with
excellent yield. The disadvantages of the bead and car-
rier protein capture systems are low throughput and
minimal prefractionation.

Various methods exist to prefractionate a complex
LMW peptidome mixture prior to sequencing. How-
ever, given the new finding that a great deal of LMW
information appears to exist prebound to albumin
and other high-abundant proteins, and that many
investigations for biomarker discovery begin with
depleting the blood of these high-abundance proteins,
a great deal of caution is warranted in using this
approach for LMW candidate discovery. An alternate
approach would be to denature the input material
and dissociate the LMW information from the carrier
molecules, and then separate, isolate, and enrich for
the LMW archive. One- and two-dimensional prepara-
tive gel electrophoresis (with or without labeling meth-
ods such as ICAT) can be employed. The disadvantages
of 2D gel electrophoresis are an overall lack of reliabil-
ity of resolving low molecular weight range molecules
(mostly below 15 kDa), large sample volume and start-
ing material requirements, and slow throughput. One-
dimensional gel preparative electrophoresis exhibits
good yield in the low mass range <20 kDa, but is also
hampered by slow throughput. Slow throughput and
large volume requirements are also a drawback of tag-
ging systems such as ICAT, and these tagging systems
inherently ignore those molecules that are truly off-on
in disease states, and have the highest predictive value.
Thus, a researcher planning an LMW peptidome
biomarker discovery project must carefully select
the proper sample preparation method tailored to the
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volume of the available samples, the resolution desired,
the required throughput, and the need for identifica-
tion of the candidate biomarker peptides.

A recommended staging process for biomarker
discovery and validation is depicted in Figure 9.6.
The starting point for rigorous analysis is the develop-
ment of a discovery study set consisting of a population
of serum or plasma samples from patients who have
(i) histologically verified cancer; (ii) benign or inflam-
matory non-neoplastic disease; and (iii) unaffected,
apparently healthy controls or hospital controls,
depending on the intended use. The issue of including
specimens for initial discovery from patients with no
evidence of cancer but with inflammatory conditions,
reactive disease, and benign disorders is of critical
importance to ensure that specific markers are enriched
for from the outset. This issue is critical for cancer
research, especially since the disease almost always
occurs in the background of inflammatory processes
that are part of the disease pathogenesis itself. The pep-
tidome, as a mirror of the ongoing physiology of the
entire individual, may be especially sensitive to these
processes, which is why care must be taken to at least
minimize the chance that nonspecific markers are
selected. As an additional level of rigor to reduce ormin-
imize hard-wired bias, the blood collection standard

operating protocol for all patients should be exactly
identical in methodology, handling, and storage. Prior
to the initial peptidome analysis, the biomarker
researcher should work with an epidemiologist to
develop a discovery subset that is matched in every possi-
ble epidemiologic and physiologic parameter. This
includes age, sex, hormonal status, treatment and hospi-
talization status, clinic location, and any other variable
that can be known. Reduction of the potential upfront
bias is critical prior to undertaking the discovery phase
of the research. Because of the overall lability of the pro-
teome and the resultant peptidome, it is critical that
samples are collected and handled in a routine and
rapid fashion. A rule of thumb should be that any speci-
men is handled with identical standard operating proce-
dures, processed and stored in identical fashion, and
frozen/stored as rapidly as possible after removal from
the body.

The next stage is LMWpeptidome fractionation, sep-
aration, isolation and enrichment, concentration, and
mass spectrometry-based identification (Figure 9.6).
At this stage it is essential that iterative and repetitive
MS-based analysis and MS/MS sequencing be con-
ducted on each sample. Candidate peptides identified
repetitively over many iterations within a sample and
within a study set have a higher likelihood of being
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correct. Seven or more iterations has been previously
shown to minimize false peptide scores [73,89,90].
The researcher ends up with a list of candidate diagnos-
tic markers that are judged to be differentially abun-
dant in the cancer versus the control populations. The
next step is to find or make specific antibodies or other
ligands for each candidate peptide marker. After each
antibody is validated for specificity using a reference
analyte, the antibody can then be used to validate the
existence of the predicted peptide marker in the dis-
ease and nondiseased discovery set samples. Multiple
Reaction Monitoring (MRM) is an emerging genera-
tion of ms technology which offers the potential to
quantify and identify peptides with such high confi-
dence that antibody validation may not be required
(Figure 9.7). The goal is to develop a panel of candidate
peptide biomarkers along with measurement reagents
that are independent of the analytical technology that
will ultimately be used in the clinical lab.

Clinical validation of the candidate biomarkers
starts with ensuring the sensitivity and precision of
the measurement platform. The antibodies devel-
oped in discovery phase can now be applied as cap-
ture or detection reagents in the analytical platform.
While some immunoassays can utilize antibodies that

recognize variant analytes whereby a neo-epitope is
formed by post-translational medications, or even rec-
ognize fragment-specific termini (such as cleaved
caspases), most size-specific discriminations require
alternate technologies to be employed, such as
immuno-MS. Once the measurement platform is
proven to be reliable and reproducible, then the clin-
ical validation can proceed.

The final and most critical stage of research clinical
validation is blinded testing of the biomarker panel
using independent (not used in discovery), large clini-
cal study sets that are ideally drawn from at least three
geographically separate locations. The required size of
these test sets for adequate statistical powering
depends on both the performance of the peptide ana-
lyte panel in the platform validation phase and the
intended use of the analyte in the clinic. For example,
markers for general population screening require
more patients than those for high-risk screening,
which in turn require more patients than markers for
recurrence/therapeutic monitoring. Employing previ-
ously verified controls and calibrators, under standard
clinical chemistry guidelines (NCCLS) for immunoas-
says, the sensitivity and specificity can be determined
for a test population. It is important to emphasize that
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sensitivity and specificity in an experimental test popu-
lation does not translate to the positive predictive
value that would be seen if the putative test is used rou-
tinely in the clinic. The true positive predictive value is
a function of the indicated use and the prevalence of
the cancer (or other disease condition within the tar-
get population). The percentage of expected cancer
cases in a population of patients at high genetic risk
for cancer is higher than the general population. Con-
sequently, the probability of false positives in the latter
population would be much higher. For this reason the
ultimate adoption of a peptidome- or proteome-based
test will be strongly dependent on the clinical context
of its use.

Finally, the information content of the peptidome
will never be fully realized unless blood collection pro-
tocols and reference sets are standardized, new instru-
mentation for measuring panels of specific fragments
are proven to be reproducible and sensitive, and
extensive clinical trial validation is conducted under
full CAP/CLIA regulatory guidelines.

Frontiers of Nanotechnology and Medicine

Nanotechnology will have a significant impact on early
diagnosis and targeted drug delivery. The develop-
ment of inorganic nanoparticles that bind specific
tumor markers that exist at very low concentrations
in serum may be able to be used as serum harvesting
agents. In the future, patients may be injected with
such nanoparticles that seek out and bind tumor or
disease markers of interest. Once the nanoparticles
have bound their targets, they can be “harvested” from
the serum to enable diagnosis or to monitor disease
progression [94–98].

Luchini et al. have created core shell hydrogel
nanoparticles to address these fundamental road-
blocks to biomarker purification and preservation
[98]. The nanoparticles simultaneously conduct
molecular sieve chromatography and affinity chroma-
tography, in one step, in solution (Figure 9.8). The
molecules captured and bound within the affinity
matrix of the particles are protected from degradation

Molecular Sieving
Affinity Capture

Protection from
degradation

Concentration

Proteolitic
cleavage

Carrier-protein

Biomarker

Protease

Figure 9.8 Schematic representation of particle structure and function. Particles are constituted by a bait containing
core, surrounded by a sieving shell. When introduced into a complex solution, such as serum, core-shell particles remove
low molecular weight proteins from carrier albumin with affinity capture and perform molecular weight sieving with total
exclusion of high molecular weight proteins. Depending on the starting volume of the fluid sample, the particles can
effectively amplify low abundance biomarkers 100- to 1000-fold.
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by exogenous or endogenous proteases. These smart
nanoparticles conduct enrichment and encapsulation
of selected classes of proteins and peptides from com-
plex mixtures of biomolecules such as plasma, purify
them away from endogenous high-abundance proteins
such as albumin, and protect them from degradation
during subsequent sample handling. The particles
have a molecular sieving shell surrounding a specific
bait core. Each class of smart particle contains a core
bait molecule specific for a general category of analyte.
Thus, each class of particle will sequester and concen-
trate a class of all analytes below a molecular weight
cutoff that selectively recognize the bait.

When added to a complex molecular solution, the
nanoparticles rapidly imbibe and entrap the target
molecules with complete exclusion of high molecular
weight and abundant proteins such as albumin. More-
over, it is possible to concentrate the biomarkers cap-
tured by hydrogel particles into a small volume that
is a small fraction of the starting volume. Particles
incubated with serum trap the target analytes and are
isolated by centrifugation. Candidate biomarkers are
then released from particles by means of elution buf-
fers. The ratio of the volume of elution buffer to the
original starting solution establishes the concentration
amplification factor. This concentration step is a fun-
damental point for biomarker discovery and measure-
ment because it provides a means to effectively raise
the concentration of rare biomarkers that become
the input for a measurement system such as an immu-
noassay platform or mass spectrometry.

Evidence suggests that each organ and tumor has its
unique molecular address encoded within the vascula-
ture [99]. Peptides that recognize organ-specific vascu-
lar beds have been identified via the screening of
phage libraries in vivo [100]. With the synthesis of pep-
tide carriers designed to transport drug therapies to
specific vascular beds, treatments can be designed to
treat specific tissues or tumor sites, leaving nonmalig-
nant tissues unaffected. The use of homing nanoparti-
cles, or semiconductor quantum dots [101], may be an
important part of imaging diagnostics, in addition to
drug delivery, in the health care of the future.

Future of Cancer Clinical Proteomics

The pathologist of the future will detect early manifes-
tations of disease using proteomic patterns of body-
fluid samples and will provide the primary physician
a diagnosis based on proteomic signal pathway net-
work signatures as a complement to histopathology.
He or she will be able to dissect a patient’s individual
tumor molecularly, identifying the specific regulatory
pathways that are deranged in the cell cycle, differenti-
ation, apoptosis, and invasion and metastasis. Based on
this knowledge, recommendations will be made for an
individualized selection of therapeutic combinations
of molecularly targeted agents that best strike the
entire disease-specific protein network of the tumor.
The pathologist and the diagnostic imaging physician
will assist the clinical team to perform real-time

assessment of therapeutic efficacy and toxicity. Proteo-
mic and genomic analysis of recurrent tumor lesions
could be the basis for rational redirection of therapy
because it could reveal changes in the diseased protein
network that are associated with drug resistance. The
paradigm shift will directly affect clinical practice, as
it has an impact on all of the crucial elements of
patient care and management.
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C h a p t e r

10
Integrative Systems Biology:
Implications for the
Understanding of Human
Disease

M. Michael Barmada n David C. Whitcomb

“What is now proved was once only imagined.”
William Blake

“All models are wrong, but some are useful.”
George Box [1]

INTRODUCTION

From the smallest collections of elementary particles
to the largest collections of galaxies, all matter is
constructed of interacting collections of elements, or
networks. Interactions within and between these net-
works give rise to the observable properties of matter.
Biological networks are no exception, from the level
of interacting enzymes and substrates which form a
pathway, up to the level of the biosphere, incorporat-
ing all living things and their relationships. Networks
have recently generated considerable interest in
biological sciences, not because of any change in our
basic knowledge about them, but because of key tech-
nological changes that have enhanced our ability to
interrogate them and thereby develop descriptive
models allowing prediction of their behavior. This
shift in ability has fueled new perspectives on how to
apply the scientific method to biomedical science,
emphasizing integration instead of reduction. Systems
(or network) biology focuses on the investigation of
complex interactions in biological systems. Much of
the promise of systems biology in biomedicine revolves
around its potential to explain disease as a perturba-
tion of a normal system. Many disease syndromes
include elements from multiple tissue-specific and sys-
temic systems. For example, chronic pancreatitis is

defined by variable amounts of maldigestion (loss of
pancreatic acinar cell function), diminished bicarbon-
ate secretion (loss of duct cell function), diabetes
mellitus (loss of islet cell function), inflammation
(immune system), fibrosis (regenerative systems), pain
(nervous system), and cancer risk (DNA repair and cell
cycle regulation systems). Since genetic and environ-
mental factors affect each of these systems in different
ways, it is not surprising that dysfunction of these sys-
tems in response to stress or injury will be variable
between patients. However, it is also clear that each
of these systems interacts with each other. Further-
more, for the systemic systems the commonly dysfunc-
tional components of effector or regulatory pathways
will also be dysfunctional in parallel disorders of other
tissues or organs. Careful modeling of these different
relationships within the phenome (the set of all phe-
notypes of an organism) or within the interactome
(the set of all interactions of an organism) can greatly
increase the power to identify functional genomic vari-
ation important in disease phenotypes and lead to a
better understanding of how to readjust the system to
return to a normal state.

At its most basic, systems biology comprises three
challenges: (i) how to generate a sufficient quantity
of data to analyze variability in networks, (ii) how to
properly integrate data from multiple disparate
sources into a usable corpus of knowledge, and (iii)
how to use that corpus of knowledge to model a com-
ponent system and optimize it. Model construction
allows predictions of the behavior of a system and, ulti-
mately, an understanding of how to change that behav-
ior in predictable ways. The promise of this approach
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is vast because the exact definition of a system is not
fixed—anything from a particular biochemical path-
way up to the level of an entire organism can be con-
sidered a system in biomedical applications. In this
regard, population-level biosciences, such as epidemi-
ology and population genetics, have long practiced a
form of systems biology, but their focus has always
been on a collection of individuals as the system of inter-
est. Current systems biology approaches model systems
of interest to clinical outcomes, such as metabolic path-
ways, individual cells, and organs. Modeling at this level
has the appeal of allowing translation of results from
decades of population-based laboratory research to be
applied to individualized clinical medicine.

The field of systems biology borrows from control
theory, which deals with the behavior of dynamic sys-
tems (systems that fluctuate in a dependent fash-
ion). Control theory proposes the idea that systems
can best be modeled as a cycle of controllers which
modify inputs to produce the desired outputs, and
sensors which provide feedback to the system, pro-
ducing a steady-state system in which equilibrium is
achieved by balancing the input and output concen-
trations and the feedback signals. In a similar fash-
ion, systems biology includes the definition and
measurement of the components of a system, formu-
lation of a model, and the systematic perturbation
(either genetically or environmentally) of and
remeasurement of the system. The experimentally
observed responses are then compared with those
predicted by the model, and new perturbation
experiments are designed and performed to distin-
guish between multiple or competing models. This
cycle of test-model-retest is repeated until the final
model predicts the reaction of the system under a
broad range of perturbations.

Systems Biology as a Paradigm Shift

Although systems biology is itself a new discipline, the
study of systems in biology is not new. Early studies of
enzyme kinetics employed a similar cycle of testing
and modeling, followed by retesting of new hypoth-
eses. In a similar fashion, modeling of neurophysio-
logical processes like the propagation of action
potentials along a neuron are illustrative of early for-
ays into mathematical modeling of cellular processes.
However, like all next-generation methodological
shifts, systems biology involves a rethinking of basic
principles—a return to a more basic understanding
or a more simplistic framework in which to generate
hypotheses. Traditional science follows a bottom-up
paradigm—that is, break a problem down into its indi-
vidual components (reductionism), learn everything
there is to know about those individual components,
and then integrate the information together to get
information about a system. Systems biology can work
within this paradigm, creating models for individual
components, and then integrating the models (creat-
ing, in essence, models of models, to explain the behav-
ior of the original system). However, this approach

requires that knowledge of the individual components
is sufficient to explain the behavior of the system. Apart
from a few exceptions, current reductionist research
models have not been successful at explaining the
large-scale behavior of biologic systems. To this end,
systems biology endorses a more top-down approach,
allowing modeling to occur at a higher level of organi-
zation (not at the level of the components, but at the
level of the organ or the individual). In this point of
view, a better understanding of the system as a whole
can create a better understanding of the components.
“Systems biology . . . is about putting together rather
than taking apart, integration rather than reduction.
It requires that we develop ways of thinking about inte-
gration that are as rigorous as our reductionist pro-
grammes, but different” [2]. Or, put more simply [3]:
“You [can] study each part of a Boeing 777 aircraft
and describe how it functions, but that still wouldn’t
tell you how the airplane flies.” This has led to the
recognition that new paradigms (integration rather
than reduction) may be necessary to understand and
model systems with multiple interacting quantitative
components.

DATA GENERATION

Central to the success of any modeling endeavor is
the generation of large quantities of data. Because
of the increased interest in systems biology, the
theme of the late 1990s and early 21st century
reflected exactly this necessity, exemplified by the
fact that several papers were published on methods
of dealing with the so-called “data deluge” [4–6].
Genomic technologies were the first to enter the
high-throughput realm and subsequently the first
to produce large quantities of high-quality data. Cou-
pled with a concurrent explosion in computing
power, high-throughput data generation made realis-
tic modeling feasible. New technologies produced
during this time vastly increased the ability to query
an entire system at once and led to the advent of
the major international efforts of the early 21st cen-
tury, such as the Human Genome Project (the effort
to sequence the entire complement of human chro-
mosomes) [27]. The HapMap Project (the effort to
catalog common genetic variation across multiple
human ethnic populations) [7], the ENCODE Project
(basically a merger of the Human Genome and Hap-
Map projects—an effort to resequence particular por-
tions of the human genome in multiple individuals
from different ethnic populations to explore com-
mon and rare genetic variation at a higher resolu-
tion) [8], and the 1000 Genomes Project (an effort
to completely sequence 1000 human genomes) [28].
Specifically, microarray technology coupled with
advances in mass spectroscopy, combinatorial chemis-
try, and robotics created an explosion of data and
unique visualizations of cellular processes. Capitaliz-
ing on this explosion of data, the first quantitative
model of the metabolism of a whole (hypothetical)
cell was published in 1997 [9].
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Microarrays

Microarray technology grewout of a confluence of trends
and technologies. On the experimental level, microar-
rays are most similar to Southern blotting, where frag-
mented DNA is attached to a substrate and then probed
(hybridized) with a known gene or fragment to identify
complementary sequences. The trend through the
1990s was to increase capacity in individual experiments,
allowing the analysis ofmore andmore samples (ormore
and more markers) in a single experiment. With the
advent of paper-blotting techniques (allowing DNA
molecules to be immobilized or spotted on special paper,
then hybridized), and subsequently glass-blotting techni-
ques, coupled with advances in robotic pipetting (allow-
ing smaller and smaller volumes of liquid to be spotted,
in greater and greater densities), microarrays became
feasible. Initial microarray experiments [10] began
with small numbers of immobilized probes, owing
mostly to limited knowledge about the genes that make
up a genome. This was quickly followed by arrays
with hundreds, thousands, tens of thousands, and now
(currently) millions of probes as our understanding of
the components of genomes grew (owing, in large part,
to early efforts to identify and catalog all expressed genes
in organisms and to large-scale efforts like the Human
Genome and ENCODE projects).

Microarrays have now found use in multiple experi-
mental venues. Most commonly, the molecules being
immobilized on the array are DNA molecules, allowing
measurement of expression levels or detection of poly-
morphisms (such as single-nucleotide polymorphisms
or SNPs). A DNA microarray consists of thousands of
microscopic spots (or features), each containing a spe-
cific DNA sequence. Each feature is typically labeled
with a fluorescent tag and then used as probes in
hybridization experiments with a DNA or RNA sample
(the target), which is labeled with a complementary
fluorescent label. Hybridization is quantified by fluo-
rescence-based scanning of the array, allowing deter-
mination of the relative abundance of nucleic acid
sequences in the target by characterization of the rela-
tive abundance of each fluorophore (Figure 10.1).

Transcriptomics

Transcriptomics is the study of relative RNA transcript
abundances, using microarray technologies. Chips that
are specialized for this purpose are known as RNAmicro-
arrays and are typically prepared with a library of tran-
scripts of known origin (representative tags for a known
complement of genes, for example—the current human
RNA arrays contain approximately 60,000 probes, repre-
sentative of a majority of known RNA species from the
20,000 or so human genes). These are then interrogated
with RNA (typically reverse transcribed into cDNA) from
two different samples, labeled with different dyes (com-
monly green and red dyes). This allows the relative abun-
dance (in one sample versus the other) of each RNA
transcript to be assessed. Experiments of this type are
routinely used to determinewhichRNAs are upregulated
or downregulated in a disease sample versus a normal
sample. However, note that the utility of the information
generated from transcriptomics studies is highly variable,
as transcription levels are potentially influenced by a wide
range of factors, including disease phenotypes. To be of
general use, transcriptomic data must be generated
under a wide variety of conditions and compared, to
eliminate the trivial sources of variation.

Genotyping

One of the earliest explosions of data on a whole-genome
scale came from early genetic linkage studies. The first
whole-genome genetic linkage scans were performed in
the early 1990s using panels of�350 geneticmarkers scat-
tered throughout the autosomal chromosomes, as well as
the X-chromosome [11]. Subsequent advances in map-
ping techniques and marker discovery increased the
number of markers in the genetic maps, and included
both sex chromosomes, as well as the mitochondrial
genome.Markers for whole-genome genotyping have fol-
lowed a rather amusing pattern of oscillation between the
use of simple polymorphisms (with two alleles) and com-
plex polymorphisms (with multiple alleles). The earliest
genetic markers to be used (easily observable phenotypes
such as eye color, sex, handedness, and others) were gen-
erally treated as simple binary traits. The first protein bio-
markers (blood group protein polymorphisms and HLA
polymorphisms) were complex, having many alleles with
complicated ethnic and regional variations in frequency.
Restriction fragment length polymorphisms (or RFLPs)
havingonly two alleles indicating thepresence or absence
of a recognition site for restriction enzymes were the next
marker type to be in vogue, and were the first to be sug-
gested as usable for whole-genome analysis because of
their frequency throughout the genome. This was fol-
lowed by the discovery of DNA-length polymorphisms,
in the form of tandem repeated regions (called Variable
Numbers of TandemRepeats or VNTRs), which are com-
plex polymorphisms. Recognition of the existence of tan-
dem repeats led to the discovery of microsatellite
markers—basically short tandem repeats (STRs), on the
order of 2–5 base pairs repeated several times. The fre-
quency of STRs in the genome enabled generation of
the first whole-genome maps. This was followed in quick

Figure 10.1 Example of an approximately 40,000 probe
spotted oligonucleotide microarray with enlarged inset
to show detail (Image from Wikimedia Commons).

Chapter 10 Integrative Systems Biology: Implications for the Understanding of Human Disease

187



succession by the discovery of single nucleotide poly-
morphisms (or SNPs), which initially were described as
having only two alleles, and so continue in use as simple
markers (though in fact many SNPs have >2 alleles).
Due to their abundance (estimated at 1 SNP per 100 base
pairs of DNA) and the relative ease of genotyping these
markers, the development of DNAmicroarray-based gen-
otyping technologies for SNPs occurred quickly. SNPs are
now the current standard for genome-wide genetic stud-
ies. When SNP content on genotyping arrays became suf-
ficiently dense (and also due to findings from other
genomic technologies like array-based comparative gen-
omic hybridization (arrayCGH) techniques), the wide-
spread occurrence of copy number variations (deletions
and duplications) was detected, heralding a return to
more complex (multiallelic)markers again. Current gen-
otyping arrays now contain a mixture of simple polymor-
phic markers (SNPs) and so-called copy-number probes,
allowing the assessment of copy-number changes across
the genome, at a density which provides excellent cover-
age for most ethnic groups (�1,000,000 SNPs and nearly
that many copy number probes, meaning each array
carries almost 2 million features). It is expected that chip
densities will continue to grow, allowing for higher-
throughput genotyping. However, at the same time
rapid low-cost sequencing technologies are becoming
available that may well allow for affordable whole-
genome sequence-based assessment of genomic varia-
tion, replacing any need for increased array densities.

Other Omic Disciplines

Recognizing that many properties of biological systems
are emergent, or a result of complex interactions
between components that are not understandable at
the level of individual system components, scientists
in the 21st century turned to analysis of different levels
of organization in an organism. Naturally, given the
penchant of science for fancy names, each level of
organization had to be given an appropriate name.
For example, since the genome is the entire set of
genes of an organism, genomics is the name given to
the study of the whole set of genes of a biological sys-
tem. Various methods, such as genotyping, sequencing
(examining the linear sequence of DNA) and tran-
scriptomics (examining the expression of all genes in
an organism) can be used to interrogate the genome.
Likewise, given that the proteome is the collection of
proteins expressed in a system, proteomics is the name
given to the study of the proteome. Proteomic methods
include traditional techniques such as mass spectros-
copy—identifying compounds based on the mass-
charge ratio of ionized particles. But just as microarrays
are a modification of traditional genomic techniques
for high-throughput experiments, proteomics modi-
fies the techniques of mass spectroscopy in a similar
fashion—creating experimental and informatics pipe-
lines that allow a sample (like a blood draw) to be par-
titioned into various fractions, have those fractions
examined via mass spectroscopy, and have the results
of the mass spectroscopy experiments compared to

other mass spectroscopy profiles to allow for identifica-
tion of individual components.

Other omic disciplines are similarly named—the gen-
eral rule being that the respective discipline arises from
the study of the associated “ome” (or set). This gives rise
to disciplines such as (i) metabolomics—the study of the
entire range of metabolites taking part in a biological pro-
cess; (ii) interactomics—the study of the complete set of
interactions between proteins or between these and other
molecules; (iii) localizomics—the study of the localization
of transcripts, proteins, andothermolecules; and (iv) phe-
nomics—the study of the complete set of phenotypes of a
given organism. These various “omes” can be organized
hierarchically, as demonstrated in Figure 10.2, based on
the relationships recognized from years of biological
experimentation. As with genomics and proteomics,
experimental procedures for these other “omics” disci-
plines are adaptations of traditional methods (such as
microscopy for localizomics, or singlemetabolitemeasure-
ments for metabolomics) for high-throughput protocols.

DATA INTEGRATION

While data generation is certainly of paramount impor-
tance for systems biology, because the technologies that
generate the data have their own unique (and often

Figure10.2 Omics technologiesgatherdataonnumerous
levels. Various “omics” fields are displayed here along with the
laboratory techniques used to generate the data, as well as the
relationship of data from one level to another. Adapted from [25].
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proprietary) formats for storing the data, systems biolo-
gists must also concern themselves with integrating data
that spanmultiple resources. Since 1998, the number of
recognized online databases related to biological infor-
mation has increased 10-fold (from just under 100 in
1998 to over 1000 in 2008) [12]. Resources like the
Bioinformatics Links Directory (http://bioinformatics.
ca/links_directory/) extend this further by collecting
links to molecular resources and tools as well as data-
bases, and currently list 2300 links.However, the problem
is more than just quantity. Issues of data quality, lack of
standards, lack of interfaces allowing for integration,
and longevity (or lack thereof) continue to plague online
biological data resources, and make cross-resource query-
ing or integrationdifficult [12,13].Nonetheless, tools con-
tinue to appear to assist in the integration of data from
disparate sources [14]. Using technology adopted from
the burgeoning Semantic Web (or Web 2.0) projects
[15], biologists and bioinformaticists are able to capture
instances of data sufficient for systems biology scale efforts.

Semantic Web Technologies

Many of the problems inherent to integration of
biological data resources are similar to those being
faced by the larger community of World Wide Web
users. The SemanticWeb is a vision for how to have com-
puters infer information relating one web page (or ele-
ment) to another [15]. It is an extension of the
current web protocols (primarily the HyperText Trans-
port Protocol or HTTP), which allows for meaning to
be imbedded together with content, such that auto-
mated agents can make associations between data with-
out needing user input. In essence, creating the
Semantic Web involves recasting the information in
the World Wide Web (which currently stores relation-
ships in the form of hyperlinks, which can link anything
to anything, and so do not represent information con-
tent or meaning) into a format which allows relation-
ships to be represented. The eXtensible Markup
Language (or XML) is an early example of this type of
recasting—allowing content to be stored with represen-
tative tags that describe the content. Resource Descrip-
tion Framework (or RDF) builds on XML by using
triples (subject-predicate-object) to represent the infor-
mation in XML tags (or in hyperlinks), and defining a
standard set (or schema) of RDF triples to describe a
particular object. Each part of a triple names a resource
using either a Uniform Resource Identifier (URI) or
Uniform Resource Locator (URL), or a literal. The
advantage of this format is that RDF schemas are prede-
fined so that meaning can be imbedded in the defini-
tion, or by using a hierarchy or ontology, describing
the relationship within and between schemas. Also,
since the RDF triple can contain a location as well as
attribute-value pair, the components of a schema do
not need to be located in the same place. Thus, if we
have a schema representing a web page in which the sec-
tions (header, footer, left panel, right panel, title, and
others) are defined by RDF triples, these web pages
can easily integrate data from multiple sources.

The representation of information by RDF allows the
location of data and data resources to be independent
of the location of user interfaces or analytic resources.
In essence, this allows the integration of data frommulti-
ple repositories and the querying of the integrated data.
Coupled with the concept of RDF schemas to accurately
describe knowledge about objects and ontologies to orga-
nize the relationship of objects to one another, the use of
RDF can solve several of the problems mentioned for
data integration (namely, the lack of standards and the
lack of interfaces for integration). Another current
trend—the use of wikis (a website that allows collabora-
tive editing of its content by its users)—addresses the
problem of data quality by allowing users to mark data
as reliable or not, or by allowing users to update out-of-
date or incorrect data.

MODELING SYSTEMS

Once the appropriate types of data have been generated,
and the various sources of data collected and integrated,
the resulting information is turned into knowledge by
interpreting what the data actually mean, and how they
address questions that need to be answered. Data model-
ing is used to understand the relationships important in
defining the system. As noted previously, systems biology
draws heavily from control theory, which itself is derived
from mathematical modeling of physical systems.
Although the mathematical derivation of control prob-
lems is complex, the fundamental concepts governing
the formulation of control models are more intuitive
and relatively limited. Three basic concepts can be
thought of as central to forming control models: (i) the
need for control (regulation or feedback), (ii) the need
for fluctuation, and (iii) the need for optimization. A sim-
ple control model is presented in Figure 10.3.

Key characteristics of this model include a control-
ler (responsible for the conversion between input
and output) and sensor (responsible for determining
the degree and direction of the feedback)—each of
which can be the result of a single or multiple ele-
ments. An initial model of this form can often be
derived from an initial data generation step, which
can measure a baseline set of conditions for the system
and also provide an idea of the components of the sys-
tem. For example, an expression network (groups of
genes that are co-regulated in some fashion) that regu-
lates a biochemical pathway can be thought of as a
control model. A single transcriptomics experiment
can give you information on genes that are potentially
co-regulated (sets of genes that are overexpressed
compared to control, and so which might be providing
the function of a controller), as well as information
about potential sensors (genes that differ in re-
sponse—one being overexpressed, the other under-
expressed). However, the problem with a single exper-
iment (or a single snapshot of the transcriptome) is
that the information derived is not sufficient to disen-
tangle the true positives (elements that truly should be
components of the model) from the false positives
(random variation which transientlymimics the behavior
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of the model). This reflects the need for fluctuation. By
perturbing (changing an aspect of the system to produce
a predictable outcome) and remeasuring the system,
additional confidence regarding the true positives can
be achieved assuming the new measurements reflect
the predictions of the model. If not, another model
which explains the previous data measurements is
selected, and another test is devised. This cycle continues
until the final model accurately represents the data
measured in all tests. In this way, the most optimized
model is selected (Figure 10.4).

Lastly, although not immediately obvious from the
preceding discussions, data modeling also requires large
amounts of computational power. Due to the size of the
high-throughput data sets currently in use (expression
data on 30,000 genes formultiple time points; SNP geno-
types for millions of markers; occurrence of all known
protein-protein interactions; computational prediction
and annotation of all known protein-DNA binding sites;
and others), the advanced mathematical and visualiza-
tion frameworks currently in use, and the iterative nature
of analysis, large amounts of computing power are nec-
essary, often pushing the limits of even parallelized or
grid-enabled computational clusters. Continued growth
in computing power will be necessary to support the
ongoing use of systems biology as the models in use
become more and more elaborate and incorporate
information from greater numbers of high-throughput
methodologies.

IMPLICATIONS FOR UNDERSTANDING

DISEASE

A new revolution in medicine was made possible at the
end of the 20th century by the sequencing of the human
genome. This remarkable feat led to the revelation that
millions of variations exist in the DNA sequence of indi-
vidual humans, with an infinite number of possible var-
iations. Furthermore, genetic studies revealed that
many chronic inflammatory diseases, such as Crohn’s
disease, ulcerative colitis, chronic pancreatitis, rheuma-
tologic disease, heart diseases, and others do not have a
single genetic factor causing the disease, but rather
several dozen common genetic variations that, in the
context of many possible interacting environmental fac-
tors, cause a disease that is defined by the location of
inflammation and associated signs and symptoms.
Unfortunately, the simplicity and early success of the
germ theory of disease, in which a single pathological
agent was responsible for a specific disease with charac-
teristic signs and symptoms, lulled physicians into think-
ing that all disease would follow a similar pattern. This
reductionist-like approach in medicine allowed physi-
cians and scientists from different disciplines to triangu-
late on the same target using different methods and
perspectives. It has identified numerous components
of individual systems—many of which are reused over
and over, leading to a modular view of system compo-
nents—and has provided numerous insights into

Figure 10.3 Example of a control module. This module represents a simple feedback loop, with output from the sensor
either upregulating or downregulating the process that converts the input into output.

Figure 10.4 The iterative nature of systems biology research. Note that every refinement of the model needs additional
data generation for retesting of specific hypotheses. Adopted from [26].
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human disease. Despite these advances, the reductionist
approach in medicine has been less successful in identi-
fying the many complex interactions between disease
components, and in explaining how system properties
(like disease phenotypes) emerge—a concept which
becomes important when considering manipulation of
systems to produce predictable and desirable outcomes,
as required for preventative medicine. As such, new
paradigms are required, likewise requiring new
approaches and new methods.

One such new paradigm is the advent of persona-
lized medicine, which can be thought of as an applica-
tion of systems biology-type thinking to medicine.
Personalized medicine represents a transition from
population-based thinking (describing risks on a popu-
lation level) to an individual-based approach (describ-
ing risks for an individual based on his or her personal
genomic/proteomic/metabolomic/phenomicprofiles).
Reductionist approaches have successfully identified
many of the biomarkers required to define disease states
in complex disorders on a population level (that is
attributing population risks to various changes), but have
not been able to describe how individual exposures
or biomarkers (or combinations of these components)
interact to create the disease state in individuals. To
achieve this transition, systemic models which explain
the function of systems (cells, organs, etc.) are needed,
from which the implications of changes in particular
exposures or biomarkers (genetic changes, proteomic
changes, and others) can be understood on the system-
level.

Redefining Human Diseases

The first major hurdle in transitioning from allopathic
medicine to personalized medicine is to redefine com-
mon human diseases. In allopathic medicine, diseases
are typically defined by characteristic signs and symp-
toms that occur together and meet accepted criteria.
Chronic inflammatory diseases are defined by the loca-
tion of the inflammation, the persistence of inflamma-
tion, and the presence of tissue destruction or
scarring. These definitions indicate that the specific
mechanism causing a specific organ to develop and
to sustain an inflammatory reaction is not known. Fur-
thermore, it has been impossible to identify the cause
when using the traditional scientific methods used to
identifying a single, causative infectious agent. Instead,
the possibility that disease affecting one or more
organs can occur through any one of multiple path-
ways, and that each pathway has multiple steps and
regulatory components, and that multiple effects on
multiple systems and multiple environmental expo-
sures may be required before disease is manifest must
be embraced to transition to personalized medicine.
Indeed, physicians recognized that diseases located in
specific organs share some common systemic features
such as the type of inflammatory response (autoim-
mune or fibrosing), or chronic pain since they use a
limited number of anti-inflammatory or pain medica-
tions for a variety of diseases. Additionally, studies

which have looked at the clustering of disease phe-
notypes based on their representative genomics
(associated gene/SNP polymorphisms or expression
profiles) [16] have demonstrated that even disease phe-
notypes we once thought were roughly homogeneous
(for instance, disease subtypes like Crohn’s disease with
ileal involvement in Caucasian-only populations) are in
fact associated with different genetic loci (heteroge-
neous) [17]. Personalized medicine must deconvolute
systemic and tissue-specific pathways and reconstruct
them in a way that leads to precise, patient-specific
treatments.

The Transition to Personalized Medicine

The effect of approaching complex inflammatory dis-
orders as a single disease rather than as a complex pro-
cess is illustrated through the comparison of multiple
small studies by meta-analysis. While some of the
variance in estimated effect sizes from small genetic
studies can be attributed to random chance, the pos-
sibility also exists that populations from which the
samples were taken were not equivalent, and that dif-
ferent etiologies will lead to the same end-stage signs
and symptoms through different, parallel pathways.
In cases where a candidate gene is critical to some
pathologic pathway, but not others, the wide variance
between small genetic studies may reflect the fraction
of subjects that progress to disease through that spe-
cific gene-associated pathway.

Evidence of this effect was recently demonstrated in
an evaluation of reports on the effect of the pancreatic
secretory trypsin inhibitor gene (SPINK1) N34S poly-
morphism in chronic pancreatitis [18]. A model was
developed to test the hypothesis that alcohol, which
is known to be associated with chronic pancreatitis
and fibrosis via the collagen-producing pancreatic stel-
late cell (PSC), drives pancreatic fibrosis through a
recurrent trypsin activation pathway as seen in heredi-
tary pancreatitis [19,20], or through a trypsin-indepen-
dent pathway, as illustrated in Figure 10.5 [18].

We identified 24 separate genetic association stud-
ies of the effect of the SPINK N34S mutation on
chronic pancreatitis with effect sizes (odds ratio, OR)
reported to be between nonsignificant to �80. Using
meta-analysis, we determined an overall effect of the
SPINK1 pN34S on risk of chronic pancreatitis to be
high (OR 11.00; 95% CI: 7.59–15.93), but with signifi-
cant heterogeneity. Subdividing the patients into four
groups based in proximal etiological factors (alcohol,
tropical region, family history, and idiopathic), we
found that the effect of SPINK1 pN34S on alcohol
(OR 4.98, 95% CI: 3.16–7.85) was significantly smaller
than idiopathic chronic pancreatitis (OR 14.97, 95%
CI: 9.09–24.67) or tropical chronic pancreatitis (OR
19.15, 95% CI: 8.83–41.56). Thus, we conclude that
alcohol acts through Factor A-type pathway, while trop-
ical chronic pancreatitis and idiopathic chronic pan-
creatitis act through trypsin-associated pathways. The
fact that a higher percentage of alcoholic patients than
the control populations had SPINK1 mutations may
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also mean that some idiopathic patients were misdiag-
nosed as being alcoholics since the threshold for
alcohol-associated risk was previously unknown [21].
It could also mean that alcohol accelerates the pro-
gression from recurrent acute pancreatitis to chronic
pancreatitis as demonstrated in animal models [22].
Thus, these results are important for understanding
the etiology and progression of alcoholic chronic
pancreatitis, but have broader implications for under-
standing the presence and effects of heterogeneity of
pathways in complex disorders.

The chronic pancreatitis model also illustrates a
major problem for transitioning to personalized medi-
cine. Very large association studies require the recruit-
ment of subjects from many large medical centers
in different regions and different countries. This
approach will tend to obscure mechanism-based het-
erogeneity and converge on only the most common
features of the disease (population-level effects), even
though other factors may have a stronger biological
effect in a limited number of patients, while being
irrelevant in others. This argues for more detailed phe-
notyping of study populations (phenomics) and careful
analysis of context-dependent effects (interactomics).
The application of systems biology to this data would
allow for a better understanding of the various pathways
leading to disease states, and so a better understanding
of the possible interactions (or context-dependent
effects) that accurately predict disease in a single
individual.

Applications of Systems Biology to Medicine

The realization of personalized medicine requires not
only a more systems-like perspective regarding risk
factors, it also requires a rethinking of existing classifi-
cations, which are largely derived from observation
and reductionist approach (common observable phe-
notypes should be the result of common underlying fac-
tors). As an example of this rethinking, a recent study
undertook the reclassification of the disease phenome
(the space of all associations between disease pheno-
types) using the explosion of current information on
genetic disease associations [23,24]. Disease-associated
genes were clustered based on information about gene-
gene or protein-protein interactions (from transcrip-
tomics or interactomics studies), and superimposed with
a representation of the organ system of the associated

disease phenotype. The resulting network graph (Figure
10.6) demonstrates the association of different genes
together in modules, many of which represent asso-
ciations of proteins in macromolecular complexes
(protein-protein interactions), or association of proteins
in metabolic or regulatory pathways.

This view of the network of disease genes can at the
same time inform us about novel associations we might
not have been aware of (such as PAX6 in the ophthal-
mological cluster, or PTEN and KIT in the cancer clus-
ter), and also direct us toward pathways (clusters) that
might be of most benefit in understanding the net-
work more completely (that is, those that are involved
in multiple disease states or that have the most connec-
tions to them). This network-centric view of disease
can also inform clinical medicine in terms of the
choice of medications (indicating that medications
used in one disease might also function appropriately
in another, based on clustering of associated genetic
factors).

DISCUSSION

We have outlined many of the reasons that a systems
biology-based approach is needed for understanding
complex disorders. Once the key components are
organized into a logical series, then formal modeling
of the disease process can be applied, tested, addi-
tional experimental data added, the system calibrated
and retested. The optimal model or models are yet to
be determined experimentally for any system, but
with the continued rapid increase in high-throughput
data generation and the continued increase in
computational power, large-scale integrations and
models can be achieved. The challenge will be to
accurately anticipate the information necessary to be
included in the model, as accurate assessment of the
context is essential to the appropriate understanding
of the effect of individual variation and the integra-
tion of that understanding into clinical practice. It is
not enough to know that certain changes affect a phe-
notype (like disease risk) in a population, as these
overall effects are typically very small (on the order
of an odds ratio of 1.1 to 1.2). However, with a proper
understanding of the context in which each variant is
important, appropriate medical interventions can be
implemented.

Figure 10.5 Hypothesis of etiology-defined pathways to pancreatic fibrosis. Hypothetical influence diagram illustrating
pathologic pathways linking proximal factor (Factor A and B) to PSC (pancreatic stellate cell) and fibrosis through multiple
steps (a1, a2, a3). Etiological factors of type B activate trypsinogen to trypsin, and therefore their pathologic pathway to the
PSC can be interrupted by SPINK1. Etiological factors of type A are independent of trypsin, and therefore will not be
influenced by variations in SPINK1 expression or function.
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Pathology: The Clinical
Description of Human
Disease

William K. Funkhouser

“. . .Future discoveries will not likely be made by morphologists
ignorant of molecular biologic findings, or by biologists unaware
or scornful of morphologic data, but by those willing and capable
of integrating them through a team approach. . . .”

Rosai [1]

INTRODUCTION

This chapter will discuss the fundamental concepts, ter-
minology, and practice of pathology as the discipline
dedicated to the understanding of causes, mechanisms,
and effects of diseases. A section on key terms, defini-
tions, and concepts is followed by sections on historical
human approaches to diseases, an overview of current
diagnostic practice, and a vision for new interface with
applied molecular biology.

TERMS, DEFINITIONS, AND CONCEPTS

Pathology (from the Greek word pathologı́a, meaning
the study of suffering) refers to the specialty of medi-
cal science concerned with the cause, development,
structural/functional changes, and natural history
associated with diseases. Disease refers to a definable
deviation from a normal phenotype (observable char-
acteristics due to genome and environment), evident
via patient complaints (symptoms), and/or the mea-
surements of a careful observer (signs). The cause of
the disease is referred to as its etiology (from the
Greek word meaning the study of cause). One disease
entity can have more than one etiology, and one etiol-
ogy can lead to more than one disease. Each disease
entity develops through a series of mechanistic chemi-
cal and cellular steps. This stepwise process of disease
development is referred to as its pathogenesis (from
the Greek word meaning generation of suffering).

Pathogenesis can refer to the changes in the structure
or function of an organism at the gross/clinical level,
and it can refer to the stepwise molecular abnormal-
ities leading to changes in cellular and tissue function.

The presentation of a disease to a clinician is in the
form of a human patient with variably specific com-
plaints (symptoms), to which the examining physicians
can add diagnostic sensitivity and specificity by making
observations (screening for signs of diseases). These
phenotypic (measurable characteristic) abnormalities
reflect the interaction of the genotype (cytogenetic and
nucleic acid sequence/expression) of the patient and
his/her environment. Patient workup uses present ill-
ness history with reference to past medical history, review
of other organ systems for other abnormalities, review of
family history, physical examination, radiographic stud-
ies, clinical laboratory studies (for example, peripheral
blood or CSF specimens), and anatomic pathology labo-
ratory studies (for example, tissue biopsy or pleural fluid
cytology specimens). As you will see from other chapters
in this book, the ability to rapidly and inexpensively
screen for chromosomal translocations, copy number
variation, genetic variation, and abundance of mRNA
and miRNA is adding substantial molecular correlative
information to the workup of diseases.

The differential diagnosis represents the set of possi-
ble diagnoses that could account for symptoms and signs
associated with the condition of the patient. The conclu-
sion of the workup generally results in a specific diagnosis
which meets a set of diagnostic criteria, and which
explains the patient’s symptoms andphenotypic abnorm-
alities. Obviously, arrival at the correct diagnosis is a func-
tion of the examining physician and pathologist (fund of
knowledge, experience, alertness), the prevalence of the
disease in question in the particular patient (age, race,
sex, site), and the sensitivity/specificity of the screening
tests used (physical exam, vital signs, blood solutes, tissue
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stains, genetic assays). The pathologic diagnosis repre-
sents the best estimate currently possible of the disease
entity affecting the patient, and is the basis for down-
stream follow-up and treatment decisions. The diagnosis
implies a natural history (course of disease, including
chronicity, functional impairment, survival) that most
patients with this disease are expected to follow. Be aware
that not all patients with a given disease will naturally fol-
low the same disease course, so differences in patient
outcome do not necessarily correspond to incorrect diag-
nosis. Variables that independently correlate with clinical
outcome differences are called independent prognostic
variables, and are routinely assessed in an effort to pre-
dict the natural history of the disease in the patient. It
is also important to note that medical therapies for spe-
cific diseases do not always work. Variables that indepen-
dently correlate with (predict) responses to therapy are
called independent predictive variables.

Diagnosis of a disease and development of an effec-
tive therapy for that disease do not require knowledge
of the underlying etiology or pathogenesis. For exam-
ple, Wegener’s granulomatosis was understood by
morphology and outcomes to be a lethal disease with-
out treatment, yet responsive to cyclophosphamide
and corticosteroids, before it was found to be an auto-
immune disease targeting neutrophil cytoplasmic pro-
tein PR3 (Figure 11.1). However, understanding the
molecular and cellular pathogenesis of a disease allows
development of screening methods to determine risk
for clinically unaffected individuals, as well as mecha-
nistic approaches to specific therapy.

The pathologist is that physician or clinical scientist
who specializes in the art and science of medical risk
estimation and disease diagnosis, using observations
at the clinical, gross, body fluid, light microscopic,
immunophenotypic, ultrastructural, cytogenetic, and
molecular levels. Clearly, the pathologist has a duty
to master any new concepts, factual knowledge, and
technology that can aid in the estimation of risk for
unaffected individuals, the statement of accurate and
timely diagnosis, accurate prognosis, and accurate pre-
diction of response to therapy for affected individuals.

A BRIEF HISTORY OF APPROACHES

TO DISEASE

The ability of H. sapiens to adapt and thrive has been
due in part to the ability of humans to remember the
past, respect tradition, recognize the value of new
observations, develop tools/symbols, manipulate the
environment, anticipate the future, and role-specialize
in a social structure. The history of human under-
standing of diseases has progressed at variable rates,
depending on the good and bad aspects of these
human characteristics.

Concepts and Practices Before the Scientific
Revolution

Our understanding of ancient attitudes toward dis-
eases is limited by the historical written record. Thus,
the start point for written medical history corresponds
to around 1700 BC for Mesopotamian rules in the
code of Hammurabi, and around 1550 BC for the anal-
ogous Egyptian rules in the Ebers papyrus. By defini-
tion, these philosophers, theologians, and physicians
had access and assets to allow a written record, and
materials and storage sufficient for the written records
to survive. The Mesopotamian records indicate a deity-
driven and demon-driven theory and empirical prac-
tice by recognized professional physicians. In this con-
text, the prevailing thought was that “Disease was
caused by spirit invasion, sorcery, malice, or the break-
ing of taboos; sickness was both judgment and punish-
ment” [2].

The Greek medical community evolved a theory of
disease related to natural causes and effects, with less
emphasis on deity-driven theory. The Hippocratic Cor-
pus includes “On the Sacred Disease” (circa 400 BC),
which rejected a divine origin for diseases, and postu-
lated a natural rather than supernatural basis for disease
etiology (“. . .nowise more divine nor more sacred than
other diseases, but has a natural cause . . . like other
affections.”). Aristotle (384–322 BC) wrote broadly on

A B

Figure 11.1 Wegener’s granulomatosis of the lung. (A) H&E of Wegener’s granulomatosis of lung. Necrosis,
granulomatous inflammation, and vasculitis are identified. (B) Elastin stain of Wegener’s granulomatosis of lung. Elastica
disruption of the arterial wall supports a diagnosis of vasculitis.
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topics including logic, biology, physics, metaphysics,
and psychology. To Aristotle, observations led to a
description of causes, or first principles, which in turn
could be used logically in syllogisms to predict future
observations. We would agree with these basic notions
of induction anddeduction.However, there was a differ-
ent background philosophical construct regarding the
nature of matter and causality (four elements, four
humors, and four causes, including a final or teleologic
purpose).Wewould recognizeAristotle’s “efficient” cause
of a disease as its etiology. Alexander the Great’s con-
quest of Egypt in the 4th century BC led to Greek (Ptol-
emaic) leadership of Egypt from 305 BC to 30 BC, with
development of the Alexandrian library and University.
Faculty such as Euclid developed geometric models of
vision (Optica), and Herophilus described human anat-
omy by direct dissection and observation (Greek medi-
cine apparently allowed dissection in Alexandria,
including vivisection of the condemned). During the
Roman imperial era, Galen (129–207 AD) used dis-
section and observation of other animals such as the
macaque (human dissection was illegal) to extrapolate
to human anatomy and physiology. Like Aristotle’s
approach, Galen’s approach to patients, diseases, and
treatments was guided by philosophical constructs
of four humors (blood, phlegm, yellow bile, and
black bile) and the resulting temperaments (buoyant,
sluggish, quick-tempered, and melancholic) due to
humoral imbalances. It is thought that many of Galen’s
texts were destroyed with the Alexandrian library before
the 7th century AD, but a subset was preserved and trans-
lated by Middle Eastern scholars. These ancient classic
texts were then retranslated into Latin and Greek when
printing houses developed in the 15th century (for
instance, Hippocrates’ De Natura Hominis, circa 1480
AD, and Galen’s Therapeutica, circa 1500 AD).

The historical picture of the Greco-Roman under-
standing of disease is one of empirical approaches to dis-
eases based on inaccurate understanding of anatomy,
physiology, and organ/cellular pathology. Greek medi-
cine became less superstitious and more natural cause-
and-effect oriented, yet philosophy still trumped direct
observation, such that evidence was constrained to fit
the classic philosophical constructs. Some of the con-
cepts sound familiar; for example, normal represents
equilibrium and disease represents disequilibrium. How-
ever, we would differ on what variables are in disequilib-
rium (the historical humors, numbers, and opposites
versus contemporary chemical and kinetic equilibria).

Following the collapse of the Western Roman Empire
in 476 AD, the classic texts of Aristotle, Hippocrates, and
Galen were protected, translated, and built upon in the
Byzantine and Arab societies of the near East, and in
Spain during the Muslim/Moorish period through the
11th century. During these middle ages for Western
Europe outside Spain, there was apparently a retreat to
pre-Hellenistic beliefs in supernatural forces that inter-
vened in human affairs, with protecting saints and relics
for disease prevention and therapy. Centers of medical
learning following the Spanish Muslim model developed
in Montpellier, France, and in Salerno, Italy, beginning
in the 11th century.

The Scientific Revolution

Aristotle’s concept of induction from particulars to gen-
eral first principles, then use of syllogistic logic to pre-
dict particulars, evolved into the scientific method
during the Renaissance. Ibn Alhazen’s (al-Haitham’s)
work on the physics of optics in the 11th century
challenged Euclid’s concepts of vision from the Alexan-
drian era. (Euclid thought that the eye generated
the image, rather than light reflected from the object
being received by the eye). In the 13th century, Roger
Bacon reinforced this use of observation, hypothesis,
and experimentation. The printing press (Gutenberg,
1440 AD) allowed document standardization and
reproduction, such that multiple parallel university
and city libraries could afford to have similar collections
of critical texts, facilitating scholarly publications in
journals. Access to publications in libraries and univer-
sities led to a system of review, demonstration, discus-
sion, and consensus regarding new scientific findings.

The concept of the body as an elegant machine was
captured not only by 15th and 16th centuries Renais-
sance artists like da Vinci and Michelangelo, but also
by anatomists and pathologists interested in the struc-
ture/function of health and disease. The ancient mod-
els of Aristotle and Galen had become sacrosanct, and
newer, evidence-based models were considered hereti-
cal to some degree. So it was somewhat revolutionary
when Vesalius dissected corpses, compared them with
Galenic descriptions, and published De humani corporis
fabrica libri septem (1543 AD; “Seven Books on the Struc-
ture of the Human Body”; the Fabrica), challenging and
correcting 16th century understanding ofnormal human
anatomy. Vesalius’s successors (Colombo, Fallopius, and
Eustachius) further improved the accuracy of human
anatomic detail. Thus, correction of Galen’s anatomical
inaccuracies (including the rete mirabilis at the base of
the brain, the five lobed liver, and curved humerus)
required at least 13 centuries for challenge, scientific
disproof, and eventual medical community acceptance.

The Scientific Revolution describes the progressive
change in attitude of scientists and physicians toward
understanding of the natural world, health, and disease.
This revolution began circa 1543 AD, when Copernicus
published arguments for a heliocentric universe and
Vesalius published the Fabrica series on human anat-
omy. By the 17th century, Galileo, Kepler, Newton,
Harvey, and others had used this observation-based,
matter-based, and mathematical law-based perspective
to develop a scientific approach similar to our own
modern approach of testing hypotheses with experi-
mental data and statistics. In human biology, the inves-
tigation of structure led to studies of function, initially
of human cardiovascular physiology, for example,
Harvey’s Anatomical Exercise Concerning the Motion of the
Heart and Blood in Animals (1628). Whereas Galen con-
ceived of parallel but unconnected arteries and veins,
with continuous blood production in the liver and con-
tinuous blood consumption in the periphery, Harvey
demonstrated that blood was pumped by the heart
through arteries, through tissue capillaries, to veins,
and then back to the heart in a circle (circulation).
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Correction of these and other Galenic physiological
inaccuracies (such as nasal secretions representing the
filtrate of cerebral ventricle fluid) thus required at least
14 centuries before challenge, scientific disproof, and
eventual medical community acceptance.

The scientific method facilitates empirical, rational,
and skeptical approaches to observational data, and
minimizes human dependence on non-evidence-based
traditional models. In spite of the scientific method,
physicians are still human, and the medical commu-
nity still shows an inertial reluctance to adapt to new
information when it disrupts traditional paradigms.
Recent examples would include reluctance to accept
an etiologic role for the H. pylori bacterium in peptic
ulcer disease [3], and reluctance to offer less than rad-
ical mastectomy for primary breast carcinoma.

Discovery of the Microscopic World

Before the use of lenses to magnify objects, it was physi-
cally impossible to make observations on objects smaller
than the resolving limit of the human eye (about 0.1–
0.25 mm). Thus, prokaryotic and eukaryotic cells, tissue
architecture, and comparisons of normal and disease
microanatomy were philosophical speculation until
description of themathematics of optics and lens design.
In a real sense, optical technology was rate-limiting for
the development of the fields of tissue anatomy, cellular
biology, and microbiology. Concepts of optics were
written as early as 300 BC in Alexandria (Optica, Euclid).
Clear glass (crystallo) was developed in Venice in the
15th century. A compound microscope was invented
by Janssen in 1590 AD. Microanatomy and structural
terminology was begun by Malpighi (1661 AD), who
examined capillaries in frog lung, trachea tubes for
airflow in silkworms, and stomata in plant leaves. Robert
Hooke used a compound microscope to describe com-
mon objects in Micrographia (1665 AD). Antony Van
Leeuwenhoek used self-made simple magnifying lenses
to count the threads in cloth in a Dutch dry-goods store,
then later published descriptions of bacteria (termed
animalcules), yeast, and algae, beginning in 1673 AD.
Yet the relevance of these observations in microanatomy
and microbiology to human diseases required changes
in conceptual understanding of the etiology and patho-
genesis of diseases. For example, it was 200 years after
Van Leeuwenhoek that the common bacterium Strepto-
coccus was recognized as the etiologic agent of puerperal
fever in post-partum women.

Critical Developments During
the 19th Century

Cellular Pathology, Germ Theory, and Infectious
Etiologic Agents

The relevance of microanatomy and microbiology to
human disease required expansion of conceptual
understanding to include morphologic changes in
diseased cells and tissues, as well as recognition of an
etiologic role for microorganisms. Rokitansky’s gross

correlates with clinical disease (A Manual of Pathological
Anatomy, 1846, discussed in [4]), Paget’s surgical per-
spective on gross pathology [5], and Virchow’s mor-
phologic correlates with clinical disease [6] were
critical to the development of clinico-pathologic corre-
lation, and served to create a role for pathologists to
specialize in autopsy and tissue diagnosis. Virchow’s
description of necrotizing granulomatous inflamma-
tion, the morphologic correlate of infections caused
by mycobacteria such as TB and leprosy, preceded
the discovery of the etiologic agents years later by
Hansen (M. leprae, 1873 [7]) and Koch (M. tuberculosis,
1882 [8]), reviewed in [9].

The causal relationship between microorganisms
and clinical disease required scientific demonstration
and logical proof before medical community accep-
tance. For example, it took two centuries for the com-
mon bacterium Streptococcus pyogenes to be recognized
as the etiologic agent of puerperal fever in post-
partum women. Identification of this cause-and-effect
relationship required an initial recognition of unusual
clinical outcomes (clusters of post-partum deaths),
then correlation of puerperal fever clusters with obste-
trician habits [10,11], then Semmelweiss’s experimen-
tal demonstration in 1847 that hand-washing reduced
the incidence of puerperal fever [12], then the dem-
onstration that particular bacteria (Streptococci) are reg-
ularly associated with the clinical disease (Koch, circa
1870), and finally by culture of the organism from
the blood of patients with the disease (Pasteur, 1879).

During the 19th century, critical causal associations
between microorganisms and infectious diseases were
proven and accepted. Technical improvements in micro-
scopes (Abbe condenser, apochromatic lenses, oil
immersion lenses), the development of culture media,
and the development of histochemical stains no doubt
made it possible for Koch to identify M. tuberculosis in
1882 [8]. To be emphasized is the process of recogni-
tion, first of all of the variables associated with the clini-
cal disease, then the scientific demonstration of a
causal relationship between one or more of these vari-
ables with the clinical disease. This latter step was enun-
ciated as Koch’s postulates (1890): (i) the bacteria
must be present in every case of the disease, (ii) the bac-
teria must be isolated from a diseased individual and
grown in pure culture, (iii) the specific disease must be
reproduced when a pure culture is inoculated into a
healthy susceptible host, and (iv) the same bacteria must
be recoverable from the experimentally infected host.

Organic Chemistry

Prior to 1828, organic (carbon-containing) compounds
were thought to derive from living organisms, and it was
thought that they could never be synthesized from non-
living (inorganic) material. This concept (termed vital-
ism) was disproven by the in vitro synthesis of urea by F.
Wohler in 1828 [13]. Work from this era initiated the
field of organic chemistry. Predictable rules for in vitro
and in vivo organic reactions, structural theory, model-
ing, separation technologies, and accurate measure-
ment subsequently allowed the chemical description
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of natural products, and the chemical synthesis of both
natural products and synthetic compounds. In addition
to setting the stage for a systematic understanding of
cellular biochemistry and physiology, organic chemistry
set the stage for laboratory synthesis of natural pro-
ducts, such as dyes, vitamins, hormones, proteins, and
nucleic acids. In that era, the textile industry was the
main consumer of dyes. Access to imported natural
product dyes from plants was predictable for seafaring
nations, but not for landlocked nations. In parallel with
natural product extraction and purification was the rec-
ognition that aniline from coal (Perkin, 1856) could be
modified to generate a spectrum of colors, catalyzing
the development of the German dye industry in the last
half of the 19th century. Some of these synthetic dyes
were found useful for histochemical staining.

Histotechnology

Morphologic diagnosis requires thin (3–5 microns),
contrast-rich (requiring dyes) sections of chemically
fixed (cross-linked or precipitated) tissue. Thin sec-
tions allow the passage of light through the tissue, but
reduce overlapping of cells in the light path. Thus,
technologies had to develop for cutting and staining
of thin fixed tissue sections (reviewed in [14]). Work
leading to our current technique for tissue solidifica-
tion in paraffin wax was first described by Klebs in
1869. Prototypes of our current mechanical microtome
for making thin (�5 micron thick) tissue sections was
developed by Minot in 1885. Precursor work leading
to our current technique for tissue fixation with diluted
formalin was first described by Blum in 1893.

Histochemical stains developed in parallel with dye
technology for the textile industry. Botanists used car-
mine as a stain in 1849, and subsequently Gerlack
applied carmine to stain brain tissue in 1858. The cur-
rent hematoxylin dye used in tissue histochemistry was
originally extracted from logwood trees from Central
America for the dye industry (to compete with indigo).
Metallic ion mordants made oxidized hematoxylin
(hematein) colorfast in textiles, and a protocol for tis-
sue staining was published by Boehmer in 1865. Simi-
lar to the hematoxylin story, semisynthetic analine
dye technology was adapted by histochemists from
1850–1900. Many of these dyes are still routinely used
for recognition of tissue structure, peripheral blood
cells, and microorganisms, including hematoxylin,
eosin, methylene blue, Ziehl-Neelsen, Gram, van
Gieson, Mallory trichrome, and Congo red [14].

The most commonly used stains for general tissue
diagnosis are the hematoxylin and eosin (H&E) stains,
which provide a wealth of nuclear and cytoplasmic
detail not visible in an unstained section. Supplemen-
tal histochemical stains demonstrate specific structures
and organisms: collagen and muscle (trichome), elas-
tin (Verhoff-von Giessen), glycogen/mucin (periodic
acid-Schiff, PAS), mucin (PAS diastase, mucicarmine,
alcian blue), fungi (Gemori methenamine silver,
GMS), mycobacteria (Ziehl-Neelsen, Fite), and bacte-
ria (Gram, Warthin-Starry). Each of these stains is
inexpensive ($10–$50), fast (minutes to hours), and

automatable, making them extremely valuable for ser-
vice diagnostic pathology use.

Light microscopy lens technology matured during
the last half of the 19th century. Critical were Abbe’s
introductions of the apochromatic lens system to elim-
inate chromatic aberration (different focal lengths for
different wavelengths of visible light) in 1868, a novel
condenser for compound microscopes (to provide bet-
ter illumination at high magnification) in 1870, and an
oil immersion lens (for 10 � objective magnification
with visible light) in 1878.

By 1900, maturation of tissue fixation chemistry, his-
tochemical stain protocols, and light microscope tech-
nology had evolved into the workhorse technique for
evaluation of morphologic abnormalities in tissue
examination in anatomic pathology labs, and for the
evaluation of morphologic features of microorganisms
in microbiology labs. The scope of this chapter is lim-
ited to pathology, but it should be clear to the reader
that the momentous discoveries of deep general anes-
thetics (Long, 1841; Morton, 1846), commercial elec-
tricity (Edison, 1882), and radiography (Roentgen,
1895) also contributed to the development of the
modern medical specialties of diagnostic pathology
and laboratory medicine.

Developments During the 20th Century

Humoral and Cellular Immunology

The development of antisera in the 20th century for
therapeutic purposes (for instance, treatment of
diptheria) led to progressive understanding of the anti-
body, the efferent arm of the humoral immune
response. Similarly, tissue transplantation experiments
led to the recognition of cellular rejection [15] due to
thymus-derived T-cells. Antibodies and T-cells cooper-
ate to react to foreign (non-self) molecules, common
examples being allergic responses, viral infections, and
organ transplants. Antibodies were found to be made
by B-cells and plasma cells, and were found to be exqui-
sitely specific for binding to their particular antigens
(ligands) either in solid phase or in solution. The anal-
ogous T-cell receptor (TCR) recognizes a ligand made
up of a 15–20mer peptide presented by self MHC
(HLA in human) molecules on the surface of antigen-
presenting cells (macrophages, dendritic cells, activated
B-cells). B- and T-cells activate and proliferate when
exposed to non-self proteins, but not to self proteins,
attesting to tolerance to self. When B- and T-cell self-
tolerance breaks down, autoimmune diseases can result
(including myasthenia gravis, Grave’s disease, and lupus
erythematosus). Antibodies (immunoglobulins) were
found to be heterodimers of 50 kD heavy chains and
25 kD light chains, folded together so that a highly vari-
able portion defines the antigen-binding site, and a
constant portion defines the isotype (IgM, IgD, IgG,
IgE, or IgA). Similarly, T-cell receptors were found to
be heterodimers of immunoglobulin-like molecules
with a highly variable portion for ligand binding, and
a constant portion, but without different isotypes. The
range of antigen-binding specificities in a normal
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mammal is extensive, perhaps infinite, subtracting out
only those self proteins to which the animal is tolerant.
The genes encoding immunoglobulins and T-cell recep-
tors were sequenced and, surprisingly, the extensive
variation of specificities was due to a unique system of
gene rearrangements of polymorphic V, D, and J gene
segments with random nucleotide addition at the junc-
tions [16,17]. This system allows generation of literally
billions of different Ig and TCR binding specificities.

Polyclonal antibodies raised in other species (goat,
mouse, rabbit) against an antigen can be used to
detect the antigen in diffusion gels (Ochterlony, west-
ern blot), in solution (ELISA), and in tissue sections.
Use of fluorescent-tagged antibodies for frozen section
immunohistochemistry was developed first [18], and
immunofluorescence (IF) is still routinely used in
renal pathology and dermatopathology. Peroxidase-
tagged secondary antibodies and DAB chemistry were
developed to generate a stable chromogen in the tis-
sue, and this is now the primary method for detecting
antigens in formalin-fixed tissue sections. Improved
antibody binding specificity and industrial production
required monoclonal antibodies, which required the
development of mouse plasmacytomas/myelomas and
cell fusion protocols [19]. The net result is that com-
mercial antibodies are now available for antigens of
both clinical and research interest, including antibo-
dies specific enough to distinguish minimally modified
variant antigens (for instance, phosphorylated versus
dephosphorylated proteins).

Natural Product Chemistry and the Rise
of Clinical Laboratories

Diseases due to dietary deficiencies (like scurvy) and
hormonal imbalances (like diabetes mellitus) were
described clinically long before they were understood
pathologically. Dietary deficiency diseases prompted
searches for the critical metabolic cofactors, so-called
vital amines or vitamins. Xerophthalmia was linked to
retinol (vitamin A) deficiency in 1917 (McCollum).
Rickets was linked to calcitriol (vitamin D) deficiency
in 1926. Beri-beri was linked to a deficiency of thia-
mine (vitamin B1) in 1926. Scurvy was linked to ascor-
bic acid (vitamin C) deficiency in 1927. Pellagra in the
United States was linked to niacin deficiency in 1937.
Pernicious anemia was linked to cobalamin (vitamin
B12) deficiency in 1948. It is currently unusual to see
morphologic features of these diseases in this country.
Diseases due to nondietary physiologic imbalances
prompted isolation of hormones. For example, hyper-
thyroidism and hypothyroidism were linked to thyrox-
ine imbalances in 1915, and table salt was iodized
starting in 1917. Diabetes mellitus was linked to insulin
deficiency in 1921, nonhuman insulin was industrially
purified and marketed soon thereafter, and recombi-
nant human insulin was marketed in 1982.

These examples highlight the ability of 20th century
chemists to fractionate, purify, synthesize, measure bio-
activity, and manufacture these compounds for safe use
by humans. Study of diseases due to deficiencies and
excesses of single molecule function led to a mechanistic

understanding of biochemistry and physiology, with
resultant interconnected reaction pathways of byzantine
complexity (now referred to as systems biology). Clinical
demand for body fluid levels of ions (such as sodium,
potassium chloride, and bicarbonate), glucose, creati-
nine, hormones (such as thyroxine and parathyroid hor-
mone), albumin, enzymes (related to liver and cardiac
function), and antibodies (reactive to ASO, Rh, ABO,
and HLA antigens) led to the development of clinical
laboratories in chemistry, endocrinology, immunopa-
thology, and blood banking. Functional assays for coagu-
lation cascade status were developed, as were methods
for estimating blood cell concentration and differential,
leading to coagulation and hematology laboratories.
Serologic and cell activation assays to define HLA haplo-
type led to HLA laboratories screening donors and reci-
pients in anticipation of bone marrow and solid organ
transplants. Culture medium-based screening for infec-
tious agents led to dedicated clinical microbiology
laboratories, which are beginning to incorporate nucleic
acid screening technologies for speciation and predic-
tion of treatment response. The clinical laboratories
now play a critical, specialized role in inpatient and out-
patient management, and their high test volumes (a 700-
bed hospital may perform 5 million tests per year) have
catalyzed computer databases for central record-keeping
of results.

Natural Product Chemistry: Nucleic Acids

The previous vignettes indicate a scientific approach to
natural products of the steroid and protein types, but
do not indicate how proteins are encoded, what
accounts for variation in the same protein in the pop-
ulation, or how inherited diseases are inherited. It
turns out that the instruction set for protein sequence
is defined by DNA sequence. The role of nucleopro-
teins as a genetic substance was alluded to by Miescher
in 1871, and was shown by Avery to be the pneumococ-
cal transforming principle in 1944. The discovery of
X-ray crystallography in 1912 made it possible for
Franklin, Wilkins, and Gosling to study DNA crystal
structure [20,21], and led to the description of the
antiparallel double helix of DNA by Watson and Crick
in 1953 [22]. This seminal event in history facilitated
dissection of the instruction set for an organism, with
recognition that 3-base codons specified amino acids
in 1961 [23], and description of the particular codons
encoding each amino acid in 1966 [24]. Demonstra-
tion of in situ hybridization in 1969 [25,26] made it
possible to localize specific DNA or RNA sequences
within the cells of interest. Recognition and purifica-
tion of restriction endonucleases and DNA ligases,
and the development of cloning vectors, made it possi-
ble to clone individual sequences, leading to methods
for synthesis of natural products (such as recombinant
human insulin in 1978 [27]). Chemical methods were
developed for sequencing DNA [28,29], initially with
radioisotope-tagged nucleotide detection in plate gels,
then with fluorescent nucleotide detection in 1986
[30]. Subsequent conversion to capillary electrophore-
sis and computer scoring of sequence output allowed
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high throughput protocols which generated the
human genome sequence by 2001 [31,32]. The devel-
opment of polymerase chain reaction (PCR) [33]
made it possible to quickly screen for length poly-
morphisms (identity testing, donor:recipient ratio
after bone marrow transplant, and microsatellite insta-
bility) and sequence abnormalities (translocations,
rearrangements, insertions, deletions, substitutions)
in a targeted fashion. Quantitative PCR methods using
fluorescent detection of amplicons made it possible to
study DNA and RNA copy number, and to mimic
Northern blots/oligo microarrays in estimating RNA
transcript abundance for cluster analysis.

CURRENT PRACTICE OF PATHOLOGY

Diseases can be distinguished from each other based on
differences at themolecular, cellular, tissue, fluid chem-
istry, and/or individual organism level. One hundred
and fifty years of attention to the morphologic and clin-
ical correlates of diseases has led to sets of diagnostic
criteria for the recognized diseases, as well as a repro-
ducible nomenclature for rapid description of the
changes associated with newly discovered diseases. Sets
of genotypic and phenotypic abnormalities in the
patient are used to determine a diagnosis, which then
implies a predictable natural history and can be used
to optimize therapy by comparison of outcomes among
similarly afflicted individuals. The disease diagnosis
becomes the management variable in clinical medicine,
and management of the clinical manifestations of dis-
eases is the basis for day-to-day activities in clinics and
hospitals nationwide. The pathologist is responsible
for integration of the data obtained at the clinical, gross,
morphologic, and molecular levels, and for issuing a
clear and logical statement of diagnosis.

Clinically, diseases present to front-line physicians
as patients with sets of signs and symptoms. Symptoms
are the patient’s complaints of perceived abnormal-
ities. Signs are detected by examination of the patient.
The clinical team, including the pathologist, will work
up the patient based on the possible causes of the
signs and symptoms (the differential diagnosis).
Depending on the differential diagnosis, the workup
typically involves history-taking, physical examination,
radiographic examination, fluid tests (blood, urine,
sputum, stool), and possibly tissue biopsy.

Radiographically, abnormalities in abundance, den-
sity or chemical microenvironment of tissues allows
distinction from surrounding normal tissues. Tradi-
tionally, the absorption of electromagnetic waves by tis-
sues led to summation differences in exposure of silver
salt photographic film. Tomographic approaches such
as CT (1972) and NMR (1973) complemented summa-
tion radiology, allowing finely detailed visualization of
internal anatomy in any plane of section. In the same
era, ultrasound allowed visualization of tissue with den-
sity differences, such as a developing fetus or gallblad-
der stones. More recently, physiology of neoplasms can
be screened with positron emission tomography (PET,
1977) for decay of short half-life isotopes such as

fluorodeoxyglucose. Neoplasms with high metabolism
can be distinguished physiologically from adjacent
low-metabolism tissues, and can be localized with
respect to normal tissues by pairing PET with standard
CT. The result is an astonishingly useful means of
identifying and localizing new space-occupying masses,
assigning a risk for malignant behavior and, if malig-
nant, screening for metastases in distant sites. This
technique is revolutionizing the preoperative decision
making of clinical teams, and improves the likelihood
that patients undergo resections of new mass lesions
only when at risk for morbidity from malignant behav-
ior or interference with normal function.

Pathologically, disease is diagnosed by determining
whether the morphologic features match the set of
diagnostic criteria previously described for each disease.
Multivolume texts are devoted to the gross and micro-
scopic diagnostic criteria used for diagnosis, prognosis,
and prediction of response to therapy [1,34,35]. Pa-
thologists diagnose disease by generating a differential
diagnosis, then finding the best fit for the clinical
presentation, the radiographic appearance, and the
pathologic (both clinical lab and morphologic) find-
ings. Logically, the Venn diagram of the clinical, radi-
ologic, and pathologic differential diagnoses should
overlap. Unexpected features expand the differential
diagnosis and may raise the possibility of previously
undescribed diseases. For example, Legionnaire’s dis-
ease, human immunodeficiency virus (HIV), Hantavirus
pneumonia, and severe acute respiratory syndrome
(SARS) are examples of newly described diagnoses dur-
ing the last 30 years. The mental construct of etiology
(cause), pathogenesis (progression), natural history
(clinical outcome), and response to therapy is the stan-
dard approach for pathologists thinking about a dis-
ease. A disease may have one or more etiologies
(initial causes, including agents, toxins, mutagens,
drugs, allergens, trauma, or genetic mutations). A dis-
ease is expected to follow a particular series of events
in its development (pathogenesis), and to follow a par-
ticular clinical course (natural history). Disease can
result in a temporary or lasting change in normal func-
tion, including patient death. Multiple diseases of
different etiologies can affect a single organ, for exam-
ple, infectious and neoplastic diseases involving the
lung. Different diseases can derive from a single etiol-
ogy, for example, emphysema, chronic bronchitis, and
small cell lung carcinoma in long-term smokers. The
same disease (for instance, emphysema of the lung)
can derive from different etiologies (emphysema from
a-1-antitrypsin deficiency or cigarette smoke).

Modern surgical pathologypracticehinges onmorpho-
logic diagnosis, supplemented by special stains, immuno-
histochemical stains, cytogenetics, and clinical laboratory
findings, as well as the clinical and radiographic findings.
Sections that meet all of these criteria are diagnostic for
the disease. If some, but not all, of the criteria are present
tomake a definitive diagnosis, the pathologist must either
equivocate or make an alternate diagnosis. Thus, a firm
grasp of the diagnostic criteria and the instincts to rapidly
create and sort through the differential diagnosis must be
possessed by the service pathologist.
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The tissue diagnosis has tomake sense, not only from
the morphologic perspective, but from the clinical and
radiographic vantage points as well. It is both legally
risky and professionally erosive to make a clinically
and pathologically impossible diagnosis. In the recent
past, limited computer networking meant numerous
phone calls to gather the relevant clinical and radio-
graphic information to make an informedmorphologic
diagnosis. For example, certain diseases such as
squamous and small cell carcinomas of the lung are
extremely rare in nonsmokers. Thus, a small cell carci-
noma in the lung of a nonsmoker merits screening for
a nonpulmonary primary site. Fortunately for patholo-
gists, computing and networking technologies now
allow us access to preoperative clinical workups, radio-
graphs/reports, clinical laboratory data, and prior
pathology reports. All of these data protect pathologists
by providing them with the relevant clinical and radio-
graphic information, and protect patients by improving
diagnostic accuracy. Just as research scientists “. . .ignore
the literature at their peril. . .”, diagnostic pathologists
“. . . ignore the presentation, past history, workup, prior
biopsies, and radiographs at their peril. . . .”

There are limitations to morphologic diagnosis by
H&E stains. First, lineage of certain classes of neoplasms
(including small round blue cell tumors, clear cell neo-
plasms, spindle cell neoplasms, and undifferentiated
malignant neoplasms) is usually clarified by immuno-
histochemistry, frequently by cytogenetics (when
performed), and sometimes by electron microscopy.
Second, there are limitations inherent in a snapshot
biopsy or resection. Thus, the etiology and pathogenesis
can be obscure or indeterminate, and rates of growth,
invasion, or timing of metastasis cannot be inferred.
Third, the morphologic changes may not be specific
for the underlying molecular abnormalities, particu-
larly the rate-limiting (therapeutic target) step in the
pathogenesis of a neoplasm. For example, Ret gain of
function mutations in a medullary thyroid carcinoma
will require DNA level screening to determine germline

involvement, familial risk, and presence or absence of a
therapeutic target. Fourth, the same morphologic
appearance may be identical for two different diseases,
each of which would be treated differently. For exam-
ple, there is no morphologic evidence by H&E stain
alone to distinguish host lymphoid response to Hepati-
tis C viral (HCV) antigens from host lymphoid response
to allo-HLA antigens in a liver allograft. This is obviously
a major diagnostic challenge when the transplant was
done for HCV-related cirrhosis, and the probability of
recurrent HCV infection in the liver allograft is high.

Paraffin section immunohistochemistry has proven
invaluable in neoplasm diagnosis for clarifying lineage,
improving diagnostic accuracy, and guiding customized
therapy. If neoplasms are poorly differentiated or
undifferentiated, the lineage of the neoplasm may not
be clear. For example, sheets of undifferentiated malig-
nant neoplasm with prominent nucleoli could repre-
sent carcinoma, lymphoma, or melanoma. To clarify
lineage, a panel of immunostains is performed for pro-
teins that are expressed in some of the neoplasms, but
not in others. Relative probabilities are then used to
lend support (rule in) or exclude (rule out) particular
diagnoses in the differential diagnosis of these several
morphologically similar undifferentiated neoplasms.
The second role is to make critical distinctions in diag-
nosis that cannot be accurately made by H&E alone.
Examples of this would include demonstration of myo-
epithelial cell loss in invasive breast carcinoma but not
in its mimic, sclerosing adenosis (Figure 11.2), or loss of
basal cells in invasive prostate carcinoma (Figure 11.3).
The third role of immunohistochemistry is to identify
particular proteins, such as nuclear estrogen receptor
(ER) (Figure 11.4) or the plasma membrane HER2
proteins (Figure 11.5), both of which can be targeted
with inhibitors rather than generalized systemic chemo-
therapy. Morphology remains the gold standard in this
diagnostic process, such that immunohistochemical
data support or fail to support the H&E findings, not
vice versa.

A B

Figure 11.2 Sclerosing adenosis of breast. (A) H&E of sclerosing adenosis of breast. By H&E alone, the differential diagnosis
includes infiltrating ductal carcinoma and sclerosing adenosis. (B) Actin immunostain of sclerosing adenosis of breast. Actin
immunoreactivity around the tubules of interest supports a diagnosis of sclerosing adenosis and serves to exclude infiltrating
carcinoma.
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Probability and statistics are regular considerations in
immunohistochemical interpretation, since very few anti-
gens are tissue-specific or lineage-specific. Cytokeratin is
positive in carcinomas, but also in synovial and epithelioid
sarcomas. This example may imply aspects of the lineage
of these two sarcomas that may be helpful in our categori-
zation of these neoplasms. Another examplewould be the
diagnosis of small cell carcinoma in the lung of a non-
smoker. Because lung primary small cell carcinoma is
extremely uncommon, in non-smokers, this diagnosis
would prompt the pathologist to inquire about screening
results for other, nonpulmonary, sites. Likewise, immuno-
histochemistry results are always put into the context of
the morphologic, clinical, and radiographic findings.
For example, an undifferentiated CD30(þ) neoplasm of
the testis supports embryonal carcinoma primary in the
testis, whereas a lymph node effaced by sclerotic bands
with admixed CD30(þ) Reed-Sternberg cells supports
nodular sclerosing Hodgkin’s disease.

Demand for both diagnostic accuracy and report
promptness has increased as hospitals come under
increasing financial pressure to minimize length of
patient stay. Hospitals now manage all but the sickest
patients as outpatients. Minimally invasive approaches
for the acquisition of tissue samples for diagnosis use
flexible endoscopic biotomes or hollow needles that
sample 1–2 mm diameter tissue specimens. Multidisci-
plinary conferences function almost real-time with
respect to the initial biopsies. Together, these changes
have forced modern pathologists to make critical diag-
noses on progressively smaller biopsy specimens, some-
times bordering on the amounts seen in cytopathology
aspirates, and to do this in a timely fashion. This requires
a clear understanding of the limitations to development
of an accurate diagnosis and a willingness on the part of
the pathologist to request repeat biopsy for additional
tissue when it is necessary for accurate diagnosis.

Diagnostic criteria involving electron microscopic
ultrastructure found relevance for the evaluation of neo-
plasmsdescribed as small roundblue cell tumors, spindle

A B

Figure 11.3 Invasive adenocarcinoma of prostate. (A) H&E of invasive adenocarcinoma of prostate. By H&E alone, the
differential diagnosis includes invasive adenocarcinoma and adenosis. (B) High molecular weight cytokeratin immunostain of
invasive adenocarcinoma of prostate. Loss of high molecular weight cytokeratin (34bE12) immunoreactivity around the glands
of interest supports a diagnosis of invasive adenocarcinoma.

Figure 11.4 Estrogen receptor immunostain of breast
carcinoma. Strong nuclear immunoreactivity for ER is
noted, guiding use of ER inhibitor therapy.

Figure 11.5 HER2/c-erbB2 immunostain of breast
carcinoma. Strong plasma membrane immunoreactivity for
c-erbB2/HER2 is noted, guiding use of either anti-HER2
antibody or HER2 kinase inhibitor therapy.
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cell tumors, melanocytic tumors, and neuroendocrine/
neuroblastic tumors, as well as delineation of ciliary ultra-
structural abnormalities in primary ciliary dyskinesia.
Current approaches to these neoplasms are now gener-
ally approached using paraffin section immunohisto-
chemistry. Electron microscopy is currently used mainly
for nephropathology, for evaluation of ciliary axonemes,
for rare cases where immunohistochemistry is not diag-
nostic, and where demonstration of premelanosomes,
neuroendocrine granules, or amyloid is diagnostic.

Adequate sampling of a lesion is critical to making an
accurate diagnosis. Undercall diagnostic discrepancies
are frequently due to sampling of a small portion of a
large lesion that is unrepresentative of the most abnor-
mal portionof the lesion. Insufficient sampling can result
in an equivocal diagnosis or, worse, an inaccurate diagno-
sis. Empirical rules have been adopted over the decades
to ensure statistically adequate sampling of masses and
organs such as transurethral resections of prostate, soft
tissue sarcomas, and heart allograft biopsies.

In spite of the limitations and statistical uncertain-
ties relating to morphologic diagnosis, a wealth of
information is conveyed to a service pathologist in a
tried-and-true H&E section [36]. Analogous to the fact
that a plain chest X-ray is the sum total of all densities
in the beam path, the morphologic changes in dis-
eased cells and tissues are the morphologic sum total
of all of the disequilibria in the abnormal cells. For
most neoplastic diseases, morphologic criteria are suf-
ficient to predict the risk of invasion and metastasis
(the malignant potential), the pattern of metastases,
and the likely clinical outcomes. For example, the eti-
ology and pathogenesis in small cell lung carcinoma
can be inferred (cigarette smoking, with carcinogen-
induced genetic mutations) and the outcome pre-
dicted (early metastasis to regional nodes and distant
organs, with high probability of death within 5 years
of diagnosis). New molecular data for both neoplastic
and non-neoplastic diseases will most likely benefit
unaffected individuals by estimating disease risk, and
will most likely benefit patients by defining the molec-
ular subset for morphologically defined diagnostic
entities, thus guiding individualized therapy.

THE FUTURE OF DIAGNOSTIC

PATHOLOGY

Diagnostic pathology will continue to use morphology
and complementary data from protein (immunohisto-
chemical) and nucleic acid (cytogenetics, in situ hybri-
dization, DNA sequence, and RNA abundance)
screening assays. New data will be integrated into the
diagnostic process by reducing the cost and turnaround
time of current technologies, and by development of
new technologies, some of which are described.

Individual Identity

For transplant candidates, major histocompatability
complex (MHC, HLA in human) screening is evolving
from cellular assays and serology toward sequencing of

the alleles of the class I and II HLA loci. Rapid
sequencing of these alleles in newborn cord blood
would allow databasing of the population’s haplotypes,
facilitating perfect matches for required bone marrow
or solid organ transplants.

Rapid Cytogenetics

Current uses of in situ hybridization to screen for
viruses (such as EBV), light chain restriction (in B lym-
phomas), and copy number variation (for instance,
HER2 gene amplification) demonstrate the benefit of
in situ nucleic acid hybridization assays. It is possible
that interphase FISH/CISH will become rapid enough
to be used in the initial diagnostic workup of certain
patients, including for sarcoma-specific translocations,
ploidy analysis in hydatidiform moles, and gene ampli-
fication of receptor tyrosine kinase genes.

Rapid Nucleic Acid Sequence and RNA
Abundance Screening

Current uses of nucleic acid screening for bcr-abl translo-
cation, donor:recipient ratios after bone marrow trans-
plant, microsatellite instability, quantitative viral load
(for EBV, BK, CMV, and others), and single gene muta-
tions (for CFTR, Factor 2, a-1-antitrypsin) demonstrate
the benefit of nucleic acid screening in diagnosis and
management. It is possible that each new neoplasm will
be promptly defined as to ploidy, translocations, gene
copy number differences, DNA mutations, and RNA
expression cluster subset, allowing residual disease
screening as well as individualized therapy.

Computer-Based Prognosis and Prediction

Current uses of morphology, immunohistochemistry,
and molecular pathology demonstrate their benefit
through improved diagnostic accuracy. However, diag-
nosis, extent of disease, and molecular subsets are cur-
rently imperfect estimators of prognosis and response
to therapy. Relational databases which correlate an
individual’s demographic data, family history, concur-
rent diseases, morphologic features, immunopheno-
type, and molecular subset, and which integrate
disease prevalence by age, sex, and ethnicity using
Bayesian probabilities, should improve accuracy of
prognosis and prediction of response to therapy. As
risk correlates are developed, it is possible that healthy
individuals will be screened and given risk estimates for
development of different diseases.

Normal Ranges and Disease Risks
by Ethnic Group

Current uses of normal ranges for serum chemistry
assumes a similar bell-curve distribution across ages,
sexes, and races. Thismay be true formost but not all ana-
lytes. Computer reference databases will likely generate
normal ranges specific for the particular age/sex/
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ethnicity of individual patients. Similarly, familial risk for
an inherited disease may vary by ethnic group, and this
variation should be used in Bayesian calculations to
define risk for unaffected at-risk family members.

Individual Metabolic Differences Relevant
to Drug Metabolism

Current uses of liver and renal impairment to guide
drug dosage demonstrate the benefit of using patient
physiology to customize therapy. It is likely that indi-
vidual differences in enzymatic metabolism of particu-
lar drugs (for instance, warfarin or tamoxifen) will be
defined at the enzyme sequence level, and that gene
haplotype data will be determined for new patients
prior to receipt of these drugs.

Serum Biomarkers

Current uses of prostate specific antigen (PSA) to
screen for prostate carcinoma and its recurrence
demonstrates the benefit of serum biomarkers in com-
mon neoplasms. It is likely that high-sensitivity screen-
ing of single and clustered serum analytes will lead to
improved methods for early detection and persistence
of neoplasms, autoimmune diseases, and infections.

CONCLUSION

Pathologists consider each disease to have a natural,
mechanical, physicochemical basis. Each disease has
an etiology (initial cause), a pathogenesis (stepwise
progression), and a natural history with effects on nor-
mal function (clinical outcome). Pathologists collect
the data needed to answer patients’ and clinicians’
questions, simply phrased as “what is it?” (diagnosis),
“how it going to behave?” (prognosis), and “how do I
treat it?” (prediction of response to therapy). Instincts
and diagnostic criteria, as well as the optical, mechani-
cal, chemical, and computing technologies described
previously, are the basis for modern service pathology.
As the human genome is deciphered, and as the com-
plex interactions of cellular biochemistry are refined,
risk of disease in unaffected individuals will be calcula-
ble, disease diagnosis will be increasingly accurate and
prognostic, and molecular subsets of morphologically
defined disease entities will be used to guide cus-
tomized therapy for individual patients. It is a great
time in history to be a pathologist.
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Human Disease
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INTRODUCTION

Disease has been a feature of the human existence
since the beginning of time. Over time, our knowledge
of science and medicine has expanded and with it our
understanding of the biological basis of disease. In this
regard, the biological basis of disease implies that
more is understood about the disease than merely its
clinical description or presentation. In the last several
decades, we have moved from causative factors in dis-
ease to studies of molecular pathogenesis. Molecular
pathogenesis takes into account the molecular altera-
tions that occur in response to environmental insults
and other contributing factors, to produce pathology.
By developing a deep understanding of molecular
pathogenesis, we will uncover the pathways that con-
tribute to disease, either through loss of function or
gain of function. By understanding the involvement
of specific genes, proteins, and pathways, we will be
better equipped to develop targeted therapies for spe-
cific diseases. Continued growth in our knowledge
base with respect to underlying mechanisms of disease
has resulted in unprecedented patient management
strategies. Identification of genetic variants in genes
once associated with the diagnosis of a disease process
are now being re-evaluated as they may impact new
therapeutic options.

In this chapter we describe three disease entities
(Hepatitis C virus infection, acute myeloid leukemia,

and cystic fibrosis) as examples of our increased
understanding of the pathology represented by these
diseases and how novel therapeutics are being intro-
duced into clinical practice.

HEPATITIS C VIRUS INFECTION

Hepatitis C virus (HCV) infection represents the most
common chronic viral infection in North America and
Europe, and a common viral infection worldwide. In
the United States’ third National Health and Nutrition
Examination Survey, it was estimated that 3.9 million
people had detectable antibodies to HCV, indicating
a prior exposure to the virus, and 75% of these indivi-
duals were positive for HCV RNA, suggesting an active
infection [1]. HCV infection has been found to be
more common in certain populations, including
prison inmates and homeless people, where the preva-
lence of infection may be as high as 40% [2]. World-
wide, it is estimated that 340 million individuals are
chronically infected with HCV [3].

Identification of the Hepatitis C Virus

HCV was first recognized in 1989 using recombinant
technology to create peptides from an infectious
serum that were then tested against serum from indivi-
duals with non-A, non-B hepatitis [4,5]. This approach
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resulted in the isolation of a section of theHCV genome
[4,5]. Subsequently, the entire HCV genome was
sequenced [6]. HCV is a member of the family of flavivi-
ridae. Flaviviruses are positive, single-stranded RNA
viruses. The HCV genome encodes a gene for produc-
tion of a single polypeptide chain of approximately
3000 amino acids. This polypeptide gives rise to a num-
ber of specific proteins. The Env proteins are among
themost variable parts of the peptide chain and are asso-
ciated withmultiplemolecular forms in a single infected
person [7,8]. The mutations affecting this portion of
theHCV genome (and the endcoded Env protein) seem
to be critical for escape of the virus from the host
immune response [9,10]. The HCV protein NS5a con-
tains an interferon-response element. Evidence from
several studies suggest that mutational variation in the
HCV genome encoding this protein are associated with
resistance to interferon, themain antiviral agent used in
treatment of HCV [11,12]. Other proteins encoded by
the HCV genome include the NS3 region that codes
for a protease and the NS5b region that codes for an
RNA polymerase. Drugs that target the HCV protease
or polymerase are now undergoing trials as therapeutic
agents to treat HCV infection [13].

There are several HCV strains that differ significantly
from each other [14]. The nomenclature adopted to
describe these HCV strains is based on division of the
HCV RNA into three major levels: (i) genotypes, (ii) sub-
types, and (iii) quasispecies [15,16]. There are 6 recog-
nized genotypes of HCV which are numbered from 1 to
6. Among theseHCV genotypes there is<70%homology
in the nucleotide sequence. HCV subtypes typically dis-
play 77%–80% homology in nucleotide sequence, while
quasispecies have >90% nucleotide sequence homology
[15,16]. Infection of an individual with HCV involves a
single genotype and subtype (except in rare instances).
However, infected individuals will carry many quasispe-
cies of HCV because these RNA viruses do not contain a
proofreading mechanism and acquired mutations in
the HCV genome over time are common.

Risk Factors for Hepatitis C Virus Infection

There are a number of recognized risk factors for HCV.
Among the most common risk factors for HCV infection
are (i) the use of injection drugs and (ii) blood transfu-
sion or organ transplant recipient before 1992 [17].
A significant percentage of people who used recreational
injection drugs in the 1960s and 1970s became infected
with HCV [18]. Less commonly, HCV infection can be
transmitted by dialysis [19–21], by needlestick injury
[22], and through vertical transmission from an infected
mother to her child [23–25]. The likelihood of infection
from needlestick injury or vertical transmission is esti-
mated to be approximately 3%–5%.

Hepatitis C Infection

The primary target cell type for HCV infection is the
mature hepatocyte [26], although there is some evi-
dence that infection can also occur in other cell types,

particularly circulating mononuclear cells [27]. Follow-
ing the initial HCV infection, there is a latency period
of 2–4 weeks before viral replication is detectable [28].
In most cases, there is no clinical evidence of the infec-
tion even after viremia develops. In fact, only 10%–30%
of individuals withHCV infectionwill develop the clinical
symptomology of acute hepatitis [29]. When acute HCV
hepatitis develops, patients display symptoms of fever,
loss of appetite, nausea, diarrhea, and specific liver symp-
toms, including discomfort and tenderness in the right
upper abdomen, jaundice, dark urine, and pale-colored
stools. Typically, these symptoms occur 2–3 months after
the initial HCV infection and then gradually resolve over
a period of several weeks [30]. During this time, liver
enzymes such as alanine aminotransferase (ALT) and
aspartate aminotransferases (AST) are found at elevated
levels in the blood, reflecting hepatocyte injury and
death. In acuteHCVhepatitis, these enzymes are typically
increased from 10-fold to 40-fold the upper reference
limit of normal [31]. In the majority of individuals
infected with HCV, there are no signs or symptoms that
accompany the initial infection. In most of these cases,
a chronic HCV infection develops, resulting in chronic
hepatitis (ongoing inflammation in the liver). In general,
chronic HCV infections can be clinically silent for many
years without obvious symptomology associated with the
infection or liver injury, or produce only mild, nonspe-
cific symptoms such as fatigue, loss of energy, and diffi-
culty performing tasks that require concentration. The
major end-stage diseases that result from chronic hepati-
tis include cirrhosis and hepatocellular carcinoma. It has
been estimated that 20%–30% of individuals with
chronic HCV infection will progress to cirrhosis after 20
years of infection, although the fibrotic changes in the
liver progress at different rates in different individuals
[32,33]. Cirrhosis due toHCV infection has now become
the most common indication for liver transplantation in
the United States [2].

Testing for Hepatitis C Virus Infection

Most clinical testing for HCV infection begins with
detection of antibodies against HCV proteins. The
sensitivity of the anti-HCV assay is reported to be in
the range of 97%–99% for detecting HCV infection.
Most false negative results of the anti-HCV assay occur
in the setting of immunosuppression, such as with
human immunodeficiency virus (HIV) infection, or in
renal failure [19,34]. Anti-HCV antibodies are detect-
able after 10–11 weeks of infection (on average) using
the second generation anti-HCV assays, but the third
generation anti-HCV assays show improved sensitivity
with positive detection of anti-HCV antibodies by 7–8
weeks after the initial infection [35–37]. At the time of
clinical presentation with acute HCV hepatitis, >40%
of patients lack detectable anti-HCV [38]. In the cur-
rent clinical laboratory setting, the major method
employed to determine the presence of active HCV
infection is HCV RNA measurement. With acute HCV
infection, HCV RNA becomes detectable 2–4 weeks
after infection, and viral loads climb rapidly [29,33].
Average HCV viral loads are approximately 2–3 million
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copies per mL. Qualitative assays are designed to deter-
mine the presence or absence of HCV RNA, without
consideration of actual viral load. Two primary meth-
odologies are used in this type of assay: (i) reverse-
transcriptase polymerase chain reaction (RT-PCR) and
(ii) transcription-mediated amplification (TMA). The
detection limit for assays of this type is <50 IU/mL.
The approaches employed for qualitative determination
of HCV RNA utilize a known amount of a synthetic stan-
dard to enable quantitative measurement of HCV RNA
through comparison of the amounts of HCV amplified
and the amount of standard amplified using a calibration
curve. Determination of HCV viral load has become stan-
dard of care in evaluating patients before and during
treatment for chronic HCV infection. Real-time PCR
allows for reduced carryover amplification, more rapid
detection of amplification, increased low-end sensitivity,
and a wider dynamic range for detection and quantifica-
tion [39].

Several techniques have been developed to deter-
mine the particular genotype and subtype of HCV
causing infection in an individual infected patient.
These techniques typically target the 50-untranslated
and/or core regions of the HCV genome which repre-
sent the most highly conserved regions. Because most
amplification methods for HCV RNA also target the
50-untranslated region, qualitative PCR methods can
provide amplified RNA for use in determination of
HCV genotype. The most widely used technique is a
commercial line probe assay [40]. In this assay, a large
number of oligonucleotide sequences are immobilized
on a membrane, incubated with amplified RNA, and
then detected using a colorimetric reagent that detects
areas of hybridization. The line probe assay enables
recognition and identification of most HCV types and
subtypes accurately, although there are several sub-
types that cannot be distinguished from one another.

Clinical Course of Hepatitis C Virus Infection

Although anyone who is infected with HCV will experi-
ence an initial infection incident, inmost cases this phase
of the infection will be clinically silent without obvious
symptoms. Acute infection with HCV is most likely to be
detected when it occurs following a needlestick exposure
from a person with known HCV, or when the infection
arises under other circumstances but produces symptom-
atic infection and jaundice (estimated to occur in less
than one-third of all cases) [29,30,33]. There is some evi-
dence to suggest that patients who develop clinical jaun-
dice are actually more likely to clear the infection and
not progress to chronic HCV hepatitis [41]. During the
initial incubation period approximately 2 weeks follow-
ing infection, HCV RNA is either undetectable or can
be detected only intermittently. Subsequently, there is a
period of rapid increase in the amount of circulating
HCV, with an estimated doubling time of <24 hours
[28]. HCV viral loads reach very high levels during this
period of time, typically reaching values of 107 IU/mL
and occasionally higher [28]. Evidence of liver injury
appears after an additional 1–2months ofHCV infection.

This liver injury can be detected secondary to increased
serum levels of ALT and AST. Approximately 40%–50%
of individuals with acuteHCV infection that are clinically
diagnosed are detected during this stage of infection,
prior to the development of anti-HCV [38]. By 7–8 weeks
following infection, anti-HCV becomes detectable using
the third generation immunoassays [37]. However,
detection of anti-HCV using the second generation
immunoassay cannot be accomplished until 10–12 weeks
following infection [35]. At the time of this seroconver-
sion, the HCV viral loads decrease, sometimes to unde-
tectable levels. In most individuals who will progress to
chronic hepatitis (and in some that eventually clear the
infection) the HCV viral load remains detectable, but at
reduced levels. In a person suspected of having acute
HCV infection, the most reliable test for proving expo-
sure is HCV RNA. Because of the high viral loads seen,
either qualitative or quantitative assays would be accept-
able for this purpose. Detectable HCV RNA in the
absence of anti-HCV is strong evidence of recent HCV
infection [42].

Treatment of Hepatitis C Infection

In contrast to other chronic viral infections such as those
associated with hepatitis B virus or HIV, treatment has
been successful in eradicating replicating HCV and halt-
ing progression of liver damage. Interferon alpha-2 is
the agent of choice for treatment of chronic HCV infec-
tion. There are currently two potential approaches to
treatment of chronic HCV: (i) interferon alone or (ii) a
combination of interferon plus ribavirin. While ribavirin
is ineffective as a single agent for treating HCV [43], it
increases the effectiveness of interferon. Application of
ribavirin in combination with interferon increases the
number of patients who respond to therapy by 2-fold to
3-fold [44]. For many years, the only form of interferon
available was standard dose interferon. Using standard
dose interferon, large doses (typically 3 million units)
were delivered to patients infected with HCV several
times eachweek. The short half-life of this interferonpro-
duced widely fluctuating interferon levels in these
patients, diminishing its therapeutic effectiveness. In
2001, a longer-acting form of interferon was approved
for use in treating HCV infection. The longer-acting
interferon was modified by attachment of polyethy-
lene glycol (pegylated interferon), which resulted in
increasedhalf-life for the administereddrug.Useof pegy-
lated interferon results in sustained high levels of inter-
feron in the patient, reducing the number of required
administrations to a single injection each week. There
was also an improvement in response rates among
patients treated with the pegylated interferon. Currently,
the preferred treatment for chronic HCV infection is the
combination of pegylated interferon plus ribavirin [45].

Guided Treatment of Hepatitis C Virus

The appropriate duration of treatment for HCV infec-
tion varies depending on the HCV strain (genotype)
that infects the patient. HCV genotypes 2 and 3
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respond much better to standard treatment regi-
mens. Thus, only 24 weeks of therapy are needed to
achieve maximum benefit, compared to 48 weeks in
persons infected with other HCV genotypes [45]. In
current clinical practice, treatment is offered to all
patients with HCV infection except those with
decompensated cirrhosis, where treatment may lead
to worsening of the patient’s condition [46,47]. Once
treatment is initiated, the most reliable means to
determine efficacy is to evaluate the response by mea-
suring HCV RNA. Successful treatment is associated
with at least two different phases of viral clearance
[48]. The first phase, which occurs rapidly over the
course of days, is thought to reflect HCV RNA clear-
ance from a circulating pool through the antiviral
effect of interferon. In the second phase of clear-
ance, infected liver cells (the major site of viral repli-
cation) undergo cell turnover and are replaced by
uninfected cells. The second phase of clearance is
more variable in duration. First phase clearance is
less specific for detecting success of antiviral treat-
ment; therefore, it is necessary to evaluate whether
second phase clearance has occurred.

Summary

HCV infection represents a relatively recently identi-
fied infectious agent that has a varied natural history
from patient to patient. Intensive research efforts
have characterized the phases of HCV infection and
the clinical symptomology of acute and chronic
HCV infection. Through improved understanding
of the biology of the HCV virus and its life cycle in
the infected host, effective and sensitive diagnostic
tests have been developed. Unlike some other
chronic viral infections, HCV infection can be effec-
tively treated using interferon in combination with
ribavirin. However, it is now recognized that effective
therapy of the patient depends on knowing the
genotype of the HCV causing the infection. With
continued advances in the understanding of the
pathogenesis of HCV infection, new treatments
and/or new modes of administration of known anti-
HCV drugs will emerge that provide effective control
of the viral infection with minimal adverse effects for
the patient.

ACUTE MYELOID LEUKEMIA

The human leukemias have been classified as a distinct
group of clinically and biologically heterogeneous disor-
ders that are a result of genetic abnormalities that affect
specific chromosomes and genes. The acute myeloid
leukemias (AML) represent a major form of leukemia.
AML is characterized by accumulation of neoplastic
immature myeloid cells, consisting of �30% myeloblasts
in the blood or bone marrow and classified on the basis
of their morphological and immunocytochemical fea-
tures. AML can arise (i) de novo, (ii) in a setting of a pre-
existing myelodysplasia, or (iii) secondary to chemother-
apy for another disorder.

Chromosomal Abnormalities in Acute
Myelogenous Leukemia

Various cytogenetic and/or molecular abnormalities
have been associated with various types of AML.Chromo-
somal translocations are the most common form
of genetic abnormality identified in acute leukemias
[49–51]. Typically, these translocations involve genes
that encode proteins that function in transcription and
differentiationpathways [52]. As a result of chromosomal
translocation, the genes proximal to the chromosome
breakpoints are disrupted, and the 50-segment of one
gene is joined to the 30-end of a second gene to form a
novel fusion (chimeric) gene. When the chimeric gene
is expressed, a novel protein product is produced from
the chimeric mRNA. Other genetic alterations such as
point mutations, gene amplifications and numerical
gains or losses of chromosomes can also be identified in
the acute leukemias. The clinical heterogeneity seen in
AML may be due in part to differences in the number
and nature of genetic abnormalities that occur in these
cancers. However, these same molecular differences
define various prognostic and therapeutic characteristics
associated with the specific disorder in a given patient.

A major chromosomal translocation in AML involves
chromosomes 15 and 17. This genetic abnormality,
t(15;17)(q21;q21), occurs exclusively in acute promy-
elocytic leukemia (APL). APL represents approximately
5%–13% of all de novo AMLs [51,53]. The presence of
the t(15;17) translocation consistently predicts respon-
siveness to a specific treatment utilizing all-trans-retinoic
acid (ATRA). Retinoic acid is a ligand for the retinoic
acid receptor (RAR), which is involved in the t(15;17).
ATRA is thought to overcome the block in myeloid cell
maturation, allowing the neoplastic cells to mature (dif-
ferentiate) and be eliminated [54,55]. Approximately
75% of patients with APL present with a bleeding diath-
esis, usually the result of one or more processes includ-
ing disseminated intravascular coagulation, increased
fibrinolysis, and thrombocytopenia, and secondary to
the release of procoagulants or tissue plasminogen acti-
vator from the granules of neoplastic promyelocytes
[55,56]. This bleeding diathesis may be exacerbated
by standard cytoreductive chemotherapy. Two mor-
phologic variants of APL have been described, typical
(hypergranular) and microgranular, both of which
carry the t(15;17) translocation [55–57]. In the typical
or hypergranular variant, the promyelocytes have
numerous azurophilic cytoplasmic granules that often
obscure the border between the cell nucleus and the
cytoplasm. Cells with numerous Auer rods in bundles
are common. In the microgranular type the promyelo-
cytes contain numerous small cytoplasmic granules that
are difficult to discern with the light microscope but are
easily seen by electron microscopy.

Consequence of the t(15;17) Translocation
in Acute Myelogenous Leukemia

The t(15;17) is a balanced and reciprocal translocation
in which the PML (for promyelocytic leukemia) gene
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on chromosome 15 and the RARa gene on chromosome
17 are disrupted and fused to formahybrid gene [58,59].
The PML-RARa fusion gene, located on chromosome 15,
encodes a chimeric mRNA and a novel protein. On the
derivative chromosome 15, both the PML and RARa
genes are oriented in a head-to-tail orientation. The func-
tion of the normal PML gene is poorly understood. How-
ever, the gene is ubiquitously expressed and encodes a
protein that contains a dimerization domain and is char-
acterized by an N-terminal region with two zinc-finger-
like motifs (known as a ring and a B-box). Given its struc-
tural features, the PML protein is thought to be involved
in DNA binding [55,58,59]. Furthermore, the normal
PML protein appears to have an essential role in cell
proliferation. The RARa gene encodes a transcription
factor that binds to DNA sequences in cis-acting retinoic
acid-responsive elements. High-affinity DNA binding
also requires heterodimerization with another family of
proteins, the retinoic acid X receptors. The RARa pro-
tein contains transactivation, DNA binding, heterodi-
merization, and ligand binding domains. The normal
RARa protein plays an important role in myeloid
differentiation.

There are three major forms of the PML-RARa fusion
gene, corresponding to different breakpoints in the
PML gene [60–62]. The breakpoint in the RARa gene
occurs in the same general location in all cases, involv-
ing the sequences within intron 2. Approximately
40%–50% of cases have a PML breakpoint in exon 6
(the so-called long form, termed bcr1), 40%–50% of
cases have the PML breakpoint in exon 3 (the so-called
short form, termed bcr3), and 5%–10% of cases have a
breakpoint in PML exon 6 that is variable (the so-called
variable form, termed bcr2). In each form of the translo-
cation, the PML-RARa fusion protein retains the 50-DNA
binding and dimerization domains of PML and the
30-DNA binding, heterodimerization, and ligand (reti-
noic acid) binding domains of RARa. Recent studies
indicate that the different forms of PML-RARa fusion
mRNA correlate with clinical presentation or prognosis.
In particular, the bcr3 type of PML-RARa correlates with
higher leukocyte counts at time of presentation [61,62].
Both higher leukocyte counts and variant morphology
are adverse prognostic findings, and the bcr3 type
of PML-RARa does not independently predict poorer
disease-free survival [62].

Detection of the t(15;17) Translocation in
Acute Myelogenous Leukemia

A number of methods may be used to detect the t(15;17)
translocation. Conventional cytogenetic methods detect
the t(15;17) in approximately 80%–90% of APL cases at
time of initial diagnosis. Suboptimal clinical specimens
and poor quality metaphases explain a large subset of
the negative results. Fluorescence in situ hybridization
(FISH) is another useful method for detecting the
t(15;17) in APL [63]. Different methods employ probes
specific for either chromosome 15 or chromosome 17
(or both), and commercial kits are available. Southern
blot hybridization is another method to detect gene

rearrangements that result from the t(15;17) [64]. The
chromosomal breakpoints consistently involve the sec-
ond intron of the RARa gene, and therefore, probes
derived from this region are the most often utilized. Vir-
tually all cases of APL can be detected by Southern blot
analysis using two or three genomicRARa probes. RT-PCR
is a very convenient method for detecting the PML-RARa
fusion transcripts [60]. Primers have been designed
to amplify the potential transcripts, and each type of
transcript can be recognized. Results using this method
are equivalent to or better than other methods at time of
initial diagnosis.

Polyclonal and monoclonal antibodies reactive with
the PML and RARa proteins have been generated, and
immunohistochemical studies to assess the pattern of
staining appear to be useful for diagnosis [65,66]. Dyck
et al. [65] have studied a number of APLs and have
shown that the pattern of PML or RARa immunostain-
ing correlates with the presence of the t(15;17). APL
cells immunostaining for either PML or RARa reveals a
microgranular pattern. The fusion protein may prevent
PML from forming normal oncogenic domains, since
treatment with ATRA allows PML reorganization into
these domains. For the diagnosis of residual disease or
early relapse after therapy, conventional cytogenetic
studies, Southern blot analysis, and immunohistochem-
ical methods are limited by low sensitivity. Quantitative
RT-PCR and FISHmethods are very useful. The sensitiv-
ity and rapid turnaround time of RT-PCR makes this
method very useful formonitoring residual disease after
therapy [67,68].

Summary

Acute promyelocytic leukemia is a distinct subtype of
acute myeloid leukemia that is cytogenetically character-
izedby a balanced reciprocal translocationbetween chro-
mosomes 15 and 17 [t(15;17)(q21;q21)], which results in
a gene fusion involving PML and RARa. This disease is
the most malignant form of acute leukemia with a severe
bleeding tendency and a fatal course of only weeks in
affected individuals. In the past, cytotoxic chemotherapy
was the primary modality for treatment of APL, produc-
ing complete remission rates of 75%–80% in newly diag-
nosed patients, a median duration of remission from
11–25 months, and only 35%–45% of the patients were
cured [69]. However, with the introduction of all-trans
retinoic acid (ATRA) in the treatment and optimization
of the ATRA-based regimens, the complete remission
rate increased to 90%–95% and 5-year disease-free sur-
vival improved to 74% [69].

CYSTIC FIBROSIS

Cystic fibrosis (CF) is a clinically heterogeneous disease
that exemplifies themany challenges of complex genetic
diseases and the causative underlying mechanisms [70].
CF is the most common lethal autosomal-recessive dis-
ease in individuals of European decent with a prevalence
of 1:2500 to 1:3300 live births.While CFoccursmost com-
monly in the Caucasian population, members of other
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racial and ethnic backgrounds are also at risk for this
disease. In the United States, approximately 850 indivi-
duals are newly diagnosed on an annual basis, and
30,000 children and adults are affected. The majority of
CF diagnoses are made in individuals that are less than
one year of age (http://www.genetests.org/).

Cystic Fibrosis Transmembrane Conductance
Regulator Gene

The Cystic Fibrosis Transmembrane Conductance Regu-
lator (CFTR) gene is responsible for CF. This gene is
large, spanning approximately 230 kb on chromosome
7q, and consists of 27 coding exons. The CFTR mRNA
is 6.5 kb and encodes a CFTR membrane glycoprotein
of 1480 amino acids with a mass of �170,000 daltons
[71–73]. CFTR functions as a cAMP- regulated chloride
channel in the apical membrane of epithelial cells [74].
To date over 1000 unique mutations in the CFTR gene
have been described (Cystic Fibrosis MutationData Base,
http://www.genet.sickkids.on.ca/cftr/). The most com-
mon CFTR mutation is the deletion of phenylalanine at
position 508 (DF508). This mutation affects 70% of
patients worldwide. The allelic frequency of CFTRmuta-
tions varies by ethnic group. For example, the DF508
CFTRmutation is only present in 30%of the affectedAsh-
kenazi Jewish population.

Diagnosis of Cystic Fibrosis

A diagnosis of CF in a symptomatic or at-risk patient is
suggested by clinical presentation and confirmed by a
sweat test. In the presence of clinical symptoms (such
as recurrent respiratory infections), a sweat chloride
above 60 mmol/L is diagnostic for CF. Although the
results of this test are valid in a newborn as young as 24
hours, collecting a sufficient sweat sample from a baby
younger than 3 or 4 weeks old is difficult. The sweat test
can also confirm a diagnosis of CF in older children and
adults, but is not useful for carrier detection. Mutations
in the CFTR gene are grouped into six classes, including
(i) Class I, characterized by defective protein synthesis
where there is noCFTR protein at the apicalmembrane;
(ii) Class II, characterized by abnormal/defective pro-
cessing and trafficking where there is no CFTR protein
at the apical membrane; (iii) Class III, characterized by
defective regulation where there is a normal amount
of nonfunctional CFTR at the apical membrane; (iv)
Class IV, characterized by decreased conductance where
there is a normal amount of CFTR with some residual
function at the apical membrane; (v) Class V, character-
ized by reduced or defective synthesis/trafficking where
there is a decreased amount of functional CFTR at the
apical membrane; and (vi) Class VI, characterized by
decreased stability where there is a functional but unsta-
ble CFTR at the apical membrane [75,76]. Of the CFTR
mutations, classes I–III are the most common and
are associated with pancreatic insufficiency [77]. The
DF508 CFTR mutation (which is most common world-
wide) represents a class II mutation, with varying fre-
quency between ethnic groups [78].

Abnormal Function of CFTR in Cystic
Fibrosis

CFTR is a member of an ATP-binding cassette family
with diverse functions such as ATP-dependent trans-
membrane pumping of large molecules, regulation of
other membrane transporters, and ion conductance.
Mutations in the CFTR gene can lead to an abnormal
protein with loss or compromised function that results
in defective electrolyte transport and faulty chloride
ion transport in apical membrane epithelial cells affect-
ing the respiratory tract, pancreas, intestine, male geni-
tal tract, hepatobiliary system, and the exocrine system,
resulting in complex multisystem disease. The loss of
CFTR-mediated anion conductance explains a variety
of CF symptoms including elevated sweat chloride, due
to a defect in salt absorption by the sweat ducts, and
meconium ileus, a defect in fluid secretion by intestinal
crypt cells [79]. Themalfunction of CFTR as a regulator
of amiloride-sensitive epithelia Naþ channel leads to
increased Naþ conductance in CF airways, which drives
increased absorption of Cl- and water. Most of the symp-
toms associated with CF, such as meconium ileus, loss of
pancreatic function, degeneration of the vas deferens,
thickened cervical mucus, and failure of adrenergically
mediated sweating are due to the role CFTR plays in
Cl-driven fluid secretion.

CFTR is an anion channel that functions in the reg-
ulation of ion transport. It plays multiple roles in fluid
and electrolyte transport, including salt absorption,
fluid absorption, and anion-mediated fluid secretion
[79]. Defects in this protein lead to CF, the morbidity
of which is initiated by a breach in host defenses and
propagated by an inability to clear the resultant infec-
tions [80]. Since inflammatory exacerbations precipi-
tate irreversible lung damage, the innate immune
system plays an important role in the pathogenesis of
CF. Respiratory epithelial cells containing the CFTR
also provide a crucial environmental interface for a
variety of inhaled insults. The local mucosal mecha-
nism of defense involves mucociliary clearance that
relies on the presence and constituents of airway sur-
face liquid (ASL). The high salt in the ASL found in
CF patients interferes with the natural antibiotics pres-
ent in ASL such as defensins and lysozyme [81]. Bals
et al. categorized the role of CFTR in the pathogenesis
of CF-related lung disease by dividing patients into two
groups [80]. The first describes defects in CFTR that
result in altered salt and water concentrations of airway
secretions. This then affects host defenses and creates
a milieu for infection. The second is associated with
CFTR deficiency that results in biologically and intrinsi-
cally abnormal respiratory epithelia. These abnormal
epithelial cells fail as a mechanical barrier and enhance
the presence of pathogenic bacteria by providing recep-
tors and binding sites or failing to produce functional
antimicrobials.

Much debate exists regarding the relative biologic
activity of antibacterial peptides such as beta-defensins
and cathelicidins in human ASL and their role in the
pathogenesis in CF-related lung disease [79,80,82]. It
is possible that the innate immune system provides
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a first line of host defense against microbial coloniza-
tion by secreting defensins, small cationic antimicro-
bial peptides produced by epithelia. The innate
antibiotics are thought to possess salt-sensitive bacteri-
ocidal capabilities. Hence, these innate antibiotics
demonstrate altered (impaired) function in the lungs
of CF patients [82]. Mannose-binding lectin represents
another antimicrobial molecule that is present in ASL
and is thought to be inactivated by high salt concentra-
tions in the lungs of CF patients. Mannose-binding lec-
tin, an acute phase serum protein produced in the
liver, opsonizes bacteria and activates complement.
Common variations in the mannose-binding lectin
gene (MBL2) are associated with increased disease
severity, increased risk of infection with B. cepacia, poor
prognosis, and early death [83]. The understanding
that such naturally occurring peptide antibiotics exist
has resulted in the pharmacologic development of
these peptides for therapeutics.

Pathophysiology of Cystic Fibrosis

The occurrence of CF leads to clinical, gross, and his-
tologic changes in various organ systems expressing
abnormal CFTR, including the pancreas, respiratory,
hepatobiliary, intestinal, and reproductive systems. In
addition, pathologic changes have been observed in
organ systems that do not express the CFTR gene
(such as the rheumatologic and vascular systems).
The current age of individuals affected with CF ranges
from 0–74 years, and the predicted survival age for a
newly diagnosed child is 33.4 years. The increasing
age of survival of CF has led to increased manifestation
of pulmonary and extrapulmonary disorders (gastroin-
testinal, hepatobiliary, vascular, and musculoskeletal)
associated with the disease. The extent and severity of
disease tends to correlate with the degree of CFTR
function. Although all these organ systems are
affected, the pulmonary changes are the most pro-
nounced and the major cause of mortality in most
cases [84].

Lung infection remains the leading cause of morbid-
ity and mortality in CF patients. It is currently recog-
nized that CF-related lung disease is the consequence
of chronic pulmonary consolidation by the well-known
opportunistic pathogens Pseudomonas aeruginosa (mu-
coid and nonmucoid), Burkholderia cepacia, Staphylococcus
aureus, and Haemophilus influenza [85]. Morbidity and
mortality due to persistent lung infection despite thera-
peutic advances focus attention toward the expanding
microbiology of pulmonary colonizers. These increas-
ingly prevalent flora include Burkholderia cepacia complex
(genomovar I-IX), Methicillin-Resistant Staphylococcus
aureus (MRSA), Stenotrophomonas maltophilia, Achromobac-
ter xylosoxidans, Mycobacterium abscessus, Mycobacterium-
avium complex, Ralstonia species, and Pandoraea species
[82,86]. Inflammatory exacerbationprecipitates progres-
sive irreversible lung damage, of which bronchiectases
are the landmark changes. Bronchial mucous plug-
ging facilitates colonization by microorganisms. Repeti-
tive infections lead to bronchiolitis and bronchiectasis.

Other pulmonary changes include interstitial fibrosis
and bronchial squamous metaplasia. Often, subpleural
bronchiectatic cavities develop and communicate with
the subpleural space with resultant spontaneous second-
ary pneumothorax, the incidenceofwhich increases later
in life.

Exocrine pancreas insufficiency is present in the
majority of patients with CF. This clinically manifests
by failure to thrive, and fatty bulky stools owing to defi-
ciency of pancreatic enzymes. However, pancreatic
lesions vary greatly in severity, and the pancreas may
be histologically normal in some patients who die in
infancy [87]. Early in the postnatal development of
the pancreas, patients with CF have a deficiency of nor-
mal acinar development. Increased secretory material
within the ducts and increased duct volume also contrib-
ute to progressive degradation and atrophy of pancre-
atic acini. These factors result in duct obstruction and
progressive pancreatic pathology [88,89]. Exocrine
pancreatic disease appears to develop as a result of defi-
cient ductal fluid secretion due to decreased anion
secretion. Coupled to normal protein load derived from
acinar cell secretion, this then leads to pancreatic pro-
tein hyperconcentration within the pancreatic ducts.
The protein hyperconcentration increases susceptibility
to precipitation and finally obstruction of the duct
lumina [90,91]. Hence, the characteristic lesion is cystic
ductal dilation, atrophy of pancreatic acini, and severe
parenchymal fibrosis.

The manifestation of CF in the hepatobiliary system is
directly related to CFTR expression. The liver disease in
CF is considered inherited liver disease due to impaired
secretory function of the biliary epithelium [92]. While
defective CFTR may be expressed, males are more likely
to be affected than females and the risk for develop-
ing liver disease is between 4% and 17% as assessed by
yearly exams and biochemical testing [93,94]. CFTR is
expressed in epithelial cells of the biliary tract. Therefore,
any or all cells of the biliary tree may be affected. While a
variety of livermanifestations exist [95,96], including fatty
infiltration (steatosis), common bile duct stenosis, scle-
rosing cholangitis, and gallbladder disease, the rare but
characteristic liver lesion in CF is focal biliary cirrhosis,
which develops in a minority of patients and is usually
seen in older children and adults [97]. With the increas-
ing life expectancy in patients with CF, liver-related
deaths have increased and may become one of the major
causes of death in CF [97]. The associated liver disease
usually develops before or at puberty, is slowly progres-
sive, and is frequently asymptomatic. There is negligible
effect on nutritional status or severity of pulmonary
involvement [98]. Only a minority of patients go on to
develop a clinically problematic liver disease with rapid
progression. Abnormal bile composition and reduced
bile flow ultimately lead to intrahepatic bile duct
obstruction and focal biliary cirrhosis [97]. Diagnosis
of CF-associated liver disease is based on clinical exam
findings, biochemical tests, and imaging techniques.
Although liver biopsy is the gold standard for the diag-
nosis of most chronic liver diseases, only rarely is it
employed in the diagnostic workup, mainly due to sam-
pling error [97,99].
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The gastrointestinal manifestations of cystic fibrosis
are seen mainly in the neonatal period and include
meconium ileus, distal intestinal obstruction syndrome
(DIOS), fibrosing colonopathy, strictures, gastroesoph-
ageal reflux, rectal prolapse and constipation in later
childhood [93,100–103]. Throughout the intestines
CFTR is the determinant of chloride concentration
and secondary water loss into the intestinal lumen.
Decreased water content results in viscous intestinal
contents, with a 10%–15% risk of developing meco-
nium ileus in babies born with cystic fibrosis. This also
accounts for DIOS and constipation in older children
[104]. DIOS (formerly meconium ileus equivalent) is
a recurrent partial or complete obstruction of the
intestine in patients with CF and pancreatic insuffi-
ciency [103].

Arthritis is a rare but recognized complication of cys-
tic fibrosis that generally occurs in the second decade
[105–108]. Three types of joint disease are described
in patients with cystic fibrosis: (i) cystic fibrosis arthritis
(CFA) or episodic arthritis (EA), (ii) hypertrophic pul-
monary osteoarthropathy (HPOA), and (iii) co-existent
or treatment-related arthritis [105,106,109,110]. The
most common form, episodic arthropathy, is character-
ized by episodic, self-limited polyarticular arthritis with
no evidence of progression to joint damage [105]. His-
tologic features are minimal with prominent blood ves-
sels and interstitial edema occurring most commonly,
or rarely lymphocytic inflammation [111].

Infertility is an inevitable consequence of cystic fibro-
sis in males occurring in >95% of patients, and is due
to congenital bilateral absence or atrophy of the vasa
deferentia (CBAVD) and/or dilated or absent seminal
vesicles [112]. Spermatogenesis and potency remain
normal. Mutations in the CFTR gene are present in up
to 70% of the patients with CBAVD [113]. Diagnosis of
obstructive azoospermia may be diagnosed by semen
analysis; however, it must be confirmed by testicular
biopsy and no other reason for azoospermia. Fertility
in females may be impaired due to dehydrated cervical
mucus, but their reproductive function is normal
[114]. Advances in techniques such as microscopic epi-
didymal sperm aspiration (MESA) and intracytoplasmic
sperm injection have allowed males with cystic fibrosis
the ability to reproduce [84].

Summary

Cystic fibrosis is a complex multiorgan system disease
that results from mutation in the CFTR gene.
Advances in the understanding of the pathogenesis
of this disease and related complications (such as
recurrent lung infection) have led to improvement in
diagnosis and treatment of affected individuals, result-
ing in improved life expectancy. With continued
expansion of our understanding of the molecular
pathogenesis of this disease and the variant manifesta-
tions of CF-related disorders, it is expected that new
treatments will emerge that attempt to counteract
or correct the pathologic consequences of CFTR
mutation.
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A Bioinformatics Approach
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INTRODUCTION

Historically, the touchstone of diagnostic pathology has
been the histologic appearance of diseased and normal
tissues when stained with conventional stains, usually
hematoxylin and eosin. The microscopic appearance of
these tissues reflects their cellular structure, which in
turn is due to the differential expression of approxi-
mately 20,000 protein-coding genes in the human
genome. The development of immunohistochemical
techniques in the 1960s enabled the histologic detection
of specific proteins and revolutionized both diagnostic
pathology as well as the scientific study of disease. The
differential expression of specific proteins is due in large
part to changes at the DNA level, changes in transcrip-
tion and mRNA splicing, and alterations in other aspects
of the complex regulation of RNAmetabolism and trans-
lation. With the sequencing of the human genome and
the recent advances in both PCR-based and array-based
technologies which allow the easy quantitation of spe-
cific RNA levels, the simultaneous detection of tens or
hundreds of thousands of different genetic transcripts,
and the DNA-based technologies for looking at genetic
changes and changes in chromosomal organization, we
are now on the verge of another, similar revolution.

The current challenge is to integrate the tremendous
wealth of information now available on the molecular
changes associated with normal physiology and disease
processes with the practice of pathology. In the practice
of conventional pathology (based on tissue morphol-
ogy), the coordinate expression of thousands of genes
results in the creation of distinctive microscopic appear-
ances which are recognized by trained pathologists and
serve as the basis both for the diagnostic pathology and
for the scientific study of disease. With the advent of
immunohistochemistry, these subtle and complex
images were supplemented with information about the

expression of a few specific proteins, one for each stain
which is performed. Now, as DNA-based and RNA-based
technologies are being introduced into the general prac-
tice of pathology, two things are happening. First, infor-
mation about specific genetic alterations or changes in
specific RNA levels is being added to the information
available about diseased tissue. The wealth of new
insights provided by these techniques rivals that which
became available when immunohistochemistry was
introduced, but conceptually the integration of this
information into themainstream of pathology is straight-
forward and similar to what has been done in the past.
However, unlike previous technological developments,
the nucleic acid-based technologies can be incorporated
into arrays that provide thousands or hundreds of
thousands of individual pieces of information—genotype
information, information about DNA methylation,
data about gene copy number, or RNA expression
levels. The analysis of this avalanche of data which
can be generated from a single biopsy or autopsy
specimen requires the techniques of bioinformatics
if it is to be reduced to meaningful information.

For example, consider the information currently
available from a biopsy of a high-grade glioma, such as
a glioblastoma (GBM). The diagnosis is made today as
it has been for decades based on the appearance of the
lesion in a tissue section stained with hematoxylin and
eosin (H&E) based on the presence of endothelial pro-
liferation and tumor necrosis in what is histologically a
malignant glial lesion, with the nuclear morphology typ-
ical of an astrocytic tumor. For many generations that
was all the pathologist could tell the clinician about the
tumor, and it was all the clinician needed to know to
select a therapy and treat the patient. It had been recog-
nized since the 1940s that these tumors fell into two dis-
tinct but overlapping clinical categories, primary GBM
and secondary GBM. Primary GBM tended to be found
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in older patients, had a shorter clinical course, and
appeared to arise as GBM, whereas secondary GBM were
found in slightly younger patients and arose by progres-
sion from lower grade astrocytic tumors. But the distinc-
tion was of no therapeutic importance and there were no
pathologic correlates that could be used to distinguish a
primary from secondary GBM. The use of immunohisto-
chemical techniques did not change the situation for
this particular tumor. Stains for glial fibrillary acidic pro-
tein could be used to demonstrate the astrocytic charac-
ter of the lesion and markers for cycling cells as opposed
to those in G0 like the Ki-67 antigen could be used to
demonstrate the relatively high proliferative index of
the tumor, but they rarely provided clinically important
new information. Then in the mid-1990s studies using
nucleic acid-based technologies demonstrated that not
only did primary and secondary GBM have distinctive
clinical histories, but on a molecular basis these histolog-
ically identical tumors were completely different with
distinctive molecular signatures, including frequent
EGFR amplification and mutation in the primary GBM,
and p53 genemutations in secondary GBM. That distinc-
tion remained of limited clinical significance, but it
helped establish the idea that in spite of the pathologist’s
inability to separate GBM into subtypes based on H&E
histology, they were a molecularly heterogeneous group
of tumors. Currently, specific molecularly targeted thera-
pies directed against tumors overexpressing EGFR (for
example) are entering clinical trials. The molecular dif-
ferences between primary and secondary GBM and their
potential clinical significance are reviewed in Ohgaki
and Kleihues [1].

Although these single marker, candidate gene studies
of GBM did a great deal to elucidate the molecular path-
ogenesis of these tumors and define molecularly distinct
subsets of GBM, it was clear to most pathologists that the
separation of GBM into primary and secondary tumors
did not adequately capture the complexity of the situa-
tion. Within the last several years, studies using RNA
expression arrays to classify these tumors based on unsu-
pervised clustering of thousands of mRNA levels have
suggested that GBM are perhaps best thought of as being
of three types—those with proneural, proliferative, or
mesenchymal molecular signatures [2]. Other studies
based on high-resolution copy number analysis using oli-
gonucleotide-based array comparative genomic hybridi-
zation have also identified three subsets of GBM—one
which seems to correspond to the classically defined pri-
mary GBM and two others which represent secondary
GBMs [3]. The integration of these studies into a single
unified classification system remains to be done, but in
the meantime other single-marker studies are providing
clinically important information about these tumors. For
example, the epigenetic silencing of the gene for the
DNA-repair enzymeMGMThas been shown to influence
the response of these tumors to conventional therapies,
and stratification of GBM patients based on MGMT pro-
moter methylation status is rapidly entering clinical prac-
tice [4]. Similarly, the recognition of a subset of tumors
which are histologically indistinguishable from other
GBM but have loss of the short arm of chromosome 1
and/or the long arm of chromosome 19 (like

oligodendrogliomas) and have a better prognosis than
the usual GBM is becoming standard clinical practice.

These examples demonstrate the potential for bio-
technology to significantly impact our ability to use
molecular pathology to understand disease processes.
However, our ability to exploit these new technological
resources will depend critically on our capability to
make sense out of mountains of data collected for a
set of pathology samples. The remainder of this chap-
ter will introduce bioinformatics and the resources
that are available to pathologists for making full use
of genetics, genomics, and proteomics.

OVERVIEW OF BIOINFORMATICS

Bioinformatics is an interdisciplinary field that blends
computer science and biostatistics with biomedical
sciences such as epidemiology, genetics, genomics, and
proteomics. Bioinformatics emerged as an important dis-
cipline shortly after the development of high-throughput
DNA sequencing technologies in the 1970s [5]. It was the
momentum of the Human Genome Project that spurred
the rapid rise of bioinformatics as a formal discipline.
The word bioinformatics didn’t start appearing in the
biomedical literature until around 1990 but quickly
caught on as the descriptor of this important new field.
An important goal of bioinformatics is to facilitate
the management, analysis, and interpretation of data
from biological experiments and observational studies.
Thus, much of bioinformatics can be categorized as
database development and implementation, data analysis
and data mining, and biological interpretation and
inference.

The need to interpret information from whole-
genome sequencing projects in the context of biological
information acquired in decades of research studies
prompted the establishment of the National Center for
Biotechnology Information (NCBI) as a division of the
National Library of Medicine (NLM) at the National
Institutes of Health (NIH) in the United States in
November of 1988. When the NCBI was established, it
was charged with (i) creating automated systems for stor-
ing and analyzing knowledge about molecular biology,
biochemistry, and genetics; (ii) performing research
into advanced methods of computer-based information
processing for analyzing the structure and function of
biologically important molecules and compounds; (iii)
facilitating the use of databases and software by biotech-
nology researchers and medical care personnel; and (iv)
coordinating efforts to gather biotechnology informa-
tion worldwide [6]. Since 1988, the NCBI has fulfilled
many of these goals and has delivered a set of databases
and computational tools that are essential for modern
biomedical research in a wide range of different disci-
plines, including molecular epidemiology. The NCBI
and other international efforts such as the European
Bioinformatics Institute (EBI) that was established in
1992 [7] have played a very important role in inspiring
and motivating the establishment of research groups
and centers around the world that are dedicated to
providing bioinformatics tools and expertise.
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DATABASE RESOURCES

One of the most important prestudy activities is the
design and development of one or more databases that
can accept, store, and manage molecular pathology
data. Haynes and Blach [8] list eight steps for establish-
ing an information management system for genetic
studies. These steps are broadly applicable to many dif-
ferent kinds of studies. The first step is to develop the
experimental plan for the clinical, demographic, sam-
ple, and molecular/laboratory information that will be
collected. What are the specific needs for the database?
The second step is to establish the information flow.
That is, how does the information find its way from the
clinic or laboratory to the database? The third step is
to create a model for information storage. How are the
data related? The fourth step is to determine the hard-
ware and software requirements. How much data needs
to be stored? How quickly will investigators need to
access the data?What operating systemwill be used?Will
a freely available database such as mySQL (http://www.
mysql.com) serve the needs of the project or will a com-
mercial data set solution such as Oracle (http://www.
oracle.com) be needed? The fifth step is to implement
the database. The important consideration here is to
define the database structure so that data integrity is
maintained. The sixth step is to choose the user inter-
face to the database. Is a web page portal to the data suf-
ficient? The seventh step is to determine the security
requirements. Do HIPAA regulations (http://www.hhs.
gov/ocr/hipaa) need to be followed? Most databases
need to be password protected at a minimum. The
eighth and final step outlined by Haynes and Blach [8]
is to select the software tools that will interface with the
data for summary and analysis.

Although most investigators choose to develop and
manage their own database for security and confidenti-
ality reasons, there is an increasing number of public
databases for depositing data so that it is widely avail-
able to other investigators. The tradition of making data
publicly available soon after it has been analyzed and
published can largely be attributed to the community
of investigators using gene expression microarrays.
Microarrays [9] represent one of the most revolutionary
applications that derived from the knowledge of whole
genome sequences. The extensive use of this technol-
ogy has led to the need to store and search expression
data for all the genes in the genome acquired in differ-
ent genetic backgrounds or in different environmental
conditions. This has resulted in a number of public
databases such as the Stanford Microarray Database
[10] (http://genome-www5.stanford.edu), the Gene
Expression Omnibus [11,12] (http://www.ncbi.nlm.
nih.gov/geo), ArrayExpress [13,14] (http://www.ebi.ac.
uk/arrayexpress), and others that anyone can down-
load data from. The nearly universal acceptance of the
data sharing culture in this area has yielded a number
of useful tools that might not have been developed oth-
erwise. The need for defining standards for the ontol-
ogy and annotation of microarray experiments has led
to proposals such as the Minimum Information About
a Microarray Experiment (MIAME) [13,15] (http://

www.mged.org/Workgroups/MIAME/miame.html) that
provided a standard that greatly facilitates the storage,
retrieval, and sharing of data from microarray ex-
periments. The MIAME standards provide an example
for other types of data such as SNPs and protein mass
spectrometry spectra. See Brazma et al. [16,17] for a
comprehensive review of the standards for data sharing
in genetics, genomics, proteomics, and systems biology.
The success of the different databases depends on the
availability of methods for easily depositing data and
tools for searching the databases (often after data
normalization).

Despite that acceptance of data sharing in the geno-
mics community, the same culture does not yet exist in
molecular pathology. One of the few such examples is
the Pharmacogenomics Knowledge Base of PharmGKB
[18] (http://www.pharmgkb.org). PharmGKB was
established with funding from the NIH to store, man-
age, and make available molecular data in addition to
phenotype data from pharmacogenetic and pharmaco-
genomic experiments and clinical studies [18]. It is
anticipated that similar databases for molecular epide-
miology will appear and gain acceptance over the next
few years as the NIH and various journals start to
require data from publicly funded research be made
available to the public.

In addition to the need for a database to store and
manage molecular pathology data collected from exper-
imental or observational studies, there a number of
database resources that can be very helpful for planning
a study. A good starting point for database resources are
those maintained at the NCBI [19] (http://www.ncbi.
nlm.nih.gov). Perhaps the most useful resource when
planning a molecular pathology study is the Online
Mendelian Inheritance in Man or OMIM database
[20,21] (http://www.ncbi.nlm.nih.gov/omim). OMIM
is a catalog of human genes and genetic disorders with
detailed summaries of the literature. The NCBI also
maintains the PubMed literature database with more
than 15 million indexed abstracts from published
papers in more than 4700 life science journals. The
PubMed Central database (http://www.pubmedcentral.
nih.gov) is quickly becoming an indispensable tool with
more than 400,000 full text papers from over 200 differ-
ent journals. Rapid and free access to the complete
text of published papers significantly enhances the
planning, execution, and interpretation phases of any
scientific study. The new Books database (http://www.
ncbi.nlm.nih.gov/books) provides free access for the
first time to electronic versions of many textbooks and
other resources such as the NCBI Handbook that serves
as a guide to the resources that NCBI has to offer. This
is a particularly important resource for students and
investigators who need to learn a new discipline such
as genomics. One of the oldest databases provided by
the NCBI is the GenBank DNA sequence resource
[22,23] (http://www.ncbi.nlm.nih.gov/Genbank). DNA
sequence data for many different organisms have been
deposited in GenBank over the past two decades, now
totaling more than 100 gigabases of data. GenBank is
a common starting point for the design of PCR primers
and other molecular assays that require specific
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knowledge of gene sequences. Curated information
about genes, their chromosomal location, their func-
tion, their pathways, and more can be accessed through
the Entrez Gene database (http://www.ncbi.nlm.nih.
gov/entrez/query.fcgi?db¼gene), for example.

Important emerging databases include those that
store and summarize DNA sequence variations. NCBI
maintains the dbSNP [24,25] (http://www.ncbi.nlm.
nih.gov/projects/SNP/) database for single-nucleotide
polymorphisms or SNPs. dbSNP provides a wide range
of different information about SNPs, including the
flanking sequence primers, the position, the validation
methods, and the frequency of the alleles in different
populations. As with all NCBI databases, it is possible
to link to a number of other data sets such as PubMed
and OMIM. The recently completed International Hap-
lotype Map (HapMap) project documents genetic simi-
larities and differences among different populations
[26]. Understanding the variability of SNPs and the link-
age disequilibrium structure plays an important role in
determining which SNPs to measure when planning
a molecular epidemiology study. The International
Hap-Map Consortium maintains an online database
with all the data from the HapMap project (http://www.
hapmap.org/thehapmap.html). Another useful data-
base is the Allele Frequency Database or ALFRED [27]
(http://alfred.med.yale.edu/alfred/index.asp), which
currently stores information on more than 3700 poly-
morphisms across 518 populations.

In addition to databases for storing raw data, a num-
ber of databases retrieve and store knowledge in an
accessible form. For example, the Kyoto Encyclopedia
of Genes and Genomes (KEGG) database stores knowl-
edge on genes and their pathways [28,29] (http://www.
genome.jp/kegg). The Pathway component of KEGG
currently stores knowledge on 42,937 pathways gener-
ated from 307 reference pathways. While the Pathway
component documents molecular interaction in path-
ways, the Brite database stores knowledge on higher-
order biological functions. One of the most useful
knowledge sources is the Gene Ontology (GO) proj-
ect, which has created a controlled vocabulary to
describe genes and gene products in any organism in
terms of their biological processes, cellular compo-
nents, and molecular functions [30,31] (http://www.
geneontology.org). GO descriptions and KEGG path-
ways are both captured and summarized in the NCBI
databases. For example, the description of p53 in
Entrez Gene includes KEGG pathways such as cell
cycle and apoptosis. It also includes GO descriptions
such as protein binding and cell proliferation.

In general, a good place to start for information
about available databases is the annual Database issue
and the annual Web Server issue of the journal Nucleic
Acids Research. These special issues include annual
reports from many of the commonly used databases.

DATA ANALYSIS

Once the data are collected and stored in a database, an
important goal of molecular pathology is to identify

biomarkers or molecular/environmental predictors of
disease endpoints. Statistical methods in bioinformatics
provide a good starting point for the analysis of molec-
ular pathology data [32]. This can include commonly
used methods such as t-tests, analysis of variance, linear
regression, and logistic regression [33], or may include
more advanced data mining and machine learning
methods such as cluster analysis or neural networks
[34]. Although many of these methods require special
training in mathematics, statistics, or computer science,
the good news is that most simple and advanced analy-
sis methods are easily implemented in one or more
freely available software packages.

Data Mining Using R

R is perhaps the one software package that everyone
should have in his or her bioinformatics arsenal. R is
an open source and freely available programming lan-
guage and data analysis and visualization environment
that can be downloaded from http://www.r-project.org.
According to the web page, R includes (i) an effective
data handling and storage facility; (ii) a suite of opera-
tors for calculations on arrays, in particular matrices;
(iii) large, coherent, integrated collection of intermedi-
ate tools for data analysis; (iv) graphical facilities for data
analysis and display either onscreen or on hardcopy; and
(v) a well-developed, simple, and effective programming
language which includes conditionals, loops, user-
defined recursive functions, and input and output facil-
ities. A major strength of R is the enormous community
of developers and users that ensuremost (many) analysis
methods are available. This includes analysis packages
such as Rgenetics (http://rgenetics.org) for basic genetic
and epidemiologic analysis such as testing for deviations
from Hardy-Weinberg equilibrium or haplotype estima-
tion, epitools for basic epidemiology analysis (http://
www.epitools.net), geneland for spatial genetic analysis
(http://www.inapg.inra.fr/ens_rech/mathinfo/person-
nel/guillot/Geneland.html), and popgen for popula-
tion genetics (http://cran.r-project.org/web/packages/
popgen/index.html). Perhaps the most useful contribu-
tion to R is the Bioconductor project35 (http://www.bio-
conductor.org). According to the Bioconductor web
page, the goals of the project are to (i) provide access
to a wide range of powerful statistical and graphical
methods for the analysis of genomic data; (ii) facilitate
the integration of biological metadata (for instance,
using PubMed, GO, and others) in the analysis of exper-
imental data; (iii) allow the rapid development of exten-
sible, scalable, and interoperable software; (iv) promote
high-quality and reproducible research; and (v) provide
training in computational and statistical methods for the
analysis of genomic data.

There are numerous packages for machine learning
and data mining that are either part of the base R soft-
ware or can be easily added. For example, the neural
package includes routines for neural network analysis
(http://cran.r-project.org/web/packages/neural/index.
html). Others include arules for association rule mining
(http://cran.r-project.org/web/packages/arules/index.
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html), cluster for cluster analysis (http://cran.r-project.
org/web/packages/cluster/index.html), genalg for
genetic algorithms (http://cran.r-project.org/web/
packages/genalg/index.html), som for self-organizing
maps (http://cran.r-project.org/web/packages/som/
index.html), and tree for classification and regression
trees (http://cran.r-project.org/web/packages/tree/
index.html). Many others are available. A full list of
contributed packages for R can be found at http://
cran.r-project.org/web/packages. The primary advan-
tage of using R as your data mining software package
is its power. However, the learning curve can be chal-
lenging at first. Fortunately, there is plenty of documen-
tation available on the web and in published books.
Several essential R books include those by Gentleman
et al. [36] and Venables and Ripley [37].

Data Mining Using Weka

One of the most mature open source and feely available
data mining software packages is Weka [38] (http://
www.cs.waikato.ac.nz/ml/weka). Weka is written in Java
and will run in any operating system (including Linux,
Mac, Sun, Windows). Weka contains a comprehensive
list of tools and methods for data processing, unsuper-
vised and supervised classification, regression, cluster-
ing, association rule mining, and data visualization.
Machine learning methods include classification trees,
k-means cluster analysis, k-nearest neighbors, logistic
regression, naı̈ve Bayes, neural networks, self-organizing
maps, and support vector machines, for example. Weka
includes a number of additional tools such as search
algorithms and analysis tools such as cross-validation
and bootstrapping. A nice feature of Weka is that it
can be run from the command line, making it possible
to run the software from Perl or even R (see http://
cran.r-project.org/web/packages/RWeka/index.html).
Weka includes an experimenter module that facilitates
comparison of algorithms. It also includes a knowledge
flow environment for visual layout of an analysis pipe-
line. This is a very powerful analysis package that is rela-
tively easy to use. Further, there is a published book that
explains many of the methods and the software [38].

Data Mining Using Orange

Orange is another open source and freely available data
mining software package [39] (http://www.ailab.si/
orange) that provides a number of data processing, data
mining, and data visualization tools. Whatmakes Orange
different and in some way preferable to other packages
(such as R) is its intuitive visual programming interface.
With Orange, methods and tools are represented as
icons that are selected and dropped into a window called
the canvas. For example, an icon for loading a data set
can be selected along with an icon for visualizing the
data table. The file load icon is thenwired to thedata table
icon by drawing a line between them. Double-clicking
on the file load icon allows the user to select a data file.
Once loaded, the file is then automatically transferred
by the wire to the data table icon. Double-clicking on

the data table icon brings up a visual display of the data.
Similarly, a classifier such as a classification tree can be
selected and wired to the file icon. Double-clicking on
the classification tree icon allows the user to select the set-
tings for the analysis. Wiring the tree viewer icon then
allows the user to view a graphical image of the classifica-
tion tree inferred from the data. Orange facilitates high-
level data mining with minimal knowledge of computer
programming. A wide range of different data analysis
tools are available. A strength ofOrange is its visualization
tools for multivariate data [40]. Recent additions to
Orange include tools for microarray analysis and geno-
mics such as heat maps and GO analysis [41].

Interpreting Data Mining Results

Perhaps the greatest challenge of any statistical analysis
or data mining exercise is interpreting the results.
How does a high-dimensional statistical pattern
derived from population-level data relate to biological
processes that occur at the cellular level [42]? This is
an important question that is difficult to answer with-
out a close working relationship between pathologists,
for example, and statisticians and computer scientists.
Fortunately, a number of emerging software packages
are designed with this in mind. GenePattern (http://
www.broad.mit.edu/cancer/software/genepattern/),
for example, provides an integrated set of analysis
tools and knowledge sources that facilitate this pro-
cess [43]. Other tools such as the Exploratory Visual
Analysis (EVA) database and software (http://www.
exploratoryvisualanalysis.org/) are designed specifi-
cally for integrating research results with biological
knowledge from public databases in a framework
designed for pathologists, for example [44]. These
tools and others will facilitate interpretation.

THE FUTURE OF BIOINFORMATICS

We have only scratched the surface of the numerous
bioinformatics methods, databases, and software tools
that are available to the pathology community. We have
tried to highlight some of the important software
resources such as Weka and Orange that might not be
covered in other reviews that focus on more traditional
methods from biostatistics. While there is an enormous
number of bioinformatics resources today, the software
landscape is changing rapidly as new technologies for
high-throughput biology emerge. Over the next few
years, we will witness an explosion of novel bioinformat-
ics tools for that analysis of genome-wide association
data and, more importantly, the joint analysis of SNP
data with other types of data such as gene expres-
sion data and proteomics data. Each of these new data
types and their associated research questions will
require special bioinformatics tools and perhaps special
hardware such as faster computers with bigger storage
capacity and more memory. Some of these data sets will
easily require 1–2 Gb or more of memory or more for
analysis and could require as many as 100 processors
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or more to complete a data mining analysis in a reason-
able amount of time. The challenge will be to scale
our bioinformatics tools and hardware such that a
genome-wide SNP data set can be processed as effi-
ciently as we can process a candidate gene data set with
perhaps 20 SNPs today. Only then can molecular
pathology truly arrive in the genomics age.
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INTRODUCTION

Physicians relied on descriptive studies of the gross
and histopathological changes in diseased human
cardiovascular organs, discovered meticulously by car-
diovascular pathologists, to provide insight into the
pathogenesis of infectious, inflammatory, immunolog-
ical, and degenerative cardiovascular diseases. These
studies revealed that the tissue response to disease is
characterized by a marked accumulation of cardiovas-
cular cells associated with inflammation, neovasculari-
zation, matrix production, eventually fibrosis, and in
some cases calcification [1]. Now, mechanistic studies
on cardiovascular structure and function are being
performed in a new era of innovative heart and blood
vessel investigation that is transforming the study of
cardiovascular pathobiology from static histopathology
research to dynamic mechanistic cell and molecular
biology investigation. This transformation was initially
advanced with the development of reliable culture
methods to study the cells of the cardiovascular system
(Table 14.1). The successful field of vascular biology
was established in the 1970s once vascular endothelial
and smooth muscle cell cultures were developed [2,3].
This was followed by successful characterization of
valve interstitial cell (VIC) (Figure 14.1) [4] and valve
endothelial cell (VEC) cultures [5]. These cultures
allowed for the study of the structure and function of
endothelial (EC), smooth muscle (SMC), myocardial
[6] and VICs, at the cellular and molecular levels.
More recently populations of cells have been identi-
fied and isolated in humans that are both renewable
and may differentiate along different cardiovascular
pathways to participate in cardiovascular repair. These
bring hope to be able to repair tissue and restore nor-
mal function using cell therapy and tissue engineering
approaches.

GENERAL MOLECULAR PRINCIPLES

OF CARDIOVASCULAR DISEASES

Several important concepts have emerged as the molec-
ular biology of cardiovascular disease is investigated.
(1) Cells of the cardiovascular system have unique prop-
erties. (2) Cell function is regulated by the combined
actions of specific molecules, some that promote and
others that inhibit a cellular process. It is the balance
between the bioactivity of all these molecules that dic-
tates the function of the cell at any given moment in
time. (3) Depending on conditions, the same molecule
may both promote or inhibit a given cellular function,
generally by directly or indirectly acting on signaling
molecules that regulate different pathways. (4) Signaling
pathways interact by sharing downstream molecules.
(5) Microenvironments are important in autocrine and
paracrine regulation of cardiovascular cell function,
including across cell types. (6) Cell-extracellular matrix
interactions are critical to normal physiology and patho-
genesis of disease. (7) Physical forces regulate functions
of cardiovascular cells that are important in both main-
taining normal physiology and regulating pathogenesis
of disease.

THE CELLS OF CARDIOVASCULAR

ORGANS

Vascular Endothelial Cells

Vascular ECs, which are embryologically derived from
splanchnopleuric mesoderm, form a thromboresistant
barrier on the surface of the vascular tree. The cells are
quiescent but have the ability to proliferate once appro-
priate genes are activated in response to injury and/
or disease. These cells are highly metabolically active
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and alter their function as their microenvironment
changes. These cell functions are balanced between
the regulation of physiologic functions that maintain
normal homeostasis and the endothelial dysfunction
that is associated with pathobiology (Table 14.2).
Genetic conditions result in several coagulopathies.
A major role of ECs is to transduce hemodynamic
shear stress from a physical force to a biochemical sig-
nal that regulates gene expression and/or protein
secretion of bioactive agents [7]. These shear stress
activated molecules include vasoactive compounds,
extracellular matrix proteins and degradation en-
zymes, growth factors, and coagulation and inflam-
matory factors (Table 14.3).

Vascular Smooth Muscle Cells

Vascular SMCs form the cells of the media and main-
tain the matrix of the normal vascular wall. Smooth
muscle cells are quiescent in this media. However,
upon injury, the cells undergo phenotypic transforma-
tion to proliferating, secreting, and migrating cells
with a capacity to become myofibroblasts and partici-
pate in repair. Smooth muscle cells may become foam
cells through ingestion of lipids. They participate in
autocrine and paracrine pathways, especially in inter-
actions with macrophages and ECs. Smooth muscle
cells are important regulators of vascular remodeling.

Valve Endothelial Cells

Valve endothelial cells (VECs) form a single cell layer of
adherent cells that cover the surface of the valve.
The cells are quiescent, but upon injury, they will prolif-
erate to reconstitute the thromboresistant surface. VECs
are heterogenous and show important differences when
compared to vascular EC. Using microarray technology,
VECs have been shown to differentially express 584
genes on the aortic side versus the ventricular side of
normal adult pig aortic valves [8]. Several of these
observed differences could help explain the vulnerabil-
ity of the aortic side of the valve cusp to calcification in
diseases such as calcific aortic stenosis (CAS). However,
because calcification occurs within the valve tissue, it is
likely that VECs may be playing more of a transducing
role, regulating VIC function. Valvular ECs also show
phenotypic differences in response to shear when com-
pared to vascular ECs [9].

Valve Interstitial Cells

The term valve fibroblasts is still used in the literature.
However, it should be abandoned and the term valve
interstitial cells (VICs) should be used because these
cells do have specific features which are context

Table 14.1 The Cells of the Cardiovascular
System

Heart
Cardiac Myocytes
Cardiac Interstitial Fibroblasts
Valve Interstitial Cells (VICs)
Valve Endothelial Cells (VECs)
Endothelial Cells, smooth muscle cells, pericytes of blood

vessels

Blood Vessels
Endothelial Cells (ECs)
Smooth Muscle Cells (SMCs)
Pericytes
Adventitial Fibroblasts
Endothelial Cells, smooth muscle cells of vasa vasorum

Stem Cells
Endothelial Progenitor Cells (EPCs)
Mesenchymal stem Cells:
Bone marrow derived
Tissue derived

Cells associated with disease
Dendritic Cells
Macrophages/Foam Cells
Lymphocytes
Mast Cells
Giant Cells

A B C

Figure 14.1 Phase contrast photomicrographs of VICs in monolayer culture at moderate (a), confluent (b), and
superconfluent (c) densities. Note the elongated morphology in (a) and the overlapping growth pattern in (b) as indicated by
arrows. Scale bar represents 20 mm. Magnification 200x. Reprinted from Am J Pathol. 2007; 171:1407–1418 with permission
from the American Society for Investigative Pathology.
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dependent to the heart valve and show differences when
compared to fibroblasts in other tissues and organs.

The valve matrix contains VICs distributed in all
three layers of the leaflet: the fibrosa, the spongiosa,
and the ventricularis. Compartmentalization occurs at
late gestation. However, between 20 and 39 weeks the
valves only have a bilaminar structure. It is not known
how remodeling of the valve into individual compart-
ments occurs. It is clear that physical forces do play

some role because the three layers seen in the adult
architecture are not complete until early adulthood
[10]. Cell cultures of VICs have been characterized [4]
(Figure 14.1) and have provided new information on
the cell and molecular biology of these cells [11,12].

Five phenotypes best represent the VIC family of
cells (Figure 14.2). Each phenotype exhibits specific
sets of cellular functions essential in normal valve physi-
ology and in pathobiologic conditions (Table 14.4)
[11]. The phenotypes are referred to as embryonic pro-
genitor endothelial mesenchymal cells, quiescent VICs
(qVICs), activated VICs (aVICs), progenitor VICs
(pVICs), and osteoblastic VICs (obVICs). The embryonic
progenitor endothelial/mesenchymal cells undergo
endothelial-to-mesenchymal transformation (EMT) that
initiates the process of valve formation in the embryo
[13]. The qVICs are at rest in the adult valve andmaintain
normal valve physiology. The aVICs regulate the patho-
biological response of the valve in disease and injury.
These cells are a type ofmyofibroblast cell similar to those
found at sites of wound repair in a variety of tissues. The
pVICs are poorly defined and consist of a heterogeneous
population of progenitor cells that may be important in
repair. The obVICs regulate chondrogenesis and osteo-
genesis. Although these phenotypesmay exhibit plasticity
and convert from one form to another (Figure 14.2),
characterizingVIC functionby distinct phenotypes brings
clarity to our understanding of the complex VIC biology
and pathobiology by focusing investigations on the inter-
action of each specific VIC phenotype within the valve
and the systemic environment in which it resides. Better
understanding of the nature of these phenotypes will
occur, and new phenotypes will also be discovered.

Leukocytes

There are occasional macrophages and lymphocytes in
the normal vessel wall, especially in the intima. Endo-
thelial dysfunction due to injury and/or inflammation
promotes monocytes to enter the wall, become acti-
vated macrophages, and promote vessel dysfunction
and further injury. Macrophages may transform into
foam cells. Polymorphonuclear leukocytes are promi-
nent at the interface of necrotic and intact myocar-
dium in a myocardial infarction and in the early
stages of several vasculitides.

Vascular and Cardiac Progenitor/Stem Cells

In the last decade, human studies and experimental
animal model and cell culture investigations have
identified a variety of embryonic and adult-derived cell
types that exhibit the potential for vascular or myocar-
dial repair of injured and diseased tissue. Some of
these cells are differentiated cells, such as skeletal myo-
blasts and cardiomyocytes, and others are multipotent
embryonic stem cells and multipotent adult stem cells.
Some of these cells can adopt both vascular and cardi-
omyocyte phenotypes such as mesenchymal stromal
cells [14] and fetal liver kinase-1 [15]. The stem or
progenitor cells are usually rare within a population

Table 14.3 Shear Stress Regulated Factors
in Endothelium

Vasoactive Compounds
� Angiotensin Converting Enzyme (ACE)
� NO — endothelial Nitric Oxide Synthase (eNOS)
� NO — induced Nitric Oxide Synthase (iNOS)
� Prostacyclin
� Endothelin-1

ECM/ECM Degradation Enzymes
� Matrix Metalloproteinase-9 (MMP-9)
� Collagen XII
� Thrombospondin

Growth Factors
� Epidermal Growth Factor (EGF)
� Basic Fibroblast Growth Factor (bFGF)
� Granulocyte Monocyte-Colony Stimulating Factor
(GM-CSF)

� Insulin-Like Growth Factor Binding Protein (IGFBP)

Coagulation/Fibrinolysis
� Thrombomodulin
� Tissue Factor
� Tissue Plasminogen Activator (tPA)
� Protease-Activated Receptor-1—thrombin receptor (PAR-1)

Inflammation Factors
� Monocyte chemoattractant protein (MCP-1)
� Vascular cell adhesion molecule (VCAM-1)
� Intercellular adhesion molecule (ICAM-1)
� E-Selectin

Others
� Extracellular superoxide dismutase (ecSOD)
� Sterol regulatory element binding protein (SREBP)
� Platelet/endothelial cell adhesion molecule (PECAM-1)

Table 14.2 Endothelial Function

Physiologic Function
Endothelial
Dysfunction

Platelet resistant Platelet adhesion
Anticoagulation Procoagulation
Fibrinolysis Antifibrinolysis
Quiescent Migration/proliferation
Leukocyte resistant Leukocyte adhesion
Anti-inflammatory Proinflammatory
Selective impermeability Enhanced permeability
Quiescent SMC SMC activation
Provasodilation Provasoconstriction
Matrix stability Matrix remodeling
Vessel stability Angiogenesis

Chapter 14 Molecular Basis of Cardiovascular Disease

229



of cells, and specific techniques are required to isolate
the cells and then expand the population, usually
ex vivo. The cells are identified by specific markers.
The therapeutic potential of these cells following
transplantation is considered to be due to paracrine
effects since the cells do not readily expand in vivo
following cell therapy and do not persist for long.
The biology and pathobiology of these cells are still

poorly understood, and the literature contains numer-
ous controversies, primarily due to the fact that differ-
ent methods of isolation and different sources of cells
have been utilized experimentally and clinically.

Endothelial progenitor cells (EPCs) are a specialized
subset of hematopoietic cells found in the adult bone
marrow and peripheral circulation arising from heman-
gioblasts prenatally [16]. They are phenotypically

Table 14.4 Heart Valve Interstitial Cell Phenotypes

Cell Type Location Function

Embryonic progenitor
endothelial/mesenchymal
cells

Embryonic cardiac
cushions

Give rise to resident qVICs, possibly through an activated stage and
promoted by FGF2 and TGFb. EMT can be detected by the loss of
endothelial and the gain of mesenchymal markers

qVICs Valve cusp leaflet Maintain physiologic valve structure and function and inhibit
angiogenesis in the leaflets

aVICs Valve cusp leaflet VICs with a-SMA signifying activation of cellular repair processes
including proliferation, migration, apoptosis, matrix remodeling,
and upregulation of TFGb[12].

pVICs Bone marrow,
circulation, within
valve leaflet cusp

Enter injured valve or are resident in valve to provide aVICs to repair
valve, may be CD34–, CD133–, and/or S100-positive

obVICs Within valve cusp leaflet
bone marrow,
circulation

Calcification, chondrogenesis, and osteogenesis of valve. Secrete
alkaline phosphatase, osteocalcin, osteopontin, bone sialoprotein

Modified from Am J Pathol. 2007; 171:1407–1418

Figure 14.2 The current literature describes numerous VIC functions which can be conveniently organized into five
phenotypes: Embryonic progenitor endothelial/mesenchymal cells, quiescent VICs (qVICs), activated VICs (aVICs),
stem cell derived progenitor VICs (pVICs), and osteoblastic VICs (obVICs). These represent specific sets of VIC
functions in normal valve physiology and pathophysiology. Embryonic progenitor endothelial/mesenchymal cells undergo
endothelial-mesenchymal transformation in fetal development to give rise to aVIC and/or qVICs resident in the normal heart
valve. The VICs undergoing the transformation do have features of aVICs, including migration, proliferation, and matrix
synthesis. When the heart valve is subjected to an insult, be it abnormal hemodynamic/mechanical stress or pathological
injury, qVICs become activated, giving rise to aVICs which participate in repair and remodeling of the valve. pVICs including
bone marrow-derived cells, circulating cells, and resident valvular progenitor cells are another source of aVICs in the adult.
The relationship between bone marrow, circulating, and resident pVICs is unknown. Under conditions promoting valve
calcification, such as in the presence of osteogenic and chondrogenic factors, qVICs can undergo osteoblastic differentiation into
obVICs. It is possible that obVICs are derived from pVICs. obVICs actively participate in the valve calcification process.
Compartmentalizing VIC function into distinct phenotypes recognizes as well the transient behavior of VIC phenotypes. The
hatched arrows depict possible transitions for which there is no solid evidence currently. Reprinted from Am J Pathol. 2007;
171:1407–1418 with permission from the American Society for Investigative Pathology.
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characterized by antigens including CD133, CD34, c-kit,
VEGFR2, CD144, and Sca-1. EPCs are immature cells
which have the capacity to proliferate, migrate, and dif-
ferentiate into endothelial lineage cells, but have not
yet acquired characteristics of mature ECs, including
surface expression of vascular endothelial cadherin
and von Willebrand factor and loss of CD133. The dis-
covery of circulating EPCs in the adult changed the view
that new blood vessel growth occurs exclusively by
angiogenesis postnatally. The process of vasculogenesis
in the developing embryo is thought to be re-employed
in the adult when EPCs are mobilized and recruited to
regions of neovascularization to form new blood vessels.
Parallels in the regulatory steps of embryonic and adult
vasculogenesis suggest that the underlying initiating
stimulus and regulatory pathways may be conserved.
EPCs have been the subject of intense experimental
and clinical investigations due to their therapeutic
potential in cardiovascular regeneration. Since endo-
thelial damage and/or dysfunction may initiate athero-
sclerosis, bone marrow-derived and circulating EPCs
may play an important role in re-establishing a normal
endothelium and thus protecting the vessel wall from
progression of disease.

The role of EPCs in determining the pathogenesis
and prognosis of cardiovascular disease is under study
although there are currently no means to precisely
track the kinetics of bone marrow-derived EPCs for
pathological neovascularization in humans. The cell
number and migratory activity of circulating EPCs is
decreased in patients with stable coronary artery dis-
ease compared to age-matched control subjects and is
inversely correlated with the number of coronary risk
factors in coronary artery disease patients [17]. Prolif-
eration of EPCs obtained from patients with type II
diabetes was decreased by 48% compared with controls
[18]. EPCs from subjects at high risk for cardiovascular
events had higher rates of in vitro senescence than cells
from subjects at low risk [19]. These clinical findings
indicate that EPCs may be sensitive indicators of
heightened risk of cardiovascular diseases.

EPC transplantation to promote collateral circula-
tion is a new therapy offering hope to treat tissue ische-
mia. When ex vivo expanded EPCs obtained from
healthy human peripheral blood are intravenously
administered into immunodeficient mice with hindlimb
ischemia, the result is cell incorporation and in situ dif-
ferentiation into EC lineage, as well as physiological evi-
dence of enhancement of limb blood flow [20]. Ex vivo
expanded human EPCs intravenously administered into
nude rats with acute myocardial infarction contributed
to ischemic neovascularization following recruitment
into the ischemic area. The EPC therapy also inhibited
left ventricular fibrosis and preserved left ventricular
function. Human EPC-derived cardiomyocytes and
SMC were identified in the rat infarcted myocardium.
Whether improvement was due to increased myocardial
perfusion and/or increased cardiac muscle mass was
not studied [21]. On the basis of the promising out-
comes in animal models, clinical applications of EPCs
for ischemic diseases are in progress. Intramyocardial
injection of autologous bone marrow EPCs into patients

with chronic myocardial infarction at the time of coro-
nary artery bypass grafting surgery improved left ventric-
ular global function, improved left ventricular ejection
fraction, as well as cardiac perfusion 3–9 months
later [22]. Intramyocardial transplantation in intracta-
ble angina in chronically ischemia myocardium likely
due to induction of neovascularization [23]. However,
the life of transplanted EPCs is often short, so many
investigators are interpreting the improved function to
be due to paracrine effects that the EPCs have on resi-
dent cells due to the secretion of bioactive molecules
such as cytokines.

Endothelial damage is a well-known trigger of reste-
nosis after percutaneous balloon angioplasty or stent-
ing. EPC-based therapeutic strategies to improve the
function and number of ECs following surgery have
gained considerable interest. Statins were found to
inhibit restenosis in injured murine carotid arteries
through enhanced mobilization and incorporation of
bone marrow-derived EPCs for re-endothelialization
[24]. Implanting VEGF-2 coated stents in rabbit
injured iliac arteries also inhibited restenosis through
enhanced mobilization of bone marrow-derived EPCs
[25]. Thus, EPCs appear to contribute to re-endothe-
lialization in damaged vessels and inhibit restenosis.
Intravenous infusion of EPCs in a mouse model of
carotid artery injury leads to incorporation of EPCs
into the injured vessel wall and re-endothelialization,
resulting in inhibition of neointimal hyperplasia. Rec-
ently, an innovative approach to EPC-mediated re-
endothelialization was carried out. Stainless steel stents
coated with anti-CD34 antibody were developed to
capture circulating EPCs onto the stent surface to
augment re-endothelialization and prevent restenosis
and thrombosis [26]. Clinical safety and feasibility of
this technology have been demonstrated, and prelimi-
nary clinical studies are under way.

Cardiac Stem Cells

The adult heart is considered to be a postmitotic organ
comprising fully differentiated cardiomyocytes which
survive a lifetime without replenishment. An elevated
number of immature cardiomyocytes, capable of mitotic
division, have been identified at the infarct border zone
of myocardial infarction [27] in some investigations,
whereas other studies failed to identify sufficient prolifer-
ating cells at sites of myocardial infarction. However,
adult heart may contain a population of stem cells either
entering from the circulation or resident in situ which
possess regenerative properties [28]. If the biology of
these cells can be characterized, then they may become
useful clinically.

The adult myocardium contains a small fraction of
stem cells which can give rise to cardiomyocytes that
express the cell surface markers c-kit and Sca-1, and
are characterized by their ability to exclude Hoechst
dye [29]. Human percutaneous endomyocardial bi-
opsy specimens have produced multicellular clusters
of cells called cardiospheres which contain cells with
the potential for cardiogenic differentiation. Upon
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injection into the border zone, cardiosphere-derived
cells migrate into the infarct zone and improve the
proportion of viable myocardium and cardiac function
[30]. Another population of endogenous cardiac pro-
genitor cells is the multipotent Isl1+ cardiovascular
progenitors that are isolated from neonatal animals
and have the potential to form cardiac muscle, smooth
muscle, and endothelial cell lineages [31]. More re-
cently, epicardium-derived progenitor cells are
thought to undergo epithelial-to-mesenchymal trans-
formation and show extensive migratory capacities to
promote coronary vasculogenesis upon stimulation by
paracrine factors from the underlying myocardium
[32,33]. To date, thymosin b is the only identified fac-
tor that stimulates adult epicardium-derived progeni-
tor cells which can differentiate into fibroblasts,
endothelial cells, smooth muscle cells, and cardiomyo-
cytes [34]. Transplantation of undifferentiated embry-
onic stem (ES) cells has resulted in improvement of
cardiac function. However, this technology is in its
infancy and must overcome problems in control of car-
diac differentiation and introduction of undifferenti-
ated cells [35].

These studies suggest that there are many candidate
cell types that may promote myocardial repair [36].
Stimulation of exogenous and/or endogenous cardiac
stem/progenitor cells to initiate repair in situ is a new
and exciting area of research with potential for thera-
peutic cardiac regeneration. Much more investigation
is needed to understand this complex area of pathobi-
ology. Clinical success will occur once the basic princi-
ples regulating stem/progenitor cell therapy are well
understood. Premature clinical studies may delay
rather than advance the field.

ATHEROSCLEROSIS

Atherosclerosis is a chronic vascular disease initially
developing in the intima of elastic and larger muscular
arteries and characterized by the presence of fibro-
inflammatory lipid plaques (atheromas) which grow
in size to protrude into the vascular lumen and to
involve the media of the artery [37]. Focal plaque
growth eventually leads to clinical disease character-
ized by the development of complicated plaques,
lumenal stenosis, and focal weakening of vessel walls,
especially the aorta. Clinically, atherosclerosis leads to
local aneurysm and/or rupture, and to end-stage
organ disease including ischemic heart disease, cere-
bral vascular disease, and peripheral vascular disease.
Epidemiologic studies have identified environmental
and genetic conditions that increase the risk of devel-
oping clinical atherosclerotic disease (Table 14.5).
Currently, risk modification has become an important
medical approach to prevention and treatment of ath-
erosclerosis. Biomarkers of endothelial dysfunction are
being studied including VCAM-1, ICAM-1, ELAM-1,
high sensitivity C-reactive protein, IL-1, IL-6, TNFa. It
is hoped that these markers will provide a greater pre-
dictive capability beyond the traditional risk factors to
identify high-risk individuals.

The interplay between an individual’s genetic disposi-
tion and the environment adopted by the individual may
result in an imbalance between proatherogenic and
antiatherogenic factors and processes that then leads to
initiation and growth of the atherosclerotic plaque. At
present, it is unlikely to identify a single atherogenic
gene that explains pathogenesis. Instead, multiple genes
(polygenic), including clusters of genes forming net-
works regulating specific cell functions, interact with
the environment and with each other to promote athero-
genesis. Recently, the use of high-density genotyping
arrays have led to genome-wide association studies
showing a strong association of coronary artery disease
with a chromosomal locus on chromosome 9p21.3.
These studies in subjects of Northern European origin
identified four single nucleotide polymorphisms (SNPs),
two associated with risk for coronary artery disease
and two associated with risk for myocardial infarction.
However, cross-race susceptibility has been identified
in South Korean [38] and Italian populations [39].
This common variant is located adjacent to the cyclin-
dependent kinase inhibitorsCDKN2A and CDKN2B [40].
The pathobiologic role of the 9p21.3 locus is not under-
stood at present.One study has shown that the locus does
not have an affect on coronary artery disease through a
pathogenetic pathway that affects carotid intima media
thickness or brachial artery flow-mediated dilatation,
early markers of clinical atherosclerosis.

The development of atherosclerosismay begin as early
as the fetal stage, with the formation of intimal cell
masses, or perhaps shortly after birth, when fatty streaks
begin to evolve. However, the characteristic lesion, which
is not initially clinically significant, requires as long as 20
to 30 years to form. Once this lesion is formed, serious
acute events may occur, and/or complicated lesions
may emerge after several more years of plaque growth.

A convenient way to view pathogenesis is to propose
that three stages can be identified over the course of
the evolution of the clinical plaque in humans: (i) a
plaque initiation and formation stage, (ii) a plaque
adaptation stage, and (iii) a clinical stage [37]. Biologi-
cally active molecules regulate a number of dynamic
cellular functions. As more molecules are identified in
the vessel wall and the plaque, their function is studied
to determine their antiatherosclerotic (atheroprotec-
tive) or atherogenic (atherogenic)potential. In addi-
tion, a given molecule may have both atheroprotective
and atherogenic effects. Thus, some of the molecules
that are considered to regulate the three stages have
been identified in a variety of human and experimental
studies, especially those associated with lipid metabo-
lism, coagulation and thrombosis, inflammation, cell

Table 14.5 RiskFactors forAtherosclerosis

LDL receptor mutations Obesity
Hyperlipidemias Family History
Diabetes Mellitus Gender
Hypertension Advancing Age
Cigarette Smoke
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growth, and matrix regulation. Much effort has gone
into identifying genetic variants of specific genes that
are described as candidate genes because they have
been shown to be important in health and disease of
the artery wall [41]. Examples include ACE insertion/
deletion, APOE, APOE2, APOE3, APOE4, and MTHFR
C677T. These genetic association studies represent our
best understanding at present, but most are not robust
and further studies are needed. Caution is required
in interpreting genetic association studies [42–44],
especially single reports and reports that are difficult
to confirm because there is variability in outcomes of
several different studies.

Stage I: Plaque Initiation and Formation

The intimal lesions initially occur at vascular sites con-
sidered to be predisposed to plaque formation. Endo-
thelial injury is an early event and may be due to
several conditions including microorganisms, toxins,
hyperlipidemia, hypertension, and immunologic events.
Hemodynamic shear stress at branch points and curves
may also induce endothelial dysfunction, a predisposi-
tion for plaque formation. The accumulation of suben-
dothelial SMCs, as occurs in an intimal cell mass
(eccentric intimal thickening, intimal cushion) at branch
points and at other sites in certain vessels, particularly the
coronary arteries, is considered a predisposing condition
for plaque formation since it provides a readily available
source of SMCs. It is thought that this intimal thickening
is a physiological adaptation to mechanical forces. In
humans, atherosclerotic lesions tend to occur at sites
where shear stresses are low but fluctuate rapidly, such
as at branch points. The fact that hypertension enhances
the severity of atherosclerotic lesions in various locations,
such as in the pulmonary artery in pulmonary hyperten-
sion, further promotes the idea that hemodynamic fac-
tors are somehow involved in the development of
atherosclerosis. Low shear has been shown to induce cell
adhesionmolecules on the surface of endothelial cells to
promote monocyte attachment. This is regulated by
upregulation of vascular cell adhesionmolecule (VCAM)
on the surface of ECs. The leukocytes first roll along the
endothelium mediated by P-selectin and E-selectin and
then adhere due to chemokine-induced EC activation
and integrin interactions with cell adhesion molecules.
The leukocytes penetrate the endothelial barrier at
interendothelial sites, regulated by platelet EC adhesion
molecule (PECAM, CD31). Low shear also disrupts
normal repair following endothelial injury, thus expos-
ing a denuded endothelial surface to blood flow for
longer periods of time. Hemodynamic forces induce
gene expression of several biologically active molecules
in ECs that are likely to promote atherosclerosis, includ-
ing FGF-2, tissue factor (TF), plasminogen activator,
and endothelin (Table 14.3). However, shear stress
also induces gene expression of agents that are con-
sidered antiatherogenic, including NOS and PAI-1
(Table 14.3).

Lipid accumulation depends on disruption of the
integrity of the endothelial barrier through disruption

of cell-cell adhesion junctions, cell loss, and/or cell
dysfunction. Low-density lipoproteins carry lipids into
the intima. Monocyte/macrophages adhere to acti-
vated ECs and transmigrate into the intima bringing
in lipids. Some macrophages become foam cells, due
in part to the uptake of oxidized LDL via scavenger
receptors, and undergo necrosis and release lipids.
A change in the types of connective tissue and proteo-
glycans synthesized by the SMCs in the intima also ren-
ders these sites prone to lipid accumulation. These
proteoglycans have a high binding affinity for lipopro-
teins such as chondroitin sulfate-rich proteoglycans.
Versican and biglycan are thought to promote athero-
sclerosis, while decorin may be protective [45]. Oxida-
tive stress in ECs and macrophages leads to cellular
dysfunction and damage.

Macrophages, in addition to playing a central role
by participating in lipid accumulation, secrete several
types of cytokines and release growth factors, thereby
promoting further accumulation of SMCs. Oxidized
lipoproteins induce tissue damage and further macro-
phage accumulation. Macrophages secrete MCP-1,
which promotes macrophage accumulation. Macro-
phages secrete reactive oxygen species. Monocyte/
macrophages synthesize PDGF, FGF, TNF, IL-1, IL-6,
interferon-g (IFN-g), and TGFb, each of which can
modulate the growth of SMCs and ECs. For example,
IFN-g and TGFb inhibit cell proliferation and could
account for the failure of EC regeneration to maintain
an intact surface over the lesion as it protrudes into
the lumen. Alternatively, such molecules could inhibit
growth-stimulatory peptides. Of particular interest is
the discovery that the cytokines IL-1 and TNF stimu-
late endothelial cells to produce platelet-activating fac-
tor (PAF), TF, and plasminogen activator inhibitor
(PAI). TF expression is also upregulated by oxidized
lipids and by disruption of the fibrous cap. Thus, the
normal anticoagulant vascular surface becomes a pro-
coagulant one.

As the lesion progresses, small mural thrombi may
develop on the damaged intimal surface which has
become prothrombotic. This stimulates the release of
numerousmolecules from adherent and activated plate-
lets, including PDGF, which accelerates smooth muscle
proliferation; TGFb, which enhances the secretion of
matrix components; and thrombin, ADP, and throm-
boxane, which promote further platelet activation.
The thrombus grows as these molecules promote the
prothrombotic state. Since thrombosis also initiates
fibrinolysis and inhibition of factors in the coagulation
pathway, the thrombus may alternatively lyse. Another
scenario modulated in part by TGFb (which regulates
secretion of collagen, matrix proteins, and differentia-
tion of SMC into myofibroblasts) is organization of the
thrombus and incorporation into the plaque. Further
growth of the thrombus is a function of the coagulation
cascade, which may continue to be stimulated by cyto-
kines and tissue factor.

The deeper parts of the thickened intima are poorly
nourished. Hypoxia promotes HIF-1alpha translocation
to the nucleus of SMCs and macrophages which bind
to the promoter-specific hypoxia response element,
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leading to the transcriptional activation of VEGF, and
other target genes. The macrophages and SMCs
undergo ischemic necrosis, as well as apoptosis. Cell
death is also promoted by proteolytic enzymes released
by macrophages and by tissue damage caused by oxi-
dized LDL and other reactive oxygen species. VEGF
initiates angiogenesis with new vessels forming in the
plaque derived from the vasa vasorum. Some regard
the presence of neovascularization as a condition that
establishes permanency to the plaque and prevents sig-
nificant regression.

The fibroinflammatory lipid plaque is formed, with
a central necrotic core and a fibrous cap which separates
the necrotic core from the blood in the lumen
(Table 14.6). The plaque is heterogeneous with respect
to inflammatory cell infiltration, lipid deposition, and
matrix organization. TGFb is an important regulator of
plaque remodeling and extracellular matrix deposition.
TGFb increases several types of collagen, fibronectin,
and proteoglycans. It inhibits proteolytic enzymes that
promote matrix degradation and enhances expression
of protease inhibitors.

The expression of HLA-DR antigens on both ECs and
SMCs in plaques implies that these cells have undergone
some type of immunological activation, perhaps in
response to IFN-g released by activated T-cells in the
plaque. The presence of T-cells reflects an immune
response that is important for the progression of athero-
sclerotic lesions. Possible antigens include oxidized LDL
to which antibodies have been identified in the plaque.

Stage II: Adaptation Stage

As the plaque encroaches upon the lumen (in coronary
arteries), the wall of the artery undergoes remodeling
to maintain the original lumen size likely regulated by
TGFb [46]. Once a plaque encroaches upon half the
lumen, compensatory remodeling can no longer main-
tain normal patency, and the lumen of the artery
becomes narrowed (stenosis).Hemodynamic shear stress

is an important regulator of vessel wall remodeling acting
through themechanotransductionproperties of theECs.
Shear stress activates the expression of a variety of
genes that encode for proteins that promote remo-
deling such as MMPs, collagens, bFGF, TGFb, and
inflammatory factors. Smooth muscle cell turnover-
proliferation and apoptosis, and matrix synthesis and
degradation modulate remodeling of the vessel and
the plaque in the face of atherosclerosis. The mole-
cules that are important in matrix remodeling
are metalloproteinases (MMP) and their inhibitors
(TIMP). This compensatory remodeling is useful
because it maintains patency and blood flow in the
lumen. However, it may delay clinical diagnosis of
the presence of atherosclerosis since the plaque may
be clinically silent without demonstrating any symp-
toms. At this stage it would be very useful to have a
group of biomarkers that can reliably assess the extent
of subclinical atherosclerosis present in the unsus-
pecting person. Even though the plaque is small,
plaque rupture with catastrophic results may occur at
this stage.

Stage III: Clinical Stage

Plaque growth continues as the plaque encroaches
into the lumen. Hemorrhage into a plaque due to
leakage from the small fragile vessels of neovasculari-
zation may not necessarily result in actual rupture of
the plaque but may still increase plaque size. Compli-
cations develop in the plaque, including surface
erosion, ulceration, fissure formation, calcification,
and aneurysm formation. Calcification is driven by
chondrogenesis and osteogenesis, regulated in part
by TGFb, osteogenic progenitor cells, and bone-form-
ing proteins. Activated mast cells are found at sites of
erosion and may release proinflammatory mediators
and cytokines. Continued plaque growth leads
to severe stenosis or occlusion of the lumen. Plaque
rupture, through the fibrous cap, and ensuing lumen
thrombosis and occlusion may precipitate acute cata-
strophic events in these advanced plaques, such as
acute myocardial infarct. Table 14.7 describes risk
factors for plaque rupture. Plaques causing less than
50% stenosis may also suddenly rupture. Investiga-
tions to discover biomarkers to identify patients with
plaques at risk for rupture have not been successful
to date.

Table 14.6 Composition of Atherosclerotic
Plaque

Cells

– Endothelial
– Smooth Muscle
– Macrophages
– Foam
– Lymphocytes (T-cells)
– Giant cells

Matrix

– Collagens
– Proteoglycans—biglycan,

versican, perlecan
– Elastin
– Glycoproteins

Lipids and lipoproteins, cholesterol crystals
Serum Proteins
Platelet and leukocyte products
Necrotic Debris
Microvessels
Hydroxyapatite crystals

Table 14.7 Plaque Rupture

� Endothelial erosion, ulceration, fistula
� Thin fibrous cap
� Decreased smooth muscle cells in cap
� Inflammation— Macrophages
� Foam cells
� Hemodynamic shear stress
� Imbalance in matrix synthesis/degradation
(metalloproteinases, tissue inhibitors of
metalloproteinases)

� Nodular calcification
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ISCHEMIC HEART DISEASE

Ischemic heart disease (coronary heart disease) is
described clinically as stable angina and acute coronary
syndromes including unstable angina, non-ST elevation
myocardial infarction, and ST-elevation myocardial
infarction. Reliable biomarkers are available to identify
cardiac damage, especially sensitive cardiac troponin
assays [47,48]. There have been investigations to vali-
date putative risk factors of acute coronary syndromes,
but candidate gene variants have not been well charac-
terized. Those in the field are aware that new novel bio-
markers will not enter the clinical arena unless they are
shown to significantly improve diagnosis and provide
clinicians with better tools to monitor and guide treat-
ment than are currently available.

Ischemia of the myocardial cell leads to a series of
intracellular structural and biochemical changes which
begin almost immediately after onset and evolve over
time. Initiation of ATP depletion begins within sec-
onds. Initially the reaction of the cells results in revers-
ible injury; however, by 20–30 minutes the myocardial
cells become irreversibly injured and undergo necrosis.
In the myocardium, cardiomyocytes in the subendocar-
dium are most at risk for ischemia. Thus, irreversible
injury occurs first in the subendocardium and pro-
gresses as a wave front toward the epicardium, resulting
in a transmural myocardial infarct. Progression of
necrosis will involve the full cardiac bed supplied by
the occluded coronary artery and usually is complete
by 6 hours. The repair of the infarcted myocardium fol-
lows a well-characterized sequence of necrosis, inflam-
mation, granulation tissue, remodeling, and scar
formation (Table 14.8).

ANEURYSMS

Aneurysms may occur in any vessel. However, the tho-
racic aorta, the abdominal aorta, and the cerebral
arteries are common sites. These aneurysms often
result in rupture. Blood dissects along the long axis
of the media resulting in a channel filled with blood.
There is an intimal tear, the entry point, and often a

distal exit tear back into the lumen. Dissection may
involve aortic branches. Thoracic dissections are classi-
fied based on involvement of the ascending aorta:
Type A (ascending aorta involved) and Type B (distal,
sparing the ascending aorta). Associated conditions
include atherosclerosis, hypertension, bicuspid aortic
valve, and idiopathic aortic root dilation.

Medial degeneration characterized by fragmentation
and loss of elastic fibers, accumulation of proteoglycans,
and depletion of SMCs is a common nonspecific histo-
logic finding in aneurysm or dissection. Degenerative
medial change is associated with hyaline and hyperplas-
tic arteriosclerosis of the adventitial vasa vasorum. In all
cases of aneurysms and dissection whatever the histo-
logic picture, vascularization is present in the areas of
medial destruction in the form of thin-walled, widely
patent vessels. Thus, the histopathology is not helpful
in establishing the pathogenesis of thoracic aortic
aneurysms and dissections. However, genetic informa-
tion has linked several of these cases to genetic syn-
dromes, including Marafan [49], Ehlers-Danlos (Type
IV), and Loeys-Dietz [50] syndromes, and filamin A
mutations. In addition, these conditions may also occur
as an inherited autosomal dominant condition with
decreased penetrance and variable expression without
the syndromes. Mutations have been identified in genes
for fibrillin-1 (FBN1), TGFb receptor 2 (TGFbR2), TGFb
receptor1 (TGFbR1), SMC specific b myosin (MYH11),
and a-actin (ACTA2).

Studies suggest that both human and experimental
mouse models show that an increase in TGFb signaling
is important in the pathogenesis of Marfan and Loeys-
Dietz syndromes (see page 237). Patients with single
gene defects suggest that mutations disrupt the con-
tractile functions of vascular SMCs, which leads to acti-
vation of the stress and stretch pathways of the SMC
[51]. It has been postulated that the stretch pathways
promote increased levels of matrix metalloproteins
(MMPs; especially MMP2 and MMP9) and proteogly-
cans, and promote proliferative agents such as IGF-1,
TGFb, and MIP1a and MIP1b. A recent review suggests
that the progress in identifying genetic determinants
for intracranial aneurysms is very limited [52].
Genome-wide linkage studies have identified two loci
on chromosomes 1p34.3-p36.13 and 7q11 with associa-
tion with positional candidate genes, perlecan gene
and elastin and collagen type 1 2A gene, respectively.
The authors discuss the difficulties encountered in
studies in the genetics of intracranial aneurysms [52].

The pathogenesis of abdominal aortic aneurysms is
poorly understood. However, connective tissue degra-
dation, inflammation, and loss of smooth muscle are
characteristic features. Rupture is considered to be
due to collagen degradation due to increased MMP2,
MMP9, and cysteine collagenase [53]. Recent studies
identified MMP8; cysteine proteases cathepsin K, L,
and S; and osteoclastic proton pump vH+-ATPase as
important enzymes that are responsible for proteolysis
of the medial and adventitial type I/III fibrillar colla-
gen [54]. Others have focused on the role of cytokines
in abdominal aortic aneurysms, including IL1b, TNFa,
MCP-1, IL-8, and others. Utilizing expression profiling

Table 14.8 Myocardial Infarction: Stages
of Healing

I. Ischemic Injury
Necrosis
Hemorrhage

II. Inflammation
Vascular phase (vasodilatation, edema)
Polymorphonuclear leukocytes
Mononuclear leukocytes

III. Granulation Tissue
Neovasculature
Fibroblastic activity with myofibroblasts differentiation,

proliferation and production of extracellular matrix
IV. Scar

Matrix remodeling
Prominent fibrosis
Blood vessel remodeling and regression
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of a 42-cytokine protein array, it was shown that the
aneurysm wall exhibits a specific cytokine profile of
upregulated proinflammatory cytokines, chemokines,
and growth factors. The descriptive analysis of end
stage human tissue confirmed previous findings and
also identified several new factors, including GCSF,
MCSF, IL-13, and others.

VASCULITIS

Vasculitis is inflammation of the blood vessel wall. In gen-
eral, there are several ways of classifying this condition,
including based on the size of the vessel affected, ana-
tomic site, microscopic morphology of the lesions, and/
or clinical course. There are numerous overlaps between
different vasculitides. Large vessel includes giant cell and
Takayasu arteritis; medium includes polyarteritis nodosa
and Kawasaki disease; and small vessel includes Wegner
granulomatosis, Churg-Strauss syndrome, and micro-
scopic polyarteritis. Although the pathogenesis is still
poorly understood formost vasculitides, there is a classifi-
cation based on putative pathogenesis which includes
immunologic and infectious etiology. Infections may be
direct or indirect and involve all types ofmicroorganisms.
Immunologic pathogenesis may be characterized as (i)
immune complex conditions which include those
induced by infection, serum sickness, drugs, systemic
lupus erythematosis, rheumatoid arthritis, and Henoch-
Schönlein purpura; (ii) antineutrophil cytoplasmic
antibody conditions (ANCA) including Wegner granu-
lomatosis (autoantigen is proteinase-3), microscopic
polyarteritis (autoantigen is myeloperoxidase), and
Churg-Strauss syndrome (myeloperoxidase); (iii) anti-
glomerular basement membrane antibody, as in Good-
pasture Syndrome; (iv) antiendothelial cell antibodies,
as in Kawasaki disease and systemic lupus erythematosis;
(v) cell-mediated response, as in allograft rejection.
ANCA titers in patients are associated with a recurrence
of active disease, and ANCA has been shown to activate
neutrophils, monocytes, and ECs and cause arteritis and
glomerulonephritis in experimental animal models.

Polymorphisms of candidate genes have been
explored, including immunoregulatory genes, matrix
metalloproteinases, nitric oxide synthase, and I-kappaB-
like protein [55,56]. These studies are not robust and will
need to be larger and shown to be reproducible. The gen-
eral conceptual approach is that vasculitides are the result
of complex interactions between environmental factors
and genetically determined host responses. How this
works is not known but is being studied.

VALVULAR HEART DISEASE

Mitral Valve Prolapse

Mitral valve prolapse (MVP) is a heart valve condition
characterized by progressive thinning of the mitral leaf-
let tissue, causing leaflets to billow backward during ven-
tricular contraction, prolapsing into the left atrium
beyond their normal position of closure at the level of
the mitral ring or annulus. The most common etiology

of systolic mitral regurgitation in patients with severe
mitral insufficiency referred for mitral valve surgery
remains myxomatous degeneration. The myxomatous
changes are seen as part of connective tissue syndromes
or as primary valve disease.

The natural history of asymptomatic MVP is
extremely heterogeneous. It can vary from benign, with
a normal life expectancy, to adverse, with significant
morbidity and mortality attributed to the development
of valvular insufficiency. Fortunately, its complications,
including heart failure, mitral regurgitation, bacterial
endocarditis, thromboembolism, and atrial fibrillation,
are extremely uncommon, affecting less than 3% of sub-
jects with MVP. A cause of abrupt clinical deterioration is
sudden chordal rupture due to attenuation and thinning
of chordal tissue. When associated with systemic disease,
like Marfan syndrome, the myxomatous degeneration is
more extensive and involves other heart valves.

MVP valves show myxomatous degeneration with
greatly increased type III collagen, some increase of type
I and V collagens, and an accumulation of dermatan sul-
fate, a glycosaminoglycan, within the valve matrix. The
accompanying loss in elastin and reduction in SMCs is
similar to the histological changes in the valve cusps that
were described previously in dissecting aneurysm and
are often part of syndromes that involve valve and aorta.

Connective Tissue Disorders

MVP is a feature of many patients with Ehlers-Danlos
syndrome and Marfan syndrome, which are linked to
collagen and fibrillin-1 mutations, respectively. MVP
has also been documented to be more prevalent in
patients with osteogenesis imperfecta and other colla-
gen-related disorders. This association of MVP with
inherited connective tissue disorders, in addition to
the presence of myxomatous degeneration, suggests
that abnormalities in matrix proteins of the connective
tissues are important in the etiology of MVP.

Ehler-Danlos syndrome is a rare and heterogeneous
group of numerous connective tissue heritable disorders
characterized by joint hypermobility, skin hyperextensi-
bility, cardiac valvular defects, and tissue fragility. Ehler-
Danlos syndrome type IV is associated with mutations in
the COL3A1 gene which encodes type III procollagen.

Marfan syndrome is an autosomal dominant genetic
disorder of the connective tissue associated with muta-
tions in fibrillin-1, a major component of the microfibrils
that form a sheath surrounding amorphous elastin.
Fibrillin-1 is essential for the proper formation of the
extracellular matrix including the biogenesis and main-
tenance of elastic fibers. The extracellular matrix is criti-
cal for both the structural integrity of connective tissue
but also serves as a reservoir for growth factors which
are essential in the normal maintenance of valve struc-
ture and function as well as in response to injury and reg-
ulation of repair. The interaction of hemodynamic and
mechanical forces with the genetically altered extracellu-
lar matrix is not well studied. However, it is likely that
these physical forces are important determinants of valve
dysfunction.
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TGFb Dysregulation

TGFb, a 25 kDa protein that is a member of the TGFb
superfamily, is a well-known regulator of extracellular
matrix deposition and remodeling. It is secreted by
numerous cell types including heart valve interstitial
cells, the predominant cell type in heart valves, with
potent autocrine effects. It is known to promote differ-
entiation of mesenchymal cells into myofibroblasts
and to regulate multiple aspects of the myofibroblast
phenotype through transcriptional activation of alpha-
smooth muscle actin, collagens, matrix metalloprotein-
ases, and other cytokines, such as connective tissue
growth factor and basic fibroblast growth factor. TGFb
is secreted in a latent complex containing active TGFb
and latency-associated protein (LAP) (Figure 14.3).
This latent complex is tethered through latent TGFb
binding proteins (LTBPs) to matrix proteins to allow
cells to tightly regulate TGFb bioavailability and create
special gradients in the cell microenvironment. Fibril-
lin-1 regulates TGFb activation. Fibrillin-1 interacts with
LTBPs to sequester latent TGFb at specific locations in
the matrix and stabilizes the inactive large latent com-
plex (TGFb, LAP, and LTBP), rendering it less prone
to activation. Reduced or mutated fibrillin-1 leads to
increased TGFb activation and subsequent elevated
levels of TGFb signaling, resulting in cellular responses
such as extensive degradation and remodeling of the
extracellular matrix. In mouse models of Marfan syn-
drome with fibrillin-1 mutations, abnormal mitral valves
show increased TGFb activity leading to a MVP-like phe-
notype. This mitral valve abnormality can be rescued
by perinatal administration of neutralizing antibodies
to TGFb.

The importance of the TGFb pathway in MVP path-
ogenesis is further highlighted by the discovery of
Loeys-Dietz syndrome, which has many similar clinical
features to Marfan syndrome [57,58]. Loeys-Dietz
syndrome is caused by mutations in the genes encod-
ing TGFbR1 or TGFbR2. Losartan, an angiotensin II
receptor antagonist that modulates the interaction of
TGFb with valves and vascular structures leading to
blocking of TGFb activity, can rescue the expression
of the lethal aortic aneurysm in the mouse model of
Marfan syndrome [59].

The newly discovered filamin A mutation responsi-
ble for X-linked valvulopathy with MVP-like pheno-
types may also exert its effect through the interaction
of filamin A with molecules in the TGFb pathway
[60]. Filamin A is a ubiquitous phosphoprotein that
cross-links actin filaments and links the actin cytoskele-
ton to the plasma membrane by interacting with trans-
membrane proteins such as b-integrins. Filamin A has
also been implicated in regulating many cellular sig-
naling pathways by acting as a scaffold for intracellular
proteins involved in signal transduction. Filamin A
may contribute to the development of myxomatous
changes of the heart valves by augmenting TGFb sig-
naling through its interaction with Smad proteins
such as Smad-2 and Smad-5. Thus, defective Smad-
mediated TGFb signaling due to filamin A mutations
appears to underlie the pathogenesis of X-linked
valvulopathy.

Genetic markers of MVP that define specific pheno-
types are not available. Characterization of specific
genetic markers would be helpful for early clinical
detection of MVP, especially in asymptomatic indivi-
duals. As only a subset of individuals with MVP

Figure 14.3 Model of latent TGFb activation and TGFb signaling in VICs upon experimental wounding in a tissue
culture model. VICs in the nonwounded monolayers are quiescent. Wounding leads to activation of latent TGFb in the
extracellular environment of VICs at the wound edge, possibly through changes in integrins or secretion of TGFb activation
proteases. Active TGFb signals through its cell surface receptors leading to myofibroblast differentiation giving rise to
activated VICs at the wound edge.
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develops regurgitation, genetics may help predict
those patients who are prone to develop valvular insuf-
ficiency requiring intervention. Genetic markers may
also be used to predict the natural progression of the
condition and to identify those cases that might have
potentially life-threatening complications. Serum bio-
markers for MVP have not been identified to date.

Calcific Aortic Stenosis

Calcific aortic stenosis, or CAS, is an age-related dis-
ease which will become much more important as the
demographics of our population change. It is com-
monly attributed to progressive leaflet fibrosis, which
in 2%–3% of cases leads to calcification initially in
regions of the valve under high mechanical stress.
A congenital bicuspid aortic valve is a common con-
genital abnormality with an incidence of about 1% in
the general population that may also become fibrotic
and calcified, developing into CAS later in life [61].
The cause of CAS is unknown. However, some bicus-
pid aortic valves may be heritable [61]. Recently, it
has become apparent that CAS shares common mor-
phological changes with atherosclerosis (Table 14.9).
Further studies have suggested that there may be a
common pathogenic mechanism [62–64], and this
may mean that both conditions have similar therapeu-
tic targets and may respond to similar drugs such as
statins. Activated VICs appear to regulate several repair
processes and may themselves be regulated by TGFb,
an important cytokine in tissue repair, which is present
in CAS and appears to be important in repair pro-
cesses (Figure 14.4).

CARDIOMYOPATHIES

The impact of cell and molecular biology on cardiovas-
cular disease is reflected in the recent reclassification of
cardiomyopathies published by the America Heart Associ-
ation [65] and by the European Society of Cardiology
[66]. Cardiomyopathies are a heterogeneous group of

human diseases of the myocardium with primary dys-
function of the cardiomyocytes, the etiology of which
is either known or unknown. The former includes
ischemia, hypertension, heart valve abnormalities, alco-
holism, as well as systemic diseases such as diabetes,
hemochromatosis, and amyloidosis. These are usually
referred to by their etiology. Those of unknown etiology
are classified into dilated, hypertrophic, restrictive, and
arrhythmogenic right ventricular cardiomyopathy based
on gross and microscopic features and clinical features.
Recently, noncompaction cardiomyopathy has been
considered either as a distinct cardiomyopathy or as a
trait common to several types of cardiomyopathies. As
the cell and molecular biology becomes known to us,
many of those with unknown etiology turn out to be pri-
mary disorders of the myocardium due to one of
hundreds of inherited mutations in genes encoding
cytoskeletal or sarcomere proteins. Hypertrophic car-
diomyopathy (HCM) is considered a disease of the
sarcomere; dilated cardiomyopathy, a disease of sarco-
mere-sarcolemma; and arrythymogenic right ventricular
cardiomyopathy, a disease of desmosomes. Although
overlaps in mutations in genes encoding proteins of
the respective structures occur, the molecular patho-
genesis of each cardiomyopathy is unique. However, in
most cases it is not known how the specific mutation
in the gene results in the dysfunction seen at the cellu-
lar level. To date, understanding the genetic causes and
the molecular pathogenesis of these distinct cardiomy-
opathies has allowed improved classification and man-
agement of these diseases, as well as the development
of better therapies. At the present time the American
Heart Association classification takes molecular genetics
under consideration, and the scope of the classification
has been broadened to include ion channelopathies
[65]. Clinical genetic testing is available for several
monogenic forms of cardiomyopathy. However, at the
present time physicians need to discuss the benefits
and limitations of such testing with patients and family
members.

Cardiomyocyte Structure and Function

In order to understand the molecular mechanisms
responsible for the development of the clinical pheno-
types, one needs an understanding of the cell and
molecular biology of the normal myocardium. The
myocardium is composed of cardiomyocytes joined in
series through intercalated discs containing gap junc-
tions, adherens junctions, and desmosomes. Cardiomyo-
cytes are surrounded by specialized plasma membranes,
the sarcolemma, and contain bundles of longitudinally
arrangedmyofibrils. Themyofibrils are formedby repeat-
ing sarcomeres, the basic contractile units of cardiac
muscle, composed of interdigitating thin actin filaments
and thick myosin filaments. The thin filaments also
contain alpha-tropomyosin and troponins, while the
thick filaments also contain myosin binding proteins.
Myofibers contain a third filament type formed by
the large filamentous protein, titin, which acts as amolec-
ular template for the layout of the sarcomere. The

Table 14.9 Similarities in Calcific Aortic
Stenosis and Atherosclerosis

� Histopathology features
� Inflammation
� Reactive oxygen species
� Renin-angiotensin system; angiotensin II
� Calcification, chondrogenesis, osteogenesis, mineralization

proteins
� Remodeling of matrix
� Risk factors
� ApoE4 polymorphism risk
� Retrospective clinical studies, statins delay progression of

calcific aortic stenosis
� Prospective studies, statins beneficial in atherosclerosis yet

to be shown in calcific aortic stenosis
� Hypercholesterolemic rabbit develops calcific aortic

stenosis
� LDLr-/-ApoB100/100 mouse shows mineralization of valve

Part IV Molecular Pathology of Human Disease

238



extrasarcomeric cytoskeleton provides structural support
for the sarcomere and other subcellular structures and
transmits mechanical and chemical signals within and
between myocytes. For example, desmin intermediate
filaments form a three-dimensional scaffold throughout
the extrasarcomeric cytoskeleton, allowing longitudinal
connections to adjacent sarcolemma and lateral connec-
tions to subsarcolemmal costameres. Costameres are sub-
sarcolemmal interconnections between the various
cytoskeletal networks linking the sarcomere and sarco-
lemma together. They function as anchor sites for stabili-
zation of the sarcolemma and for integration of pathways
involved in mechanical force transduction. Costameres
contain focal adhesion-type complexes, spectrin-based
complexes, and the dystrophin/dystrophin-associated
protein complexes (DAPCs). Voltage-gated sodium
channels and potassium channels are found to co-
localize with dystrophin proteins in DAPCs. Thus, focal
structural abnormalities in critical components of these
intricate networks within myocytes are likely to lead to
clinical phenotypes characterized by functional disrup-
tions of the myocardium, giving rise to specific cardio-
myopathies. It should be noted as well that disease
genes found in cardiac muscle also cause skeletal muscle
disease.

Molecular Genetics and Pathogenesis
of Hypertrophic Cardiomyopathy

HCM is a commonly inherited cardiomyopathy charac-
terized by marked thickening of the left ventricular
wall in the absence of increased external load and with
cardiomyocyte disarray and cardiac fibrosis. Clinical
consequences of HCM include heart failure, arrhyth-
mias, and sudden death. HCM is primarily inherited
as an autosomal dominant trait, and in rare cases
shows mitochondrial inheritance.

Sixty percent of HCM is due to more than 450 dif-
ferent mutations within 8 sarcomeric genes. Most
HCM mutations occur in two genes, MYH7 and
MYBPC3, encoding the beta-myosin heavy chain and
myosin binding protein C, respectively. Mutations in
genes that encode cardiac troponin T and cardiac tro-
ponin I, essential myosin light chain, regulatory myo-
sin light chain, alpha-tropomyosin, and cardiac actin
are less common in HCM patients. Rare mutations in
cardiac troponin C and alpha-myosin heavy chain also
cause HCM. In addition, mutations in titin, muscle
LIM protein, telethonin, and myozenin, which are
Z-disc proteins forming a framework connecting sarco-
mere units to each other, can also cause HCM.

Abnormal Hemodynamic/
Mechanical Stress

Pathological Injury

Inflammation
Activated

Macrophages
Foam Cells

TNF-α (+)
IL-β (+)

TGF-βTGF-β
FGF2 (+)

NO (+)

Osteoblast
Transformation

Migration
Proliferation

aVIC

Collagen/Elastin/
Proteoglycans
Matrix Proteins

MMPs/
TIMPs

Calcification
Bone

Apoptosis
Fibrosis

Angiogenesis
Chronic

Inflammation

Chondromodulin (−)
VEGF (+)

AngII (+)

Clinical Valve Disease

Osteopontin (−)
TGF-β (+)

VCAM-1/ICAM-1/MCP-1
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Cytokines (+)

LDL-c (+)

oxLDL-c (+)
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VEC

Notch 1 (−)
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Figure 14.4 The normal adult heart valve is well adapted to its physiological environment, able to withstand the
unique hemodynamic/mechanical stresses under normal conditions. Under conditions of pathological injury or
abnormal hemodynamic/mechanical stresses, VICs become activated through activation of VECs and by inflammation and
associated cytokine and chemokine signals. Macrophages will also be activated. aVICs increase matrix synthesis;
upregulate expression of matrix remodeling enzymes; migrate, proliferate and undergo apoptosis; as well as undergo
osteoblast transformation. These processes are regulated by a variety of factors, several secreted by the aVIC. If the aVICs
continue to promote these cellular processes, angiogenesis, chronic inflammation, fibrosis, and calcification result, leading
to progressive clinical valve disease. Reprinted from Am J Pathol. 2007; 171:1407–1418 with permission from the
American Society for Investigative Pathology.
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Despite the numerous genetic mutations leading to
HCM, it is unclear whether the molecular pathogene-
sis of HCM is due to impaired sarcomere function or
to a gain of new sarcomere function. Findings of
mutant myosin fragments and skeletal muscles carry-
ing HCM mutations show decreased actin sliding
velocity, supporting the hypothesis that mutations in
the myosin components in HCM cause a decrease in
motor function of sarcomeres and a compensatory
hypertrophic response of the myocardium. Mouse
and rabbit models of HCM carrying mutations in myo-
sin heavy chain, myosin binding protein C, and tropo-
nin T support the alternate hypothesis that mutant
proteins result in abnormal sarcomere function rather
than a decrease in motor function [67–69]. These ani-
mal models show enhanced actin-activated myosin
ATPase activity, increased force generation, and accel-
erated actin sliding velocity, which may be the molecu-
lar mechanisms that result in increased cardiac
performance often evident in patients with HCM.

While the functional changes in sarcomeres in
HCM remain unclear, the initial step in the pathogen-
esis of HCM is known to be incorporation of mutant
protein with altered mechanical properties to the nor-
mal sarcomere. It is likely that the heterogeneity of
mutant and wild-type structural proteins within the sar-
comere uncouples the normal mechanical coordina-
tion between myosin heads and the associated
enhanced ATPase activity, resulting in higher levels
of energy consumption. This increased energy con-
sumption may trigger hypertrophy, and combined with
decreased energy supply as a result of impaired blood
flow to the hypertrophied heart, myofibrillar disarray
may result, leading to cardiomyocyte death and fibro-
sis, which are histological features of HCM.

Intracellular Ca2+ is a key regulator of signaling
pathways that link sarcomere function and dysfunction
to cardiomyocyte biology and pathobiology. Ca2+
homeostasis is disrupted very early in the pathogenesis
of HCM. For example, cardiomyocytes from mice with
alpha-myosin heavy chain mutations show significant
reductions in sarcoplasmic reticulum Ca2+ content
and reduced expression levels of proteins responsible
for intracellular Ca2+ regulation such as the cardiac
ryanodine receptor Ca2+-release channel, the sarco-
plasmic reticulum Ca2+ storage protein calsequestrin-
2, and the associated anchoring proteins, triadin and
junction [70,71]. These changes occur weeks before
the onset of HCM, which suggest that intracellular
Ca2+ dysregulation is an important early event in the
pathogenesis of HCM. A proposed mechanism is that
sarcomeric release of Ca2+ at the end of systole is
impaired, leading to Ca2+ accumulation within the sar-
comere and Ca2+ release from the sarcoplasmic reticu-
lum into the cytoplasm. Elevated cytoplasmic diastolic
Ca2+ levels induce hypertrophic responses of cardio-
myocytes through the calcineurin-NFAT signaling
pathway. Increased intracellular Ca2+ results in cal-
modulin saturation and calcineurin activation, leading
to subsequent dephosphorylation of the nuclear factor
of activated T-cells (NFAT) transcription factor in the
cytoplasm. Upon dephosphorylation, NFAT translocates

to the nucleus, where it induces expression of prolifera-
tive and growth-related genes for cardiomyocytes in
coordination with other transcription factors [72]. This
molecular mechanism of HCM is supported by the evi-
dence that transgenic mice overexpressing activated
calcineurin demonstrate a profound hypertrophic
response of cardiomyocytes, leading to a 2-fold to 3-fold
increase in heart size, which rapidly progresses to
dilated heart failure. In the HCM mouse model, admin-
istration of the L-type Ca2+ channel inhibitor diltiazem
corrects some of the Ca2+-related changes and prevents
HCM 50% of the time [70]. This suggests that modula-
tion of cardiomyocyte intracellular Ca2+ concentrations
may be beneficial in the treatment of HCM.

Molecular Genetics and Pathogenesis
of Dilated Cardiomyopathy

Dilated cardiomyopathy (DCM) is the most common
form of cardiomyopathy, involving about 90% of all
clinical cardiomyopathies [73]. It occurs more fre-
quently in men than in women. It is characterized by
increased ventricular size, reduced ventricular contrac-
tility, and left or biventricular dilation. Clinical fea-
tures include heart failure. Twenty to forty percent of
DCM patients have familial forms of the disease, with
autosomal dominant inheritance being most common.
Autosomal recessive, X-linked, and mitochondrial
inheritance of the disease is also found. The majority
of mutations are in genes encoding either cytoskeletal
or sarcomeric proteins. Mutations in the cytoskeletal
proteins desmin, delta-sarcoglycan, and metavinculin,
lead to defects of force transmission, while mutations in
the sarcomeric proteins lead to defects of force genera-
tion in the myocardium. Both of these conditions result
in the DCM phenotype. In the majority of instances, the
mechanism through which a loss or a defect in these pro-
teins alters function is not well understood. However,
these genetic mutations can be used as biomarkers to
carry out risk stratification in order to improve manage-
ment of cardiomyopathies [74]. Further, these proteins
may be potential therapeutic targets.

Cytoskeletal Defects

Mutations in 13 genes have been identified to date in
autosomal dominant DCM, including desmins, delta-
sarcoglycan, metavinculin, alpha-actinin-2, ZASP,
actin, troponin T, beta-myosin heavy chain, titin, and
myosin binding protein C. The majority of DCM muta-
tions are in genes encoding the cytoskeletal proteins
desmin, delta-sarcoglycan, and metavinculin.

Desmin is a cytoskeletal protein which forms inter-
mediate filaments in cardiac, skeletal, and smooth
muscle. Desmin is found at the intercalated discs and
functions to attach and stabilize adjacent sarcomeres.
Furthermore, as previously mentioned, desmin net-
works also provide a scaffold allowing connections to
adjacent sarcolemma and to sarcolemmal costameres.
Patients with mutations in desmin also show skeletal
myopathy.
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Delta-sarcoglycan is a member of the sarcoglycan
subcomplex in the DAPC. It is involved in stabilization
of the cardiomyocyte sarcolemma as well as signal
transduction. In the absence of delta-sarcoglycan, the
remaining sarcoglycans (beta, gamma, sigma) cannot
assemble properly in the endoplasmic reticulum.
Mouse models of delta-sarcoglycan deficiency also
sometimes demonstrate HCM instead of DCM. Some
patients with delta-sarcoglycan mutations show a form
of autosomal recessive limb girdle muscular dystrophy.

Patients with mutations in the cytoskeletal gene
metavinculin encoding vinculin and its splice variant
metavinculin also present with DCM. Vinculin is ubiqui-
tously expressed and metavinculin is coexpressed
with vinculin in cardiac, skeletal, and smooth muscle.
It is localized to subsarcolemmal costameres in the
heart, where they interact with alpha-actinin, talin, and
gamma-actin to form a microfilamentous network link-
ing cytoskeleton and sarcolemma. In addition, vinculin
and metavinculin are present in adherens junctions, in
intercalated discs and participate in cell-cell adhesion.

Sarcomeric Defects

Mutations in sarcomeric genes may produce DCM or
HCM. In the former, sarcomeric mutations giving rise
to autosomal dominant inheritance are mainly in genes
encoding actin, alpha-tropomyosin, and troponins. Car-
diac actin is a sarcomeric protein in sarcomeric thin fila-
ments interacting with tropomyosin and troponin
complexes. Mutations in sarcomeric thin filament pro-
teins cardiac actin, alpha-tropomyosin, cardiac tropo-
nin T, and troponin I all give rise to DCM. In addition
to mutations in thin filament proteins, mutations in
the thick filament protein beta-myosin heavy chain also
cause DCM. These mutations also perturb the actin-
myosin interaction and force generation, as well as alter
cross-bridge movement during myocardial contraction.

X-linked and mitochondrial inheritance are the
rarer forms of inheritance for DCM. X-linked DCM
is caused by mutations in the cytoskeletal protein dys-
trophin. Multiple mutations in the dystrophin gene
identified in DCM patients are affecting the 50 end
of the gene, leading to defective promoter region or
N-terminus of the protein. Cardiac actin binds to the
N-terminus of dystrophin, linking the sarcomere to
the sarcolemma to stabilize the contractile structure.

Complete loss of dystrophin protein or dystrophin
with an abnormal N-terminus leads to defective force
transmission in the myocardium and DCM. Patients
with mitochondrial myopathy due to mitochondrial
mutations of the protein MIDNA found in the mito-
chondrial respiratory chain and responsible for energy
generation also present with DCM.

Recent evidence indicates that mutations in lamin
A/C in Emery-Dreifuss muscular dystrophy are also
associated with DCM [75]. The lamins are proteins in
the nucleoplasmic side of the inner nuclear mem-
brane. Lamin A and C are expressed only in heart
and skeletal muscle. The mechanisms through which
lamin A/C are responsible for the development of

DCM are being studied and may be related to their
role in maintaining nuclear integrity.

Molecular Genetics and Pathogenesis
of Arrhythmogenic Right Ventricular
Cardiomyopathy

Arrhythmogenic right ventricular cardiomyopathy
(ARVC) is characterized by right ventricular fibro-fatty
replacement of myocardial tissue [76]. ARVC presents
with palpitations or syncope as a result of ventricular
tachyarrhythmias, and is an important cause of sudden
death at young ages.

ARVC is familial in about 50% of cases and is mainly
autosomal dominant with some autosomal recessive
inheritance. Mutations in ARVC have been identified
in desmosomal proteins such as plakophilin-2, desmo-
plakin, plakoglobin, desmoglein-2, and desmocolin-
2 [77]. Patients carrying mutations in the PKP2 gene
encoding plakophilin-2, an important desmosomal
protein linking cadherins to intermediate filaments,
present with ARVC at an earlier age than those without
PKP2 mutations. To date, 50 independent PKP2
mutations, the majority of which are truncation muta-
tions, are found in 70% of familial cases of ARVC.
Mutations in desmoplakin are identified in 6% of
ARVC patients in North America, and are associated
with the autosomal recessive inherited syndromes—
Carvajal syndrome with DCM, wooly hair, and palmo-
plantar keratoderma, and Naxos-like disorder consist-
ing of ARVC, wooly hair, and an epidermolytic skin
disorder. The C-terminus of desmoplakin binds des-
min to tightly anchor intermediate filaments, and
C-terminal mutations of desmoplakin are associated
with an early left ventricular involvement in ARVC,
while N-terminus mutations of desmoplakin are asso-
ciated with a predominantly right ventricular pheno-
type. Homozygous deletions in the plakoglobin gene
are identified in patients with Naxos disease with auto-
somal recessive inherited ARVC and palmoplantar ker-
atoderma and wooly hair. In vitro studies in ECs
demonstrate that inhibition of plakoglobin expression
induces cell-cell dissociation in response to shear
stress. Plakoglobin null mouse embryos die from ven-
tricular rupture when the myocardium undergoes
increased mechanical stress in embryonic develop-
ment [77]. Ten percent of ARVC patients are identi-
fied with mutations in DSG2 encoding desmoglein-2,
and 5% of ARVC patients are identified with mutations
in DSC2 encoding desmocollin-2, both major compo-
nents of desmosomal cadherins. A number of these
mutations are splice-site mutations that lead to left
ventricular involvement.

The molecular mechanisms through which desmo-
somal mutations lead to ARVC are currently believed
to be related to defects in desmosome composition
and function, abnormalities of intercalated discs, and
defective Wnt/b-catenin signaling [78,79]. Mutations
in genes encoding components of the desmosomal
complex lead to insufficient incorporation of the des-
mosomal proteins into the complex, absence of

Chapter 14 Molecular Basis of Cardiovascular Disease

241



protein-protein interactions, and incorrect incorpora-
tion of these proteins into the complex. These result
in disturbed formation or reduced numbers of func-
tional desmosomes. Defects and disruptions in desmo-
somes also lead to the inability of desmosomes to
protect other junctions in the intercalated discs from
mechanical stress such as the adhesion junctions
between cardiomyocytes leading to loss of cell-cell con-
tacts and cardiomyocyte death. The destabilization of
cell adhesion complexes further perturbs the kinetics
of gap junctions with smaller and fewer gap junctions
present and reduced localization of the gap junction
protein connexin 43 at the intercalated discs [78].
This results in heterogeneous conduction, a contribu-
tor to the characteristic arrhythmogenesis in ARVC.

The recent discovery that desmosomal components
participate in the Wnt/b-catenin pathway involved in a
variety of developmental processes including cell prolif-
eration and differentiation help explain the histological
findings of fibro-fatty tissue replacement of cardiomyo-
cytes in ARVC [79]. Desmosomal dysfunction results
in nuclear translocation of the desmosomal protein
plakoglobin, resulting in competition between plako-
globin and b-catenin. This leads to inhibition of Wnt/
b-catenin signaling and a shift in cell fate from cardio-
myocyte to adipocyte. Plakophilins are also localized to
the nucleus, and may be involved in transcriptional reg-
ulation or in regulating b-catenin activity in Wnt-signal-
ing. In all cases, defective desmosomes are believed to
be unable to maintain tissue integrity under excessive
mechanical stress, such as in the thinnest areas of the
right ventricle. These include the right ventricular out-
flow tract, inflow tract, and the apex, which are most
vulnerable to ARVC. Thus, it is postulated that patients
with desmosomal protein mutations are predisposed to
damage in these areas, leading to disruption and
subsequent degeneration of cardiomyocytes followed
by replacement by fibro-fatty tissue.

Rare mutations in nondesmosomal proteins have
also been identified in ARVC. Two families were found
to have a mutation in the untranslated regions of the
TGFb3 gene, leading to altered protein expression
[80]. TGFb3 is a cytokine known to stimulate the pro-
duction of extracellular matrix components. Aberrant
expression or overexpression of TGFb3 in cardiomyo-
cytes may lead to myocardial fibrosis. Mutations in the
RYR2 gene encoding ryanodine receptor-2, the major
Ca2+ release channel of the sarcoplasmic reticulum in
cardiomyocytes, have also been found in eight families
with highly penetrant ARVC [81,82]. Since their clinical
findings show close resemblance to familial catechol-
aminergic polymorphic ventricular tachycardia, there
is controversy as to whether the ARVC in these families
should be considered a primary cardiomyopathy.

Molecular Genetics and Pathogenesis
of Noncompaction Cardiomyopathy

Noncompaction cardiomyopathy (NCC) is a rare con-
genital cardiomyopathy [83]. In NCC, myocardial
development is hindered during embryogenesis

beginning around 8 weeks post-conception. At this
stage in development, the myocardium is sponge-like
to maximize surface area and to allow perfusion of
the myocardium from the left ventricular cavity. How-
ever, as the embryo grows, the myocardium compacts
and matures. The myocardium of NCC patients fail
to fully compact, leaving the myocardium with a spon-
giform appearance. Symptoms result from poor pump-
ing performance of the heart and tachyarrhythmia,
thromboembolisms, and sudden death.

NCC can be inherited in an autosomal dominant
manner or through X-linked inheritance [83]. The
most common gene responsible for NCC is TAZ, an
X-linked gene encoding taffazin, which is involved in
the biosynthesis of cardiolipin, an essential component
of the mitochondrial inner membrane. Mutations in
TAZ also cause Barth syndrome, a metabolic condition
with DCM, with or without noncompaction, neutrope-
nia, skeletal myopathy, and 3-methylglutaconic acid-
uria. Mutations in cytoskeleton and sarcomere-related
genes DTNA and LDB3 can also give rise to NCC.
DTNA encodes alpha-dystrobrevin, a dystrophin-asso-
ciated protein involved in maintaining the structural
integrity of the sarcolemma. LDB3 encodes the sarco-
meric Z-band protein, LIM domain binding 3 protein.
Unfortunately, due to its rare occurrence, the molecu-
lar pathogenesis for NCC is not well understood.

Channelopathies

Congenital long QT syndromes, which affect about 1
in 3,000 persons, are a potentially lethal group of car-
diac conditions described by delayed repolarization
of the myocardium and QT prolongation [84]. This
arrhythmogenic disorder is characterized by a signifi-
cant increased risk of syncope, seizures, and sudden car-
diac death. Since severalmutations in genes that encode
ion channels or their associated proteins account for
about 80% of cases, postmortem genetic testing for sud-
den unexplained death in the young is very useful [83].
In addition new cardiac channel gene mutations and
defects in associated proteins will be identified. Recent
examples of this include mutant Caveolin 3 [85] and
syntrophin mutation [86].

Lymphatic Circulation

The molecular pathogenesis of lymphatic disease,
including lymphedema associated with tumor metasta-
sis, infections, and other inflammatory conditions, is
currently being addressed through innovative human
and experimental studies [87]. This is one of the excit-
ing frontiers of cardiovascular pathology, especially uti-
lizing the techniques developed to culture lymphatic
endothelial cells.

The normal physiology of the lymphatic vasculature
regulates and maintains tissue fluid balance, is essen-
tial for immune surveillance, especially for trafficking
of antigen presenting cells from tissues to lymph
nodes, and provides a pathway for the absorption of
fatty acids in the gut through lacteals present in the
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intestinal villi. These functions occur as the thin-walled
lymphatic vessels regulate the forward flow of lymph with
back flow prevented by numerous valves. Specialized
junctions that contain adherens and tight junction pro-
teins have been identified in the distal lymphatics [88].
The lymph flows through lymph nodes, which is impor-
tant in immunosurveillance and leukocyte recirculation,
and drains into the internal jugular veins and the venous
circulation at the junctions of the left and right subcla-
vian veins.

Over the last few years it has been shown that the
lymphatic endothelial cell phenotype differs from
blood vessel endothelial cells in that they do not form
adherences or tight junctions, are devoid of a base-
ment membrane, and are not surrounded by pericytes.
Fox2, the forkhead transcription factor, is required in
the latter stages of embryonic development to regulate
valve morphogenesis and maintain the lymphatic capil-
lary phenotype. The VEGF-C/VEGFR-3 pathway has
been identified and characterized as required in devel-
opment as it mediates lymphatic endothelial cell
migration, proliferation, and survival [89]. Missense
mutations in VEGFR-3 result in lymphedema and lym-
phatic hypoplasia [90]. In addition, PROX-1 is essen-
tial for the initial steps in lymphatic formation
characterized by budding from the anterior cardinal
vein and forming lymph sacs, which then form primary
lymphatic plexus under the control of several factors
including podoplanin and neuropilin-2 in addition to
PROX-1 and VEGFR-3.

Understanding the complex steps of lymphatic devel-
opment is likely to help in solving the pathogenesis of
diseases of the lymphatics [91]. For example, in inflam-
matory conditions, VEGF-C is upregulated by cytokines,
andmacrophages express VEGFR-3 and secrete VEGF-C.
Inmousemodels of tumormetastasis,metastasis and lym-
phangiogenesis can be blocked by inhibiting VEGF-C/
VEGFR-3 pathways. An interesting recent finding is that
sphingosine-1-phosphate regulates lymphangiogenesis
by S1P1/Gi/PLC/Ca2+ signaling pathways [92]. In some
patients, primary lymphedema has been shown to be
associated with VEGFR-3 mutations, FOXC2 mutations,
and SOX18 [93].
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INTRODUCTION AND OVERVIEW

OF COAGULATION

Blood coagulation is the process whereby cells and sol-
uble protein elements interact to form an intravascular
blood clot. When this occurs in response to vessel
injury, it is an important protective mechanism that
functions to seal vascular bleeds, and thereby prevent
excessive hemorrhage. This physiological process is
generally referred to as hemostasis. However, in patho-
logical situations, blood coagulation may be triggered
by a variety of stimuli and lead to the formation of a
maladaptive intravascular clot or thrombus that may
obstruct blood flow to or from a critical organ, and/
or embolize to a distal site through the circulatory sys-
tem. This process is known as thrombosis or thrombo-
embolism, and it may affect either the arterial or
venous circulations. A comprehensive review of the
molecular basis of all of the defects leading to disor-
ders of hemostasis and thrombosis is beyond the scope
of this chapter. We will instead focus on broad themes,
particularly defects in the soluble coagulation factors,
defects in platelet number or function, other defects
leading to hemorrhage, and inherited defects predis-
posing to thrombosis.

The hemostatic system is highly evolutionarily con-
served. For example, Horseshoe crabs (Limulus),
which have existed on earth for 350 million years, have
a rudimentary hemostatic system. Their only circulat-
ing blood cells are amebocytes (hemocytes) that con-
tain bactericides, and coagulation zymogen proteins,
which are released upon activation. The key coagula-
tion system components are serine proteases, clottable
protein (coagulogen, factor C), and transglutaminase
(a factor XIII-like enzyme). When amebocytes are
exposed to endotoxin in seawater following an injury,
serine proteases convert coagulogen to coagulin, which

is polymerized by transglutaminase. This basic coagula-
tion system enables Limulus to locally isolate injuries
and invading pathogens, and it is highly analogous to
the conversion of soluble fibrinogen (a clottable pro-
tein) to insoluble fibrin as the end result of a series of
zymogens and their respective derived serine proteases
in humans.

Coagulation can be conceptualized as a series of
steps occurring in overlapping sequence. Primary
hemostasis refers to the interactions between the plate-
let and the injured vessel wall, culminating in forma-
tion of a platelet plug. The humoral phase of clotting
(secondary hemostasis) encompasses a series of enzy-
matic reactions, resulting in a hemostatic fibrin plug.
Finally, fibrinolysis and wound repair mechanisms are
recruited to restore normal blood flow and vessel
integrity. Each of these steps is carefully regulated,
and defects in any of the main components or regu-
latory mechanisms can predispose to either hemor-
rhage or thrombosis. Depending on the nature of the
defect, the hemorrhagic or thrombotic tendency can
be either profound or subtle.

Primary hemostasis begins at the site of vascular
injury, with platelets adhering to the subendothelium,
utilizing interactions between molecules such as colla-
gen and von Willebrand factor (VWF) in the vessel wall
with glycoprotein and integrin receptors on the plate-
let surface. Specifically, the primary platelet receptor
for subendothelial VWF under high shear conditions
is the glycoprotein (GP) Ib/V/IX complex, while the
primary platelet receptors for direct collagen binding
are GP VI and the integrin a2b1. Platelet spreading is
followed by activation and release of granular compo-
nents, and exposure to the cocktail of agonists
exposed at a wounded vessel amplifies the process of
platelet activation. Via a process known as inside-out
signaling, the integrin a2bb3 (also known as GP
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IIbIIIa) undergoes a conformational change in order
to be able to bind fibrinogen, which cross-links adja-
cent platelets and leads to platelet aggregation. Acti-
vated GP IIbIIIa can also bind VWF under certain
circumstances (such as higher shear rates). Secretion
of granular contents is also triggered by external acti-
vating signals, further potentiating platelet activation.
Lastly, the membrane surface of the platelet changes
to serve as a scaffold for the series of enzymatic reac-
tions that result in thrombin generation. This process
is primarily dependent on the exposure of negatively
charged phospholipids that are normally confined to
the inner leaflet of the plasma membrane bilayer.

Our understanding of the process by which fibrin is
ultimately generated by thrombin cleavage of soluble
fibrinogen has undergone several iterations over the
past half century. The waterfall (or cascade) model of
coagulation was developed by two groups nearly simul-
taneously [1,2] and included an extrinsic, intrinsic,
and a common pathway leading to fibrin formation.
In this model, the intrinsic pathway can be initiated
by the action of kaolin, a negatively charged surface
activator that interacts with the contact factors (pre-
kallikrein or PK, high molecular weight kininogen
or HMWK, and factor XII) to generate factor XIIa.
Factor XIIa then cleaves and activates factor XI. Factor
XIa activates factor IX to IXa, which cooperates
with its cofactor, factor VIIIa, to form the tenase
complex, which then proteolytically cleaves factor X
to generate factor Xa. Factor Xa, along with its cofac-
tor Va, forms the prothrombinase complex, which
generates thrombin from its zymogen (factor II or

prothrombin). The thrombin formed by this complex
cleaves fibrinogen to allow it to polymerize into insol-
uble fibrin strands. Factor XIII is also activated
by thrombin, and the role of factor XIIIa, a trans-
glutaminase, is to cross-link fibrin strands to provide
additional clot strength and stability. The extrinsic
pathway requires tissue factor (TF) in complex with
factor VIIa to form the tenase complex. Additionally,
TF/VIIa can activate factor IX to IXa, serving as an
alternate method of activating the intrinsic pathway
(Figure 15.1).

While the cascade hypothesis explains the pro-
thrombin time (PT) and the activated partial thrombo-
plastin time (APTT) tests as they are performed
in vitro, it fails to explain the relative intensity of the
bleeding diathesis seen in individuals deficient in fac-
tors XI, IX, and VIII, as well as the lack of bleeding
in those deficient in factor XII, HMWK, or PK. The
first reconciliation of this paradox came with the dis-
covery that the tissue factor/VIIa complex activates
both factor X, as well as factor IX [3]. More recently,
a cell-based model of hemostasis was proposed to
address these deficiencies, and to integrate the role
of cell surface-bound coagulation reactions in hemo-
stasis [4]. In this model, a tissue factor-bearing cell
such as an activated monocyte or fibroblast serves as
the site for generation of a small amount of thrombin
and factor IXa. The initial thrombin burst is quickly
limited by the interaction of generated factor Xa with
tissue factor pathway inhibitor (TFPI), a Kunitz-like
inhibitor present in plasma and at cell surfaces. The
binary complex of Xa-TFPI then forms an inhibitory

Figure 15.1 Classic view of hemostasis according to the “waterfall” or “cascade” model.
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quaternary complex with TF-VIIa. The small amount
of thrombin generated by this initiation step is insuffi-
cient to cleave fibrinogen, but serves to activate plate-
lets and cleave circulating factor VIII from its
noncovalently associated VWF, allowing for the forma-
tion of VIIIa. The factor IXa formed on the TF-bearing
cell cooperates with VIIIa to form the tenase complex
on the surface of the activated platelet. The Xa thus
formed interacts with the Va generated on the platelet
surface to form the prothrombinase complex. This
complex generates a large burst of thrombin that is
now sufficient to cleave fibrinogen, activate factor XIII,
and activate the thrombin activatable fibrinolysis inhib-
itor (TAFI), thus allowing for formation of a stable
fibrin clot (Figure 15.2). In this model, XI binds to
the surface of activated platelets where it is activated
by thrombin. Factor XIa so formed boosts the activity
of the tenase complex, but is not necessary for throm-
bin generation.

Fibrinolysis leads to clot dissolution, thereby restor-
ing normal blood flow. Plasminogen is activated to
plasmin by the action of either tissue plasminogen ac-
tivator (t-PA) or urokinase plasminogen activator
(u-PA). Both plasminogen and the plasminogen activa-
tors bind to free lysine residues exposed on fibrin, and
in this way fibrin acts as the cofactor for its own
destruction. Plasmin is capable of degrading both

fibrin and fibrinogen, and can thus dissolve both
formed clot as well as its soluble precursor. However,
non-fibrin-bound plasmin is inhibited by a number of
circulating inhibitors, of which a2-plasmin inhibitor
(a2-PI) is the most significant. Plasminogen activation
is also inhibited by a number of molecules; chief
among them is plasminogen activator inhibitor-1
(PAI-1), a serine protease inhibitor (SERPIN) that
irreversibly binds to—and inactivates—the plasmino-
gen activators. Lastly, cellular receptors act to localize
and potentiate or clear plasmin and plasminogen
activators.

DISORDERS OF SOLUBLE

CLOTTING FACTORS

While classic hemophilia/hemophilia A (factor VIII
deficiency) and Christmas disease/hemophilia B
(factor IX deficiency) are the best known examples
of the clotting factor deficiencies, the following over-
view will discuss each deficiency in the numerical
order ascribed by the Roman numeral classification
system (see Table 15.1). Note that fibrinogen is rarely
referred to as factor I even though this is how it is
designated using strict nomenclature; similarly, tissue
factor, a cell-bound transmembrane glycoprotein, is

Figure 15.2 The cell-based model of hemostasis. Figure Courtesy of Dr. Dougald Monroe.
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rarely referred to by its designated number (factor III).
No tissue factor deficiency states have been described
in humans. In addition, factor IV is reagent calcium,
and there is no factor VI in the current scheme. While
hemophilia A occurs in approximately 1:10,000 of the
population, and hemophilia B in about 1:40,000,
the remaining factor deficiencies (with the possi-
ble exception of factor XI in Ashkenazi Jewish pop-
ulations) typically occur at a frequency between
1:500,000 and 1:2,000,000 of the general population,
and are thus usually known collectively as the rare
inherited bleeding disorders.

Rather than attempt to provide an exhaustive list of
mutations affecting all coagulation proteins in this
text, we have provided a number of useful websites
containing described mutations in these proteins in
Table 15.2. In addition, a summary of all described
mutations in factors II, V, VII, X, XI, XIII, and com-
bined V/VIII deficiency can be found at www.med.
unc.edu/isth/mutations-databases/mutations_rare_
bleeding_disorders.html. In addition, the Human
Gene Mutation database, available at www.hgmd.org,
contains detailed information on many genetic muta-
tions in a variety of inherited disorders, including
those affecting the coagulation pathways. Table 15.3
summarizes the essential biochemical data on each
of the important inherited deficiency states.

Fibrinogen Abnormalities

Fibrinogen abnormalities are inherited in an auto-
somal pattern and occur in two main patterns:
hypo/afibrinogenemia and dysfibrinogenemia [5]. Afi-
brinogenemia is a very rare disorder that occurs when
any one of the three genes coding for the alpha, beta,

or gamma chains that make up the fibrinogen molecule
is mutated. If the mutation is sufficient to disrupt for-
mation or secretion of any of the three chains, afibrino-
genemia results [6]. Afibrinogenemic patients have a
severe bleeding disorder manifest by bleeding after
trauma into subcutaneous and deeper tissues that may
result in dissection. Bleeding from the umbilical stump
at birth occurs frequently. Though hemarthroses do
occur in these patients, they are less frequent than in
the severe forms of hemophilia A and B. Diagnosis is
usually apparent with lack of clot formation in screen-
ing clotting tests such as the prothrombin time (PT),
activated partial thromboplastin time (APTT), or the
thrombin clotting time (TCT). The bleeding time
(BT) may also be prolonged reflecting the absence of
fibrinogen in plasma and in the platelet alpha granules.
In the United States, treatment consists of transfusing
cryoprecipitate to raise the fibrinogen level to approxi-
mately 100 mg/dl. In many other countries, a purified
plasma fibrinogen concentrate is available for this
purpose. Patients with afibrinogenemia are prone to
spontaneous intracranial hemorrhage, which usually
mandates prolonged secondary prophylaxis with fibrin-
ogen concentrate or cryoprecipitate. There are a few
reports of antifibrinogen antibodies occurring in
patients with afibrinogenemia who have been repeat-
edly exposed to fibrinogen replacement [7,8]. Some
patients with a lesser mutation in one of the fibrinogen
chains, who have partial deficiency (that is, reduced but
measurable circulating levels of fibrinogen), are said to
have hypofibrinogenemia. These patients manifest a
variable but concordant reduction in fibrinogen anti-
gen and activity levels in plasma.

Dysfibrinogenemia is also rare but is more common
than afibrinogenemia, with the majority of patients
being heterozygous for the disorder [5,9]. The dysfi-
brinogens are the result of missense, nonsense, or
splice junction mutations. Several hundred mutations
have been recorded, many of which result in neither
a hemorrhagic nor thrombotic state. However, other
dysfibrinogens are associated with bleeding episodes,
while a few may be associated with venous or arterial
thrombosis. Diagnosis is usually suspected by the
observation of a prolonged TCT. In those dysfibrino-
gens associated with thrombosis, the TCT may occa-
sionally be shortened, but the thrombotic propensity
probably originates from the refractory nature of the
mutant fibrin to plasmin degradation that can often
be demonstrated using an appropriately designed
assay system. The reptilase time (reptilase is a throm-
bin-like enzyme present in the venom of the snake,
Bothrops atrox) may be more sensitive than the TCT to
the presence of a dysfibrinogen, but specific diagnosis
requires DNA sequencing of the fibrinogen gene.
Bleeding patients should be treated with infusions of
cryoprecipitate or fibrinogen concentrate.

Prothrombin (Factor II) Deficiency

Inherited prothrombin deficiency is rare, with fewer
than 50 distinct mutations being reported [10]. It is

Table 15.2 Useful Websites for
Documented Mutations in
Individual Coagulation Factor
Deficiency States

Fibrinogen www.geht.org/databaseang/fibrinogen/
Prothrombin www.coagMDB.org/
Factor V www.lumc.nl/rep/cod/redirect/4010/

research/factor_v_gene.html
Factor VII www.coagMDB.org/
Factor VIII http://europium.csc.mrc.ac.uk/
Factor IX www.kcl.ac.uk/ip/petergreen/

haemBdatabase.html; www.coagMDB.
org/

Factor X www.coagMDB.org/
Factor XI www.FactorXI.org/
Factor XIII www.f13-database.de/

(xhgmobrswxgori45zk5jre45)/index.aspx
VWF www.vwf.group.shef.ac.uk/
Protein S www.med.unc.edu/isth/ssc/

communications/plasma_coagulation/
proteins.htm

Protein C www.coagMDB.org/
Antithrombin www1.imperial.ac.uk/medicine/about/

divisions/is/haemo/coag/
antithrombin/
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an autosomal recessive disorder, and heterozygotes
have no bleeding symptoms. Symptomatic patients
may be homozygous or doubly heterozygous for caus-
ative mutations. By convention, patients with hypo-
prothrombinemia manifest a concordant reduction
in circulating prothrombin antigen and functional
activity, whereas those with hypodysprothrombinemia
classically have a reduced concentration of prothrom-
bin antigen with a discordantly low functional activity.
Bleeding in affected patients varies from mild to
severe, depending on the functional prothrombin
activity level. The complete absence of prothrombin
probably leads to embryonic lethality. Unlike dys-
fibrinogenemia, thrombosis is not associated with
dysfunctional protein in this or any other of the
inherited clotting factor deficiencies. Diagnosis
depends on a high index of suspicion in patients with
a prolonged PT and APTT (but normal TCT) who do
not have other known clotting factor defects. Specific
diagnosis requires an assay for factor II activity, fol-
lowed by a prothrombin antigen assay if reduced. In
the neonatal period, levels of prothrombin (as well
as the other vitamin K-dependent factors—factors
VII, IX, X, protein C, and protein S) may be even
lower than true baseline for these patients due to
deficiency of vitamin K that is almost invariable.
Therefore, repeated testing at 6–12 months of age
should be undertaken.

Factor V Deficiency

FV is a large molecule (330 kDa) that shares significant
structural homology with FVIII and ceruloplasmin.
Factor V deficiency is an autosomal recessive disorder
that results from mutations in the factor V gene.
Heterozygotes are generally asymptomatic, while

homozygotes or combined heterozygotes may have
mild to moderately severe bleeding symptoms. While
about 40 mutations in the factor V gene have been
reported, they seem to occur less frequently than in
genes for other clotting factors [10].

Bleeding manifestations are similar to those seen in
classic hemophilia, except that they tend to be milder,
and hemarthroses are less common. The PT and APTT
are prolonged, but the TCT is normal. Factor V defi-
ciency also results in a long bleeding time, presumably
because of the lack of platelet factor V. It has been
reported that 20% of the circulating factor V mass
resides in platelet alpha granules [11]. Platelet FV is
both synthesized in megakaryocytes and taken up from
plasma.

Treatment consists of replacing factor V with fresh
frozen plasma. It can be difficult to raise the factor V
level higher than 15%–20% of normal using plasma
transfusions alone because of volume overload.
Exchange transfusion using fresh frozen plasma may
be needed when factor V levels above 15%–20% of
normal are required. Inhibitor antibodies against
factor V in congenital deficiency are rare, but when
present may benefit from the use of platelet transfu-
sions as a source of FV that is inaccessible to humoral
inhibitors.

Factor VII Deficiency

Approximately 1% of the total factor VII in plasma
circulates in the active serine protease form (FVIIa,
10–100 pmol/L). Controversy still exists as to which
enzyme is responsible for basal activation of factor
VII in vivo, although there is evidence implicating
FIXa. In the absence of its cofactor TF, FVIIa is a very
weak enzyme.

Table 15.3 Summary of Biochemical Features and Hemostatic Levels of Each Coagulation Factor

Chromo-
some

MW
(Da)

Number
of
Chains
(Active)

t½
(Half-
Life)

Plasma
Concen-
trations

Number
of Gla
Domains

Number
of
Described
Mutations

Prevalence
of
Deficiency
State

Hemostatic
Levels
(% ref.Range)

FVII 13 50,000 2 4–6 hr 10 nM 10 >130 1/500,000 15%–20%
FX 13 59,000 40–60 hr 11 �70 1/106 15%–20%
FII 11 72,000 2 3–4 d 10 mg/ml 10 �40 1/2�106 20%–30%
FV 1 330,000 2 20 nM — �30 1/106 15%–25%
FV/FVIII
ERGIC 53
MCFD2

18
2

330,000
(FV)
(FVIII)

2 (FV) 3
(FVIII)

36 hr
(FV)
10–14
hr
(FVIII)

— >15
(ERGIC)

>5
(MCFD2)

1/2�106 15%–20%

FXI 4 160,000 2 40–72 hr
(52 hr)

30 nM
(�5
mg/
mol)

— >50 1/106 15%–20%

FXIII
(2 genes)

6 (A chain) 1
(B chain)

320,000 4 11–14d — >50 1/2�106 2%–5%

Fibrinogen
(3 genes)

4 (a, b, and g
chains)

340,000 6 2–4d 150–350
mg/dL

— >300
(Dysfib)

>30
(Hypofib)

1/106 50 mg/dL
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Factor VII deficiency is an autosomal recessive bleed-
ing disorder that occurs in mild, moderate, and severe
forms [12]. It is generally considered to be the most
common of the rare bleeding disorders, with a preva-
lence of 1:300,000 to 1:500,000 in most populations.
More than 100 mutations in the gene for factor VII have
been reported [13]. Bleeding manifestations vary, but
in severely affected patients, bleeding can be as severe
as that seen in severe classic hemophilia and may
include crippling hemarthroses. Factor VII levels of
10% of normal are probably sufficient to control most
bleeding episodes, but in some scenarios, higher levels
may be required for hemostasis. For unclear reasons,
there exist some patients with almost no measurable
factor VII activity who express very few hemorrhagic
manifestations. Furthermore, there are reports of
thrombotic events occurring in patients with FVII defi-
ciency, such that it has been unclear whether distinct
mutations may actually be prothrombotic. However, at
present, registry analysis suggests that while factor VII
deficiency does not seem to predispose to thrombosis,
neither is it protective [12].

Patients with factor VII deficiency have prolongation
of the PT, while the APTT, TCT, and BT are all normal.
It is recommended that recombinant human tissue fac-
tor be used as the thromboplastin source in the PT
assay, since tissue factor from other species may give
spurious results. The best replacement therapy is to
use factor VII concentrates or recombinant factor VIIa.
Inhibitor antibodies against factor VII have been
reported, usually in those patients whose genetic muta-
tion results in virtual absence of factor VII protein.

Hemophilia A and Hemophilia B (Classic
Hemophilia and Christmas Disease)

Hemophilia A and B result from deficiencies of factor
VIII and IX, respectively. Factor VIII and IX are neces-
sary for the sustained generation of factor Xa (and ulti-
mately thrombin) to form a normal hemostatic plug-in
response to vascular injury. Hemophilia A and B are
the only two soluble clotting factor deficiencies that
are inherited as X-linked recessive disorders. Several
hundred distinct mutations in each gene have been
reported [10]. These mutations result in mild, moder-
ate, and severe forms of hemophilia, and the clinical
manifestations of hemophilia A and B are, for all prac-
tical purposes, indistinguishable. In the severe form
(<1% basal activity), both disorders are characterized
by recurrent hemarthroses that result in chronic crip-
pling arthropathy unless treated by replacing the defi-
cient factor on a scheduled prophylactic basis. Central
nervous system hemorrhage is especially hazardous
and remains one of the leading causes of death. Retro-
peritoneal hemorrhage and bleeding into the pharynx
may also be life-threatening.

The diagnosis of hemophilia A or B should be sus-
pected in any male patient with hemarthroses, severe
bleeding, or excessive bleeding after trauma or sur-
gery. The APTT is prolonged, and the PT, TCT, and
BT are normal. Specific diagnosis requires assays for

factors VIII and IX, as the two disorders are indistin-
guishable on clinical grounds alone.

Safe and effective replacement therapy is available
for both hemophilia A and B in the form of highly pur-
ified factor VIII and IX concentrates, prepared either
from large pools of human plasma or by recombinant
DNA technology [14]. The main complication of ther-
apy at the present time is the development of inhibi-
tors to factor VIII, which has a cumulative incidence
of up to 30% of treated patients with severe hemo-
philia A. Factor IX antibody inhibitors occur in about
3% of severely affected hemophilia B patients, usually
in those patients whose mutation results in undetect-
able factor IX antigen. Some patients with factor IX
inhibitors develop anaphylaxis and/or the nephrotic
syndrome when exposed to factor IX, probably due
to the concurrent development of IgE antibodies to
factor IX and/or immune complex disease. Hemo-
philic patients with inhibitors to factor VIII or IX
are resistant to treatment and hence subject to more
complications with increased morbidity and mortality.

Factor X Deficiency

Like factor VII deficiency, factor X deficiency is inher-
ited in an autosomal recessive fashion and can be mild,
moderate, or severe. Numerous mutations have been
recorded. Severely affected patients have symptoms sim-
ilar to severe classic hemophilia, including hemar-
throses and chronic crippling hemarthropathy. Since
factor X resides in the final common pathway, both
the PT and the APTT are prolonged, while the BT and
the TCT are normal. The primary substrate for factor
Xa is prothrombin, but activation of factors V, VII, and
VIII may also be partially dependent on factor Xa gener-
ation in vivo. About one-third of affected individuals
exhibit a type 1 deficiency, while the rest have a type
2 pattern, with factor X antigen levels that are preserved,
or at least significantly above the level of factor X activity.

Patients with severe factor X deficiency tend be
among the most, if not the most, severely affected of
the rare coagulation deficiency states. Treatment of
bleeding episodes consists of replacement therapy
using either plasma or prothrombin complex concen-
trates (PCCs) that contain all the vitamin K-dependent
factors [15]. The biologic half-life of factor X is about
40 hours, so intermittent plasma therapy is reasonable,
though overload of the circulation can still be a pro-
blem. Inhibitor antibodies to factor X occur but are
not common.

Factor XI Deficiency

Factor XI deficiency is an autosomal recessive disorder
that commonly occurs in patients of Ashkenazi Jewish
descent. In these communities, homozygotes may be
as prevalent as 1:500, compared to a frequency of about
1:1,000,000 in most other populations. Among Jewish
factor IX-deficient patients, three mutations account
for most cases. One-third of patients homozygous for
the type II (Glu117stop) mutation develop factor XI
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inhibitors following treatment with plasma, whereas
inhibitors are rare or nonexistent in patients with
other genotypes. Factor XI deficiency generally pro-
duces a mild bleeding tendency, but there is a rela-
tively poor relationship between the degree of factor
XI deficiency and bleeding manifestations. The lack
of clinical severity in some patients may be explained
by the fact that factor XI-deficient patients have nor-
mal levels of factor VIII and IX to form the tenase
complex and normal levels of factors V and X to form
the prothrombinase complex [16]. Whether or not
factor XI-deficient patients bleed may depend on dif-
ferences in their ability to generate thrombin, and/or
the ability to activate thrombin activatable fibrinolysis
inhibitor (TAFI). TAFIa cleaves free lysine residues
on fibrin, preventing fibrin-dependent activation of
plasminogen by plasminogen activators. Thus, factor
XIa has both procoagulant (factor IX activating)
and antifibrinolytic activities. In this disorder, the
PT and TCT are normal, while the APTT is pro-
longed. Specific diagnosis depends on an assay for
factor XI activity.

Deficiencies of Factor XII, Prekallikrein
(PK), and High Molecular Weight
Kininogen (HK)

Deficiencies of factors XII, PK, and HK (the so-called
contact factors) cause a marked prolongation of the
APTT, but other screening tests of coagulation are nor-
mal. These defects are inherited in an autosomal reces-
sive fashion. They are not associated with bleeding even
after trauma or surgery, although the prolonged APTT
may cause a great deal of consternation among those
not familiar with these defects. A good history revealing
the absence of bleeding in these patients and their fam-
ily members despite a long APTT is the best indication
that one is dealing with one of these defects. A specific
assay for each is needed for the exact diagnosis. Factor
replacement therapy is not needed. Recent data suggest
that although patients with factor XII deficiency do not
bleed excessively, they may be relatively protected from
arterial thrombosis [17]. The kallikrein-kinin system
may be more physiologically important in inflamma-
tion, blood pressure regulation, and fibrinolysis than
in hemostasis [18].

Factor XIII Deficiency

FXIII is activated by thrombin in the presence of cal-
cium. Factor XIIIa is a plasma transglutaminase that
covalently cross-links fibrin alpha and gamma chains
through g-glutamyl-e-lysine bonds to form an imper-
meable fibrin clot. Although a clot may form in the
absence of factor XIII and be held together by hydro-
gen bonds, this clot is excessively permeable and is eas-
ily dissolved by the fibrinolytic system. The clot formed
in the absence of factor XIII does not form a normal
framework for wound healing, and abnormal scar for-
mation may occur.

Factor XIII consists of two A chains and two B
chains. Factor XIII-A is synthesized in megakaryocytes,
monocytes, and macrophages, whereas factor XIII-B is
synthesized in hepatocytes. The complete molecule is
an A2B2 tetramer with the A chains containing the
active site and the B chains acting as a carrier for the
A subunits. Platelet alpha granules contain A chains
but not B chains. Factor XIII deficiency may result
from mutations in the genes encoding either the
A or B chains, with A chain mutations being more
common [19]. Autosomal genes govern hepatic syn-
thesis of the factor, and the disease is expressed as a
recessive disorder. Typically, only patients with severe
deficiency of factor XIII (<3%–5%) are symptomatic.

Bleeding manifestations are generally severe, and
hemorrhage can occur into any tissue. Umbilical
stump bleeding in the neonatal period is common
in factor XIII deficiency. Intracranial hemorrhage
is also a relatively common manifestation that may
mandate long-term prophylactic factor replacement.
All the screening tests of clotting function are nor-
mal in this disorder, so the diagnosis requires a high
index of suspicion, especially in patients with a
striking lifelong history of excessive bleeding and
in whom the PT, APTT, and TCT are normal.
Screening for the diagnosis is performed by taking
the clot from one of the above tests, placing it in
a 5M urea solution or a dilute solution of trichlo-
roacetic acid, and measuring the time required
for its dissolution. If the clot dissolves in less than
24 hours, then Factor XIII deficiency should be sus-
pected. However, these screening tests are not very
sensitive, and specific diagnosis rests on an assay
for plasma transglutaminase such as measuring
incorporation of putrescine into casein.

The plasma half-life of factor XIII is several days, so
weekly prophylactic treatment with concentrate is prac-
tical for prophylaxis. Cryoprecipitate is the replace-
ment therapy of choice in the United States, though
factor XIII concentrates are available in Europe and
are currently in clinical trials in the United States.

Multiple Clotting Factor Deficiencies

The two most common multiple clotting factor defi-
ciencies are a combined deficiency of factors V and
VIII and a combined deficiency of the vitamin
K-dependent factors (factors II, VII, IX, X, and Protein
C and S) [20,21].

A combined deficiency of factors V and VIII is
inherited in an autosomal recessive fashion and can
be distinguished from a combined inheritance of mild
classic hemophilia and mild factor V deficiency by fam-
ily studies or by genetic analysis. The disorder is due to
defects in one of two genes: the LMAN1 gene and a
newly discovered gene called the multiple clotting fac-
tor deficiency 2 (MCFD2) gene [22]. The products of
both genes play a critical role in the transport of fac-
tors V and VIII from the endoplasmic reticulum to
the Golgi apparatus and are necessary for normal
secretion of these factors. The disorder results in a
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mild to moderate bleeding tendency with factor V and
VIII levels ranging from 5%–30% of normal. When
both the PT and APTT are prolonged, and levels of
either factor V or VIII are found to be decreased, the
combined deficiency should be suspected. Factor VIII
is easily replaced using factor VIII concentrates, but
the only readily available factor V replacement is fresh
frozen plasma.

Combined deficiencies of the vitamin K dependent
factors can be due to defects in either the gene for vita-
min K-dependent carboxylase or the gene for vitamin K
epoxide reductase [23]. These are autosomal recessive
disorders that may be associated with severe deficiency
of prothrombin; factor VII, IX, and X; as well as Protein
C and S [23]. In this syndrome both the PT and APTT
are prolonged, and assays for the individual factors that
influence these tests are necessary. The diagnosis must
be distinguished from surreptitious ingestion of couma-
rin drugs (including rodenticides), which is an acquired
disorder with bleeding manifestations of recent onset.
Large doses of vitamin Kmay partially correct the heredi-
tary defect in some but not all cases. Some bleeding
episodes will require replacement with prothrombin
complex concentrates.

Von Willebrand Disease (VWD)

The most common hereditary bleeding disorder arises
from abnormalities in von Willebrand factor (VWF).
VWF occurs in plasma as multimers of a 240,000 Dal-
ton subunit, with molecular weights ranging from
1 million to 20 million Daltons. The principal func-
tions of VWF are to act as a carrier for clotting factor
VIII and to mediate platelet adhesion to the injured
vessel wall. The larger molecular weight multimers
are the most effective at mediating platelet adhesion.

VWF binds to glycoprotein Ib on the platelet surface
and also to collagen in the vessel wall. VWF is particu-
larly important for platelet adhesion under high shear
stress vascular beds. It has been elegantly demon-
strated that shear stress leads to unfolding of the glob-
ular collagen-bound VWF multimers, thereby
uncovering the molecular domain responsible for
binding to VWF [24]. VWF also cross-links platelets
via binding to glycoprotein IIb-IIIa.

There are three major types of von Willebrand dis-
ease (VWD): type 1, 2, and 3 [25] (see Table 15.4).
Type 1 is autosomal dominant and represents a partial
quantitative deficiency of VWF. Generally, it is
explained by reduced synthesis of VWF, and analysis
of multimers in plasma reveals a global decrease in
multimers of all sizes. More recently, it has been appre-
ciated that the pathophysiology of some cases of type 1
VWF is accelerated clearance of VWF from plasma.
The prototype of this phenotype is the so-called Vi-
cenza R1205H mutation, which causes a moderate to
severe variant of von Willebrand disease. Type 3 is an
autosomal recessive severe quantitative deficiency, in
which there is an absence of VWF. Type 2 VWD usually
occurs as an autosomal dominant disorder with quali-
tative abnormalities in VWF function. Type 2 occurs
in four major forms: 2A, 2B, 2N, and 2M. Types 2A
and 2B are characterized by absence of the higher
molecular weight multimers of VWF in plasma. Type
2B is also associated with thrombocytopenia as a result
of a gain of function mutation resulting in a VWF mol-
ecule with higher affinity for the GP Ib receptor, thus
enhancing platelet agglutination and accelerated
clearance. Type 2M patients show reduced binding of
VWF to GPIb, although they have normal VWF multi-
meric composition in plasma.

Type 2N VWD is a rare autosomal recessive disorder
arising from a mutation in the factor VIII binding site

Table 15.4 Von Willebrand Disease Subtypes

Inheritance
Pattern

Bleeding
Manifestations

Diagnostic Testing

Treatment
VWF
Ag

VWF
Activity

Factor VIII
Activity

VWF
Multimers

Type 1 Autosomal
dominant

Generally mild Low Low Low Normal DDAVP, Factor VIII
concentrates rich
in VWF

Type 2 2A Autosomal
dominant

Mild–moderate Low Lower than
antigen

Variable Absent high
molecular
weight forms

Factor VIII
concentrates rich
in VWF

2B Autosomal
dominant

Mild–moderate Low Lower than
antigen

Variable Absent high
molecular
weight forms

Factor VIII
concentrates rich
in VWF

2N Autosomal
recessive

Mild Normal Normal Low Normal Factor VIII
concentrates rich
in VWF

2M Autosomal
dominant

Mild–moderate Normal Lower than
antigen

Normal Normal DDAVP, Factor VIII
concentrates rich
in VWF

Type 3 Autosomal
recessive

Severe Near
absent

Near
absent

Near
absent

Absent Factor VIII
concentrates rich
in VWF
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on the VWF molecule. Without the protection pro-
vided by VWF binding, plasma factor VIII levels are
reduced because of a markedly decreased half-life.
VWF multimers and antigen and activity levels may
be normal, while the factor VIII levels are low enough
to be confused with mild classic hemophilia. These two
disorders can be distinguished by an ELISA-based
factor VIII binding assay. Clinically affected patients
are either homozygous for one of several gene muta-
tions in the D0 or D3 domain of mature VWF, or are
combined heterozygous for a 2N mutation and a type 1
mutation. Specific diagnosis requires either demon-
stration of the lack of binding of VWF to factor VIII
or genetic analysis.

Although VWD is a defect in a soluble clotting fac-
tor, bleeding in patients with this disorder is more sim-
ilar to that produced by a defect in platelet number or
function. The bleeding manifestations tend to be
more of the “oozing and bruising” variety, with hema-
toma formation being rare. Bleeding in types 1 and
2 VWD is usually mild to moderate, although severe
bleeding may occur with trauma and surgery. Some
patients with type 1 VWD may be relatively asymp-
tomatic. Table 15.4 lists the diagnostic features of the
various types of VWD.

The diagnosis of VWD should be suspected in any
patient with abnormal bruising, bleeding from muco-
sal surfaces, menorrhagia, or excessive bleeding after
surgery, dental work, or trauma [22]. The PT and
TCT should be normal. The APTT is variably pro-
longed, depending on the degree to which the factor
VIII level is reduced. The BT is prolonged, except in
patients with type 2N VWD. A new diagnostic test,
the PFA-100W, is another test of primary hemostasis
and has been reported to be more sensitive and
specific for diagnosis of VWD [23].

Treatment of type 1 and some cases of type 2A VWD
usually consists of administration of desmopressin
(DDAVP) either parenterally or by intranasal adminis-
tration. Desmopressin activates the vasopressin V2
receptors on endothelium, resulting in a release of
preformed stores of VWF from Wiebel-Palade bodies.
It can be used for 3 to 5 days, but in time, the drug
loses its efficacy by depleting endothelial stores of
VWF, a process termed tachyphylaxis. The response
to DDAVP is usually good in type 1 VWD, although it
may be reduced in patients with mutations that result
in accelerated clearance of VWF from plasma [26].
DDAVP is theoretically contraindicated in type 2B
VWD because thrombocytopenia can be worsened;
release of type 2B VWF with enhanced affinity for
platelet membrane glycoprotein 1b results in further
in vivo platelet agglutination. In type 2B and type 3
VWD, factor VIII concentrates rich in VWF should be
used for treatment.

DISORDERS OF FIBRINOLYSIS

There are two principal inhibitors of the fibrinolytic
system: alpha 2 plasmin inhibitor (a2-antiplasmin)
and plasminogen activator inhibitor-1 (PAI-1). The

genes for both proteins have been identified and
sequenced, and mutations within each have been
described [27,28]. Deficiency of either inhibitor
results in excessive fibrinolysis and potentially severe
bleeding, including hemarthroses and hematoma for-
mation following trauma or surgery. Both disorders
are inherited in an autosomal pattern and, in most
cases, bleeding occurs only in homozygotes. The diag-
nosis is suspected when a patient gives a life-long his-
tory of excessive bleeding, often after trauma, and
when the usual screening tests of coagulation are nor-
mal. In such cases, a euglobulin lysis test should be
performed, and if the clot lyses within a few hours
(normal lysis times are >24 hours), specific assays for
alpha 2 plasmin inhibitor and plasminogen activator
inhibitor 1 should be considered. Bleeding episodes
respond to administration of antifibrinolytic agents,
such as epsilon aminocaproic or tranexamic acid [29].

DISORDERS OF PLATELET NUMBER

OR FUNCTION

Disorders of Platelet Production

Inherited disorders causing thrombocytopenia are a
heterogeneous group of conditions. Some are asso-
ciated with a profound thrombocytopathy, some are
associated with other somatic changes, while others
manifest thrombocytopenia only.

The MYH9-Associated Disorders

The May-Hegglin anomaly is the prototype of a family
of disorders now known to be due to a defect in the
MYH9 gene [30]. May-Hegglin anomaly, Sebastian syn-
drome, Fechtner syndrome, and Epstein syndrome are
autosomal dominant macrothrombocytopenias that
are distinguished by different combinations of clinical
and laboratory signs, such as sensorineural hearing
loss, cataract, nephritis, and polymorphonuclear inclu-
sions known as Döhle-like bodies. Mutations in the
MYH9 gene encoding for the nonmuscle myosin heavy
chain IIA (NMMHC-IIA) have been identified in all
these syndromes. The hallmark of these conditions is
macrothrombocytopenia with characteristic Döhle-like
inclusions within the leukocytes. The Fechtner syn-
drome also includes the triad of sensorineural deaf-
ness, ocular abnormalities, and nephritis seen in
Alport syndrome [31]. Epstein syndrome differs from
Fechtner syndrome by the lack of cataracts and the
lack of the leukocyte inclusions [32]. Both the
May-Hegglin anomaly and the Sebastian syndrome
manifest macrothrombocytopenia with leukocyte in-
clusions. However, these two syndromes may be dis-
tinguished by ultrastructural analysis of the
inclusions. In the May-Hegglin anomaly, the Döhle-
like bodies are composed of cytoplasm surrounding
parallel microfilaments with clustered ribosomes,
whereas the inclusion bodies in the Sebastian syn-
drome are composed of highly dispersed microfila-
ments with few ribosomes [33].
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Defects in Transcription Factors

Alterations in megakaryocyte development due to
defective transcription factors underlie a large number
of the familial thrombocytopenias. Derangements in
development of other cell types as well as other somatic
mutations can also occur. Mutations in HOXA11 have
been described in two unrelated families with bone
marrow failure and skeletal defects [34].

The Paris-Trousseau syndrome is an autosomal
dominant condition characterized by macrothrombo-
cytopenia with giant alpha granules. It is caused by
hemizygous loss of the FLI1 gene due to deletion at
11q23. Lack of FLI1 protein leads to lack of platelet
production due to arrested megakaryocyte develop-
ment [35]. The 11q23 deletion is also seen in patients
with Jacobsen’s syndrome who also have congenital
heart disease, trigonocephaly, dysmorphic facies, men-
tal retardation and multiple organ dysfunction as well
as macrothrombocytes with abnormal alpha granules
[36].

Mutations in GATA-1 lead to the X-linked congeni-
tal dyserythropoietic anemia and thrombocytopenia
syndrome [37]. The platelets are large and exhibit
defective collagen-induced aggregation. The GATA-1
transcription factor has two zinc fingers. The C-terminal
finger binds DNA in a site-specific fashion, while the
N-terminal finger stabilizes the DNA binding as well as
interacts with FOG-1 (Friend of GATA). Mutations
within GATA-1 may alter DNA-binding, FOG-1 interac-
tions, or both, and phenotypes may differ depending
on the site of mutation. X-linked thrombocytopenia
without anemia is due to mutations within GATA-1 that
disrupt FOG-1 interactions while leaving DNA-binding
intact [38]. By contrast, GATA-1 mutations which affect
binding to DNA while not interrupting FOG interac-
tions lead to a thalassemic phenotype [39]. The acute
megakaryoblastic anemia seen in conjunction with
Down’s syndrome can be associated with mutations in
GATA-1.

Mutations in RUNX1 lead to familial thrombocyto-
penic syndromes with a predisposition to development
of acute myelogenous leukemia [40]. RUNX1 muta-
tions cause an arrest in megakaryocyte development
with an expanded population of progenitor cells. The
platelets that are produced show defects in aggrega-
tion. The development of acute leukemia likely
requires a second mutation within RUNX1 or another
gene.

Defects in Platelet Production

Congenital amegakaryocytic thrombocytopenia (CAMT)
is due to defects in the c-MPL gene encoding the throm-
bopoietin receptor. Children born with this disorder
have severe thrombocytopenia andmay go on to develop
deficiencies in other cell types [41].

Thrombocytopenia with absent radii (TAR) is a syn-
drome characterized by severe congenital thrombo-
cytopenia along with absent or shortened radii [42].
The platelets produced show abnormal aggregation.
Although thrombopoietin levels are elevated, no defect

in c-MPL has been identified, and abnormal intracellu-
lar signaling pathways are postulated as the cause of this
rare disorder.

Perhaps the most common hereditary thrombocyto-
penia with small platelets is the Wiskott-Aldrich syn-
drome (WAS), a disorder associated with the triad of
immune deficiency, eczema, and thrombocytopenia
[43]. This syndrome is X-linked and results from muta-
tions in the gene for Wiskott-Aldrich syndrome protein
(WASP). Platelets as well as T-lymphocytes show defec-
tive function, and clinical manifestations vary widely.
Definitive treatment requires allogeneic stem cell
transplantation. As opposed to the macrothrombocyto-
penic defects, WAS platelets are small and defective in
function.

Disorders of Platelet Function

Defects in Platelet Adhesion

Bernard Soulier Syndrome (BSS) is a severe bleeding
disorder characterized by macrothrombocytopenia,
decreased platelet adhesion to VWF, abnormal pro-
thrombin consumption, and reduced platelet survival.
Deficient platelet binding to subendothelial von
Willebrand factor is due to abnormalities (either
qualitative or quantitative) in the GP-Ib-IX-V complex.
Mutations in GPIba binding sites for P-selectin, throm-
bospondin-1, factor XI, factor XII, aMb2, and high
molecular weight kininogen may mediate variations
in the phenotype seen. The product of four separate
genes (GPIBA, GPIBB, GP9, and GP5) assemble within
the megakaryocyte to form the GP-Ib-IX-V on the
platelet surface. Defects in any of the genes may lead
to BSS [44]. Classically, affected platelets from affected
individuals aggregate normally in response to all ago-
nists except ristocetin. A database of described causa-
tive mutations for BSS may be found at www.
bernardsoulier.org/.

Platelet-type von Willebrand disease is due to a gain
of function mutation such that plasma VWF binds
spontaneously to platelets, and the platelets exhibit
agglutination in response to low dose ristocetin. Muta-
tions generally lie within the GPIBA gene. High molec-
ular weight multimers of VWF bound to platelets are
cleared from the circulation, which may result in
bleeding. The phenotype is identical to that seen in
type 2B VWD, in which the mutation lies within the
VWF rather than its receptor. It can therefore be quite
difficult to distinguish between type 2B VWD and
platelet-type VWD. Gene sequencing of the VWF gene,
the GPIBA gene, or both may be required.

Defects in Platelet Aggregation

Glanzmann thrombasthenia is a rare, autosomal reces-
sive disorder characterized by absent platelet aggrega-
tion. It is due to absent or defective GP IIbIIIa on
the platelet surface. Patients have severe mucocutane-
ous bleeding, which becomes refractory to platelet
transfusions as alloantibodies to transfused platelets
form. Recombinant factor VIIa has been used to treat
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bleeding in this disorder and is postulated to work by
enhancing thrombin generation on the platelet sur-
face and allowing fibrin to cross-link platelets via an
as yet undetermined receptor [45]. Though demon-
stration of absent platelet aggregation in response to
all agonists (with the exception of ristocetin) will sug-
gest the diagnosis, definitive diagnosis relies on
showing absence of functional GPIIbIIIa on the plate-
let surface, either by flow cytometry or by electronmicros-
copy using immuno-gold labeled fibrinogen imaging.
A database of described mutations in the GPIIb and
GPIIIa genes thatmay result inGlanzmann thrombasthe-
niamay be found at http://sinaicentral.mssm.edu/intra-
net/research/glanzmann/menu. Acquired Glanzmann
thrombasthenia has been described in patients who
develop autoantibodies against GPIIbIIIa. These patients
may have underlying immune thrombocytopenic pur-
pura, but the severity of their bleeding is out of propor-
tion to platelet number. Affected individuals may
respond favorably to immunosuppression [46].

Some patients exhibit defects in aggregation in
response to specific agonists. Platelets from these
patients may show defects in either platelet receptors
or in the downstream intracellular signaling pathways
leading to activation. Deficiency of GPVI leads to
defective collagen-mediated aggregation [47]. Since
ADP-mediated platelet secretion is required for gener-
ation of the second wave of platelet aggregation
needed by weak agonists, mutations within the P2Y12
ADP receptor leads to defective aggregation not only
to ADP, but also to weak platelet agonists [47]. Defects
in the thromboxane A2 (TxA2) receptor lead to defec-
tive aggregation in response to arachidonic acid and
the thromboxane receptor agonist U46619 [48].
Patients with cyclooxygenase pathway defects, includ-
ing deficient or dysfunctional cyclooxygenase-1, pros-
taglandin H synthetase-1, thromboxane synthetase,
and lipoxygenase also exhibit defective aggregation
in response to arachidonic acid, but their response
to U46619 is preserved. Patients deficient in the alpha
subunit of the heterotrimeric GTPase protein Gq show
defective aggregation in response to agonists which
utilize Gq for inside-out signaling [49]. These disor-
ders must be distinguished from the effects of drugs
such as aspirin, whose ingestion can produce similar
effects on platelet function.

Disorders of Platelet Secretion: The Storage
Pool Diseases

Platelets contain two types of intracellular granules:
alpha and delta (or dense) granules. Alpha granules
contain proteins either synthesized within the mega-
karyocytes or endocytosed from the plasma, including
fibrinogen, factor V, thrombospondin, platelet-derived
growth factor, multimerin, fibronectin, factor XIII A
chains, high molecular weight kininogen, and VWF
among others. Their membrane contains molecules
such as P-selectin and CD63 that are translocated to
the outer plasma membrane after secretion and mem-
brane fusion. Dense granules contain ATP and ADP as
well as calcium and serotonin, and any deficiency of

dense granules thus leads to a defective secondary
wave of platelet aggregation.

Defects in Alpha Granules

The gray platelet syndrome (GPS) is an autosomal
recessive condition that leads to a mild bleeding diath-
esis. It may be recognized by examination of a Wright-
Giemsa stained peripheral blood smear showing plate-
lets that appear gray without the usual red-staining
granules. Electron microscopy showing a depletion of
alpha granules is a more sensitive method to diagnose
the syndrome. GPS is thus classified with the other
platelet secretion defects, but may also be classified
with the macrothrombocytopenias, since platelets
may be slightly larger than usual, albeit not as large
as those seen in the giant platelet disorders described
previously. Furthermore, the platelet count is only
moderately depressed, and bleeding symptoms are
mild. Patients with GPS may also develop early onset
myelofibrosis, a probable consequence of the impaired
storage of growth factors such as PDGF [50].

The Quebec platelet disorder (QPD) is associated
with a normal to slightly low platelet count with a mild
bleeding disorder. Pathophysiologically, this is due to
abnormal proteolysis of alpha granule proteins that
appears to be mediated by ectopic intragranular pro-
duction of urokinase. QPD was first recognized as a
specific deficiency of platelet factor V associated with
normal concentrations of plasma factor V. The platelets
appear normal on peripheral blood smears under the
light microscope, and diagnosis depends on showing
decreased alpha granule proteins. It is inherited in an
autosomal dominant fashion, but the specific genetic
defect is unknown [51].

Defects in Dense Granules

The Hermansky-Pudlak syndrome is the association of
delta storage pool deficiency with oculocutaneous albi-
nism and increased ceroid in the reticuloendothelial
system. There are several subtypes of the Hermansky-
Pudlak syndrome resulting from several distinct muta-
tions. The syndrome is inherited in an autosomal
recessive pattern. Granulomatous colitis and pulmo-
nary fibrosis are also part of the syndrome. Mutations
in at least eight genes (HPS-1 through HPS-8) lead to
defects in HPS proteins responsible for organelle bio-
synthesis and protein trafficking [52]. Described muta-
tions accounting for the Hermansky-Pudlak syndrome
are collated in the database available at http://liweilab.
genetics.ac.cn/HPSD/.

The Chediak-Higashi syndrome is also associated
with storage pool deficiency and is characterized by
oculocutaneous albinism, neurologic abnormalities,
immune deficiency with a tendency to infections, and
giant inclusions in the cytoplasm of platelets and leu-
kocytes. The disorder is rare, and bleeding manifesta-
tions are relatively mild. The syndrome is due to
mutations in the LYST (lysosomal trafficking regula-
tor) gene; these are listed in the Chediak-Higashi data-
base at http://bioinf.uta.fi/LYSTbase/?content=pin/

Part IV Molecular Pathology of Human Disease

258

http://sinaicentral.mssm.edu/intra-net/research/glanzmann/menu
http://sinaicentral.mssm.edu/intra-net/research/glanzmann/menu
http://sinaicentral.mssm.edu/intra-net/research/glanzmann/menu
http://liweilab
http://bioinf.uta.fi/LYSTbase/?content=pin/


IDbases. Affected patients are homozygous, while
heterozygotes are phenotypically normal [53].

The Scott Syndrome

In this disorder, platelets, when activated, cannot
translocate phosphatidylserine from the inner to the
outer platelet membrane when the flip-flop of the
membrane leaflet occurs, presumably due to defects
in the activity of the scramblase enzyme [54]. Because
of this defect, factor Xa and Va are unable to effi-
ciently bind to the membrane to assemble the pro-
thrombinase complex, and thrombin generation on
the platelet surface is impaired. Scott syndrome is
characterized by a mild bruising and bleeding ten-
dency. It can be detected using flow cytometry with
antibodies against annexin V which will show the
defective microvesicle formation characteristic of this
disorder.

Disorders of Platelet Destruction

Disorders of platelet destruction are too numerous to dis-
cuss here.Therefore, the discussion in the section will be
limited to those disorders where themolecular pathogen-
esis is known at a greater level of detail. A more compre-
hensive description of disorders characterized by platelet
destruction can be found in recent reviews [55,56].

Antibody-Mediated Platelet Destruction

Neonatal alloimmune thrombocytopenia (NAIT) is a
bleeding disorder caused by transplacental transfer of
maternal antibodies directed against fetal platelet anti-
gens inherited from the father. In Caucasians, the
antigens most frequently implicated include HPA-
1a (PLA1) and HPA-5b (Bra). In Asians, HPA-4a and
HPA-3a account for the majority of NAIT cases. NAIT
occurs with a lower frequency in Caucasians than is
expected by the incidence of HPA-1a negativity in the
population, suggesting that other factors influence
antibody development. Additionally, NAIT mediated
by antibodies against HPA-1a is more clinically severe,
perhaps because these antibodies may also block plate-
let aggregation, since HPA-1a is an antigen expressed
on platelet GPIIIa. Mothers who are negative for the
antigen in question can develop antiplatelet antibodies
that cross the placenta, leading to severe fetal throm-
bocytopenia. Even the first child may be affected, and
intracranial hemorrhage is a feared and devastating
complication. Subsequent pregnancies have a near
100% rate of NAIT, and measures including prenatal
IVIG with or without corticosteroids given to the
mother, or in utero transfusions of matched platelets
or IVIg have been employed. After birth, affected
infants can be treated with IVIg or matched platelets.

Post-transfusion purpura (PTP) is associated with
thrombocytopenia resulting from a mismatch between
platelet antigens. In this condition, patients previ-
ously sensitized against certain platelet antigens (the
same ones that lead to NAIT) develop acute, severe

thrombocytopenia 5–14 days after transfusion [57].
Though packed red cells are most commonly associated
with PTP, transfusion of any blood component may pre-
cipitate this disorder. These blood components contain
platelet microparticles that express the offensive plate-
let antigen, leading to an anamnestic production of
antibodies. However, paradoxically, these patients
develop antibodies directed against their own platelets,
either by fusion of the exogenous microparticles with
their own platelets, or by a process in which exposure
to foreign platelets leads to formation of autoantibo-
dies. Unlike NAIT, transfusion of matched platelets
leads to only a transient improvement in this condition.
IVIg has been reported to shorten the duration of
thrombocytopenia, as has plasma exchange.

Thrombotic Microangiopathies

Thrombotic thrombocytopenic purpura (TTP) is an
acute disorder that usually presents in previously
healthy subjects. It is highly lethal unless treated pro-
mptly, which generally entails plasma exchange with
or without additional immunosuppression. In 1982,
Moake made the seminal observation that the plasma
of patients with TTP contained ultralarge (UL) multi-
mers of VWF, which were absent in normal plasma
[58]. He hypothesized that TTP could be due to the
absence of a protease or depolymerase responsible for
cleaving the UL VWF multimers. The protease was iden-
tified in 1996 by the groups of Tsai [59] and Furlan
[60], its gene was cloned [61], and the enzyme named
ADAMTS-13, when it was found to be a member of
the “a disintegrin-like and metalloprotease with throm-
bospondin repeats” family of metalloproteases [62,63].
ADAMTS-13 levels are found to be low in patients with
both familial [63] and sporadic TTP, and an IgG auto-
antibody inhibitor to ADAMTS-13 is found in a majority
(but not all) patients with sporadic TTP [64,65].

The hemolytic uremic syndrome (HUS) shares
many clinical features with TTP, including microan-
giopathic hemolytic anemia, thrombocytopenia, and
renal insufficiency. Renal findings are more pro-
minent and neurologic findings less so. HUS is divided
into diarrhea-associated HUS (DþHUS) and atypical
(diarrhea-negative) HUS [66]. Diarrhea-positive HUS
is triggered by infection with a Shiga-toxin-producing
bacteria, and is much more commonly encountered
in children. Escherichia coli O157:H7 is implicated in
80% of the cases, but other bacteria including other
E. coli subtypes and Shigella dysenteriae serotype 1 can
cause DþHUS. Shiga toxins bind to the glycosphingo-
lipid receptor globotriaosylceramide (Gb3) on the sur-
face of renal mesangial, glomerular, and tubular
epithelial cells. Protein synthesis is impaired through
inhibition of 60S ribosomes, and cell death occurs
[67]. Plasma from patients withHUS demonstrates mar-
kers of abnormal thrombin generation. As compared
with TTP, ADAMTS-13 levels are typically normal in
patients with HUS, and the fibrin microthrombi do
not contain VWF strands.

Atypical HUS occurs in patients without a diarrheal
prodrome. Underlying conditions, such as organ

Chapter 15 Molecular Basis of Hemostatic and Thrombotic Diseases

259



transplantation or exposure to certain drugs may be
present. In as many as 30%–50% of patients, mutations
in one of three proteins involved in complement regu-
lation occur [68–70]. Factor H (CFH) and membrane
cofactor protein (MCP or CD46) are regulators of
complement factor I (CFI), which is a serine protease
that cleaves and inactivates surface-bound C3b and
C4b. Autoantibodies against these proteins have also
been reported, suggesting that unregulated comple-
ment activation plays a role in the pathogenesis of
HUS [71].

Heparin-Induced Thrombocytopenia

Heparin-induced thrombocytopenia (HIT) is a com-
mon iatrogenic thrombocytopenic disorder that can
paradoxically lead to thrombosis. It occurs in 1%–5%
of patients treated with standard unfractionated hepa-
rin for at least 5 days and in <1% of those treated with
low molecular weight heparin. Approximately 50% of
patients develop venous and/or arterial thromboses.
New thromboses develop in 25% of patients, amputa-
tions are required in 10%, and reported mortality rates
are between 10% and 20% [72]. The pathogenic auto-
antibodies that cause HIT are directed against neoepi-
topes on PF4 that are induced by heparin and other
anionic glycosaminoglycans (GAGs). PF4 is an abun-
dant protein stored in the alpha granules of platelets
in complex with chondroitin sulfate (CS). Upon plate-
let activation, PF4/CS complexes are released and
bind to the platelet surface. Heparin can displace CS,
forming PF4/heparin complexes. Binding of IgG
anti-PF4/heparin to the platelet leads to Fcg recep-
tor-mediated clearance of platelets but also leads to
platelet activation and generation of procoagulant
microparticles via FcgRIIA. PF4/heparin complexes
also form on the surface of monocytes and endothelial
cells, and antibody binding leads to tissue-factor driven
thrombin generation and hence to clot formation.
The PF4/heparin complexes are most antigenic when
PF4 and heparin are present at equimolar concen-
trations, where they form ultralarge molecular com-
plexes [73]. Low molecular weight heparin forms
these ultralarge complexes less efficiently and at con-
centrations that tend to be supratherapeutic, perhaps
explaining the lower frequency of HIT in patients trea-
ted with LMWH as opposed to standard unfraction-
ated heparin.

THROMBOPHILIA

An understanding of how the coagulation system is
physiologically regulated is necessary when seeking
to determine how it can become deranged. Throm-
bosis can result from excessive activation of coagula-
tion and/or impaired endogenous regulation. This
section will focus on the two major natural anticoagu-
lant pathways that serve to inhibit thrombin genera-
tion: the protein C/S pathway and the antithrombin
pathway.

The Protein C/S Pathway and Thrombosis

Protein C (PC) is a vitamin K-dependent protein that
is activated by thrombin. When bound to the endothe-
lial cell surface protein thrombomodulin, thrombin
changes its substrate specificity, losing its ability to
cleave fibrinogen and activate platelets. Instead, the
thrombin-thrombomodulin complex proteolytically
activates zymogen PC to form activated protein C
(APC). Activated protein C and its cofactor protein S
(another vitamin K-dependent protein) inactivate fac-
tors Va and VIIIa, thereby inhibiting thrombin genera-
tion. APC also downregulates inflammatory pathways,
and inhibits p53-mediated apoptosis of ischemic brain
endothelium [74,75]. In fact, the previously shown
therapeutic benefit of APC infusions in patients with
severe sepsis is believed to be mediated by the anti-
apoptotic and anti-inflammatory (rather than the anti-
coagulant) activity of APC [74]. The endothelial
protein C receptor (EPCR), localized on the surface
of endothelial cells, serves to bind PC and thereby
enhance its activation by thrombin-thrombomodulin
5-fold. EPCR is also found in a soluble form in plasma,
and its levels are enhanced in such multifocal condi-
tions as disseminated intravascular coagulation and
systemic lupus erythematosus. EPCR also binds to APC,
shifting its substrate specificity to favor activation of
the protease activated receptor-1 (PAR-1). This pathway
thereby facilitates cross-talk between the coagulation
system and inflammatory cell, endothelial, and platelet
functions [76].

Heterozygous protein C deficiency is a recognized
risk factor for venous thromboembolism, with an odds
ratio of 6.5–8 [77–79]. Most of the causative mutations
are of the type I variety, with a concordant decrease in
activity and antigen. These mutations affect protein
folding and lead to unstable molecules that are either
poorly secreted or are degraded more rapidly. Type II
defects lead to activity levels that are reduced dispro-
portionately to the antigen levels and result in dys-
functional molecules with ineffective protein-protein
interactions. Heterozygous protein C deficiency has a
prevalence of 0.2%–0.4% in the general population
[80,81] and approximately 4%–5% of patients with
confirmed deep venous thrombosis [79]. Protein
C-deficient individuals with personal and family his-
tories of thrombosis may have a second thrombophilic
defect, such as factor V Leiden, to account for the
thrombotic tendency. Venous thromboembolic disease
(VTE) occurs in 50% of heterozygous individuals in
affected families by the age 45, with half of the events
being spontaneous in onset [82]. Venous thrombosis
at unusual sites (cerebral sinus and intra-abdominal)
is a clinical hallmark. Arterial thrombosis is rare,
though reported. Homozygous protein C deficiency
with levels <1% generally presents with neonatal pur-
pura fulminans and massive thrombosis in affected
infants [83]. Individuals with protein C deficiency are
predisposed to develop warfarin skin necrosis when
anticoagulated with vitamin K antagonists such as Cou-
madin. Since protein C has a much shorter half-life
(8 hours) than the procoagulant vitamin K-dependent
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factors such as prothrombin and factor X (24–48
hours), a transient hypercoagulable state can occur in
patients treated with Coumadin in the absence of an
alternate bridging anticoagulant such as heparin. This
risk is magnified in patients with underlying deficiency
of either protein C or vitamin K [84].

Protein S is a vitamin K-dependent protein that is
not a serine protease; rather, it acts as a cofactor for
APC. In normal plasma, 60% of protein S is bound
to C4b-binding protein (C4BP), and the remainder is
present in the free form. Only the free form of protein
S can function as the cofactor for APC. Protein S also
exhibits anticoagulant activities independent of APC
by binding to and inactivating factors Va, VIIIa, and
Xa [85]. Most recently, it has been shown that protein
S is a cofactor for TFPI-mediated inactivation of tissue
factor. Protein S deficiency exists in three forms: (i)
type I has equal decrements of antigen and activity;
(ii) type II has low activity but normal antigen levels,
and (iii) type III shows low free protein S levels, with
total protein S levels in the low to normal range. The
odds ratio for VTE with protein S deficiency has been
variably reported as 1.6 [79], 2.4 [86], 8.5 [78], and
11.5 [87]. More than 50% of VTE events are unpro-
voked. Arterial thromboses occur at higher frequency,
especially among smokers or those with other throm-
botic risk factors [88,89]. Laboratory testing needs to
be interpreted with caution. Normal levels vary with
age and gender, being lower in premenopausal
women than men, with further reductions occurring
as a result of estrogen therapy or pregnancy. Measured
protein S activity can be falsely low in patients with
inherited resistance to activated protein C. Acquired
protein S deficiency occurs in a variety of conditions,
including acute thrombosis, inflammation, liver dis-
ease, nephrotic syndrome, vitamin K deficiency,
disseminated intravascular coagulation, and in associa-
tion with the lupus anticoagulant. Antibodies to pro-
tein S can be seen in children with varicella or other
viral illnesses [90].

Addition of APC to plasma normally causes a pro-
longation of the APTT. In 1993, Dahlback reported a
series of thrombophilic families in which the plasma
of the probands and their affected relatives exhibited
resistance to APC, with much less prolongation of the
APTT than would be expected [91]. Mixing studies
showed this defect to be due to a problem with factor
V [92], and the genetic defect responsible for APC
resistance was shown to be a mutation at the major
cleavage site of APC on factor Va from arginine to glu-
tamine (R506Q) [92–95]. This mutation, now known
as factor V Leiden, after the Dutch city in which it
was first discovered, is the most prevalent inherited
mutation leading to thrombophilia. It is found in
approximately 5% of Caucasian populations and is felt
to be the result of a founder mutation in a single
ancestor 21,000 to 34,000 years ago [96]. The mutant
factor Va is inactivated by APC 10-fold more slowly,
thereby leading to excessive thrombin generation
[97]. Factor V Leiden is estimated to account for
20%–25% of inherited thrombophilia. Heterozygosity
for this mutation confers a relatively low risk for VTE

in younger patients (OR 1.2 in those 40–50), but the
risk increases steeply with age (OR 6 for those older
than 70) [98]. Approximately 90% of affected indivi-
duals do not suffer any venous thromboembolic events
during their lifetime. On the other hand, homozygotes
have an odds ratio for VTE of 50–100, and half of such
individuals will have thromboses during their lives
[99]. Coronary artery thrombosis may also occur with
greater frequency in young men and women with
other risk factors, such as smoking [100–103]. In gen-
eral, however, factor V Leiden is not considered to be
a major risk factor for arterial thrombosis. The risk
for venous thrombosis in individuals with factor V
Leiden is greatly magnified when other risk factors
for thrombosis are present. These risks may be either
genetic or acquired, including PC deficiency, PS defi-
ciency, the prothrombin G20210 mutation, elevated
levels of factor VIII, antiphospholipid antibodies,
hyperhomocysteinemia, prolonged immobility, sur-
gery, malignancy, pregnancy, or use of oral contracep-
tives. An acquired form of APC resistance may be
caused by conditions other than factor V Leiden,
including pregnancy, lupus anticoagulants, inflamma-
tion, and use of anticoagulants. Testing for APC resis-
tance is best performed using factor V-deficient
plasma, which will eliminate the preceding conditions.
Genetic testing for factor V Leiden, generally using a
PCR-based assay, is also available and is sensitive and
specific for the disorder.

A mutation found in 1% of Caucasians is the second
most frequent cause of inherited thrombophilia. A
mutation in the 30-untranslated region of the pro-
thrombin gene (G20210A) results in elevated prothrom-
bin synthesis [104]. Thrombotic risk is probably a
result of increased thrombin generation and/or
decreased fibrinolysis mediated by enhanced activa-
tion of TAFI [105,106]. The relative risk for first
episode of VTE in heterozygotes is between 2 and
5.5, and 4%–8% of patients presenting with their first
VTE will be found to have this mutation [104,107–
112]. Homozygosity for the mutation appears to con-
fer a higher risk of VTE [113,114]. Venous clots in
odd locations, as well as arterial clots, are found with
increased frequency, especially in patients younger
than 55, and especially in those with other throm-
botic risk factors. PCR amplification of the pertinent
region, followed by DNA sequencing is required for
the diagnosis. Measurement of factor II levels is nei-
ther sensitive nor specific for the disorder.

Antithrombin Deficiency

Antithrombin (AT) is a SERPIN that inactivates throm-
bin and clotting factors Xa, IXa, and XIa by forming
irreversible 1:1 complexes in reactions accelerated by
glycosaminoglycans such as heparin or heparan sulfate
on the surface of endothelial cells. Deficiency of anti-
thrombin therefore results in potentiation of throm-
bosis. In type I deficiency, the antigen and activity
levels are decreased in parallel, whereas in type II defi-
ciency, a dysfunctional molecule is present. Type IIa
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mutations affect the active center of the inhibitor,
which is responsible for complexing with the active site
of the protease. Type IIb mutations target the heparin-
binding site, and type IIc mutations are heteroge-
neous. Severe antithrombin deficiency with levels
<5% is rare, resulting from one of several IIb muta-
tions, and leads to severe recurrent arterial and venous
thromboses [115–118]. The odds ratio for venous
thrombosis in heterozygotes is approximately 10–20
[78,119]. Lower extremity deep vein thrombosis is
common, and clots in unusual sites have been
reported. Clots tend to occur at a younger age, with
70% presenting before age 35, and 85% before age
50 [120]. Some patients with AT deficiency exhibit
resistance to the anticoagulant effects of heparin.
Other conditions associated with reduced levels of
AT include treatment with heparin, acute thrombo-
sis, disseminated intravascular coagulation, nephrotic
syndrome, liver disease, treatment with the chemo-
therapeutic agent L-asparaginase, and pre-eclampsia
[121–126].
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DEVELOPMENT OF THE BLOOD

AND LYMPHOID ORGANS

Hematopoietic Stem Cells

All hematopoietic cells are derived from hematopoi-
etic stem cells (HSCs) that are capable of both self-
renewal and differentiation into all blood cell
lineages [1]. In mammals, HSCs are produced at
sequential sites beginning with the yolk sac and fol-
lowed by an area surrounding the dorsal aorta called
the aorta-gonad mesonephros (AGM) region, the
fetal liver, and finally the bone marrow. HSCs are
derived from ventral mesoderm, but the precise
nature of the HSC precursor cell has yet to be deter-
mined. Yolk sac hematopoiesis is termed primitive
because it produces mainly red blood cells and is
transient and rapidly replaced by definitive hemato-
poiesis. Definitive hematopoiesis involves the coloni-
zation of the fetal liver, thymus, spleen, and bone
marrow by HSCs that have migrated from earlier sites
of formation. The AGM has long been viewed as the
principal site of HSC production [2], but recent stud-
ies have suggested that the yolk sac may also contrib-
ute to the adult hematopoietic system [3]. It is not
yet clear whether HSCs from the fetal liver circulate
to the adult bone marrow and are the source of adult
hematopoiesis, or if the fetal liver and bone marrow
are seeded with HSCs at the same time during devel-
opment [4]. All types of mature hematopoietic cells
arise from differentiation of the HSCs. Figure 16.1
illustrates normal hematopoietic development, and
Figure 16.2 shows the appearance of the different types
of normal hematopoietic cells.

HSCs, like all stem cells, depend on their microenvi-
ronment (or niche) for normal self-renewal and differ-
entiation [4]. The adult bone marrow is the most
widely studied HSC niche, and experimental evidence
to date suggests that HSCs may associate with either
osteoblasts or with vascular cells, as illustrated in

Figure 16.3 [1]. It has been proposed that the precise
site of association may regulate HSC function. This
regulation is commonly thought to be mediated by
cell-cell interactions between the HSC and the osteo-
blast or vascular cell, and by chemokines secreted by
components of the niche [5]. HSCs may be identified
by specific marker proteins on the cell surface [6].
Such markers can be tagged with a fluorescently
labeled antibody and used to purify HSCs for study
and for transplantation by fluorescence-activated cell
sorting (FACS). However, no marker has yet been dis-
covered that is absolutely tied to unique stem cell func-
tions or that truly identifies the HSC. Therefore, FACS
can be used to isolate cell populations enriched for
HSCs, but pure HSCs cannot be obtained in this man-
ner as of yet.

Hematopoietic Differentiation and the Role
of Transcription Factors

All types of mature blood cells are produced by line-
age-restricted differentiation of HSCs. This process is
believed to be regulated by a relatively small group of
transcription factors, some required for HSC formation
and others for differentiation [7–10]. In the most com-
monly presentedmodel of hematopoietic differentiation
(Figure 16.1), long-term or quiescent HSCs are mobi-
lized from the niche to become proliferating short-term
HSCs. The short-term HSCs then differentiate into com-
monmyeloid progenitors (CMPs) or common lymphoid
progenitors (CLPs). The CMPs give rise to megakaryo-
cyte/erythroid precursors (MEPs) and granulocyte/mac-
rophage precursors (GMPs); the MEPs differentiate into
red blood cells and megakaryocytes; and GMPs produce
mast cells, eosinophils, neutrophils, and monocyte/
macrophages. B- and T-lymphocytes differentiate from
the CLPs. There is some evidence for alternative path-
ways, such as the possibility that MEPs do not originate
from CMPs but from an earlier precursor [11]. Each
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Figure 16.1 Hematopoietic development. The upper panel shows stages of hematopoiesis in the mouse. Hematopoietic
stem cells (HSCs) are derived from the ventral mesoderm, and sequential sites of hematopoiesis include the yolk sac, the
aorta-gonad-mesonephros (AGM) region, the fetal liver, placenta, and bone marrow. The types of cells produced at each site
are illustrated in the middle panel. The main function of primitive hematopoiesis, which occurs in the yolk sac, is to produce red
blood cells. The relative contribution of HSCs produced in the AGM region and the placenta to the final pool of adult HSCs
remains unknown. Definitive hematopoiesis involves the colonization of the fetal liver, thymus, spleen, and bone marrow.
In definitive hematopoiesis, long-term HSCs produce short-term HSCs, which in turn give rise to common myeloid progenitors
(CMPs) and common lymphoid progenitors (CLPs). CMPs produce megakaryocyte/erythroid progenitors (MEPs) and
granulocyte/macrophage progenitors (GMPs). CLPs produce B and T lymphocytes. The lower panel shows transcription
factors that regulate hematopoiesis in mammals. The stages at which hematopoietic development is blocked in the absence of
a given factor, as determined through gene knockout, are indicated by red loops. The factors in red are associated
with oncogenesis; those in black have not yet been found mutated in hematologic malignancies. Among the genes required
for HSC production, survival, or self-renewal are MLL, Runx1, TEL/EV6, SCL/tal1, and LMO2. These genes account in toto
for the majority of known leukemia-associated translocations in patients. From Orkin SH and Zon LI (2008) SnapShot:
Hematopoiesis Cell 132: 172.e1.
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stage of this process is controlled by specific tran-
scription factors. The identity of these factors (as with
HSC transcription factors) has been determined
largely through the study of conventional or condi-
tional gene knock-outs in mice and other model
organisms. The fact that most of these factors show
lineage and stage-restricted expression also provides
information about their function.

Transcription factors essential for the formation
of HCSs include SCL/tal-1 and its partner LMO2,
as well as Runx1 and its partner CBFb. The his-
tone methyltransferase MLL, which is necessary to
maintain HOX gene expression, also has a vital role
in hematopoiesis. In the absence of SCL/tal-1 and
LMO2, failure of both primitive and definitive
hematopoiesis is observed [8]. In the absence of

Runx1 or MLL, HSCs do not appear in the AGM
region of the mouse embryo [12–14]. A striking
observation is that this set of transcription factors
controlling HSC development account for the
majority of known leukemia-associated transloca-
tions in patients. These translocations either deregu-
late the expression of the locus or generate chimeric
fusion proteins [1].

A second set of transcription factors is required for
differentiation of HSCs into specific types of mature
blood cells, and the transcription factors involved in
the development of HSCs also have roles in later
hematopoietic development. Like the factors that
control HSC development, these lineage-specific fac-
tors have been identified largely through the study
of gene knockout models. As examples, loss of the
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Figure 16.2 Normal Hematopoietic cells. Upper left panels show the stages of erythrocyte (red blood cell) development;
lower left panels show the stages of granulocyte/monocyte development; upper right panels show differentiation of
megakaryocytes and platelets; lower right panels show lymphocytes. It should be noted that not all cells are shown to the
same scale. From Amos Cohen M.D. Rabin Medical Center, Israel (inter05@post.tau.ac.il).
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factor GATA-1 or its cofactor FOG results in failure of
erythroid and megakaryocytic differentiation, while
mice deficient in the transcription factor C/EBPa
lack GMPs and granulocytes [11]. A number of gen-
eral principles governing regulation of differentia-
tion by transcription factors have been proposed.
The first, known as lineage priming, is based on the
observation that earlier hematopoietic multipotential
progenitors and HSCs express markers of different
lineages at low levels [15]. This suggests that early
hematopoietic precursors have the potential to differ-
entiate into a number of cell types, and that differen-
tiation consists of the suppression of all but one of
the potential pathways. It also suggests the possibility
of some degree of plasticity in the differentiation pro-
cess. Another general observation is that many hema-
topoietic transcription factors appear to have dual
function, simultaneously promoting differentiation
toward one lineage while antagonizing factors that
promote other lineages [1]. An example of this

principle is the interaction between GATA-1, which
promotes erythroid differentiation, and PU.1/SPI1,
which promotes myeloid differentiation. PU.1/SPI1
physically interacts with GATA-1 to block its pro-ery-
throid activity, while GATA-1 blocks the formation
of a complex between PU.1/SPI1 and its cofactor
JUN. Other examples of antagonistic pairs of tran-
scription factors are EKLF and Fli-1 for erythroid ver-
sus megakaryocytic choice and Gfi-1 and PU.1/SPI1
for neutrophil versus monocyte differentiation [1].
The model of hematopoietic transcription factors act-
ing as antagonistic complexes suggests a final general
principle—that the precise concentration of tran-
scription factors in a cell may determine the choice
of differentiation pathway. A substantial body of evi-
dence supports the idea that transcription factor con-
centrations regulate hematopoietic differentiation
[1]. Figure 16.1 illustrates the point of action of
many transcription factors involved in hematopoiesis.

Hematopoietic transcription factor levels can be con-
trolled by both transcriptional and post-transcriptional
mechanisms. Recent studies on microRNAs (miRNAs)
suggest that they provide an additional mechanism for
controlling hematopoietic transcription factor levels.
MiRNAs bind to the 30-untranslated region of mRNAs
and suppress translation, and several have been shown
to affect the levels of transcription factors in hemato-
poietic cells [16].

Hematopoietic Differentiation and the Role
of Signal Transduction

During the processes of proliferation and differentia-
tion, cells respond to external signals such as growth
factors or cell-cell contacts. Growth factors act by
binding to a specific cell surface receptor and activat-
ing intracellular cascades which stimulate or suppress
downstream transcription factors. Many of the recep-
tors that regulate normal hematopoiesis are receptor
tyrosine kinases (RTKs), such as cFMS (receptor for
macrophage colony-stimulating factor/colony-stimu-
lating factor-1), FMS-related tyrosine kinase (FLT3,
receptor for FLT3-ligand), c-KIT (receptor for stem
cell factor), and platelet-derived growth factor receptor
(PDGFR) [17]. Ligand binding activates the tyrosine
kinase activity of these RTKs, which then phosphor-
ylate tyrosine residues on associated proteins, thereby
triggering cascades in which intracellular kinases are
sequentially phosphorylated and activated, until finally
the signal is transmitted to nuclear transcription
factors. Hematopoietic RTKs usually activate several
such cascades, including the Ras/Raf/ERK pathway,
the PIK3/Akt pathway, and the JAK/STAT pathway
(reviewed in [18]). The activation of these pathways usu-
ally favors cell proliferation and survival. Figure 16.4
illustrates several of the pathways commonly activated
in response to receptor tyrosine kinases.

Many leukemias are associated with mutations
which cause constitutive activation of RTKs (the recep-
tor tyrosine kinase is continuously active, even in the

Figure 16.3 Stem cell niche in adult bone marrow. HSCs
are found in the osteoblast niche adjacent to osteoblasts
that are under the regulation of bone morphogenetic
protein (BMP). Pathways involving Notch, wnt, and PGE-
2 stimulate HSC self renewal. HSCs are also found adjacent
to blood vessels (the vascular niche). The chemokine CXCL12
regulates the migration of HSCs from the circulation to the
bone marrow. The osteoblast and vascular niches in vivo lie
in close proximity or may be interdigitated. The marrow
space also contains stromal cells that support hematopoiesis
including the production of cytokines, such as c-Kit ligand,
that stimulate stem cells and progenitors. Other cytokines,
including interleukins, thrombopoietin, and erythropoietin,
also influence progenitor function and survival. From Orkin
SH and Zon LI (2008). Cell 132:631–644 (Figure 3).
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absence of ligand). This results in a continuous signal
to the cell favoring growth and survival. Two observa-
tions about mutations in leukemia led to the proposal
of the two-hit model of leukemogenesis. First, many
leukemia patients possess two types of mutation, one
affecting a hematopoietic transcription factor, such as
RUNX1/AML1, and the other affecting a receptor tyro-
sine kinase or signal-transduction molecule, such as
FLT3. Second, studies in model systems have shown
that many of the leukemia-associated mutations found
in patients are unable to induce leukemia by them-
selves, but can induce leukemia in combination with
other mutations. Therefore, the two-hit model pro-
poses that induction of leukemia requires the presence
of two types of mutation: (i) a class I mutation in a
receptor or signal-transduction molecule which con-
fers a proliferative or survival advantage, and (ii) a
class II mutation in a hematopoietic transcription fac-
tor which impairs differentiation [19]. This model is
almost certainly true for many leukemias, but it is not
yet clear if all or most leukemias require mutation of
more than one gene.

Spleen

The spleen is a lymphoid organ that also serves as a
blood filter. The arteries of the spleen are ensheathed

by lymphocytes, which form the white pulp. The white
pulp is further subdivided into a T-cell domain and a
B-cell domain. The spleen, along with the lymph
nodes, is a major repository for lymphocytes [20] and
a major site of adaptive immune response to foreign
antigens [21]. The remaining internal portion of the
spleen is composed of red pulp, which is designed to
filter foreign matter from the bloodstream, including
damaged blood cells.

Thymus

Mature mammalian T-cells originate in the bone mar-
row or fetal liver as pluripotent precursors, and these
cells then migrate to the thymus, where they prolifer-
ate extensively and differentiate into the various
mature T-cell lineages [22]. The sole function of the
thymus is to serve as the site of T-cell differentiation.
Beginning at puberty, the thymus involutes and
shrinks, until it eventually consists of groups of epithe-
lial cells depleted of lymphocytes.

Lymph Nodes

Lymph nodes are small glands located in many parts
of the body, mainly in the neck, under the arms, and
in the groin. Lymph vessels drain fluid from tissue,
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Figure 16.4 Signal transduction pathways involved in leukemia. The drawing on the left shows signaling of a receptor
tyrosine kinase (RTK) through Ras. Ligand binding causes phosphorylation of Grb-2 by the RTK and formation of a Grb-2/
SOS complex. Interaction of Grb-2/SOS with farnesylated (F) Ras-GDP causes conversion to active Ras-GTP, which in
turn phosphorylates Rac, Raf, and PI3K leading to stimulation of their respective pathways. The drawing on the right shows
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which then enters the lymph nodes via afferent lym-
phatic vessels [23]. Lymph nodes are composed of
multiple lymphoid lobules surrounded by lymph-
filled sinuses and enclosed by a capsule (Figure 16.5)
[24]. The smallest nodes may contain only one

lobule, while larger nodes may contain a great num-
ber. The lobules are divided into regions containing
spherical follicles separated by interfollicular cortex
and regions containing deep cortical units (DCUs).
The DCUs of adjacent lobules in a lymph node often

Figure 16.5 Lymph node structure. The left panel shows the simplest possible lymph node containing a single lobule. Lymph
from the afferent lymphatic vessel spreads over the apical surface in the subcapsular sinus and then flows through medullary
sinuses and exits via the efferent lymphatic vessel. The sinuses are spanned by a reticular meshwork, and the lobule contains
a denser meshwork indicated by darker, more condensed background. The meshwork provides a scaffold for lymphocytes,
antigen-presenting cells, and macrophages to interact. B cells home to follicles in the superficial cortex, where they interact
with dendritic cells. Three follicles are shown as small spheres. Follicles are surrounded and separated by interfollicular cortex.
In the deep cortex (paracortex) T cells home to the deep cortical unit (DCU) where they interact with dendritic cells. The right
panel shows an idealized section of a small lymph node containing three lymphoid lobules. Taken together, the follicles and
interfollicular cortex of these lobules constitute the superficial cortex of the mode, their deep cortical units the paracortex, and
their medullary cords and sinuses the medulla. Left lobe shows arterioles (red), venules (blue), and capillary beds (purple).
Center lobe as in left panel. Right lobe shows a micrograph from a rat mesenteric lobule as it appears in histological
section. From Cynthia L. Willard Mack (2006). Toxicologic Pathology 34:409 (Figures 1 and 2).
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fuse into large complexes [24]. Immature B-cells ori-
ginating in the bone marrow home to follicles where
they interact with follicular dendritic cells (FDCs).
FDCs trap antigen-antibody complexes that may be
collected from lymph carried into the follicle. If a
B-cell encounters its antigen displayed on a FDC, it
is stimulated to proliferate, and these proliferating
B-cells form distinctive germinal centers, which are
referred to as secondary follicles. A large number of
B-cells undergo apoptosis during this process of pro-
liferation and differentiation. In contrast to B-cells,
T-cells migrate to the paracortex and interfollicular
cortex and survey dendritic cells. The dendritic cells
that interact with T-cells form a separate class from
those that interact with B-cells; they collect and pro-
cess antigens in tissue and then migrate to the lymph
nodes. The interfollicular cortex and DCU serve as
corridors for the movement of B- and T-cells. Several
afferent lymphatic vessels enter the lymph node, but
each delivers a stream of lymph to a specific lobule.
After passing over the lobules, all the lymph streams
exit the lymph node through a single efferent vessel.
Thus, individual lobules are exposed to different sets
of antigens and cells collected from a specific drain-
age area by an individual afferent vessel. The con-
stant flow of lymph containing cells and antigens
collected from tissue allows the lymph nodes, like
the spleen, to serve as a major site of interaction
between foreign antigens and lymphocytes [21].

MYELOID DISORDERS

Anemia

Anemia is a condition in which the blood contains a
lower than normal number of red blood cells (RBCs),
or RBCs that do not contain enough hemoglobin (the
normal range is 4.2–6.1 million RBCs per microliter
and 12.1–17.2 grams of hemoglobin per deciliter).
Anemia may be caused either by lower than normal
production of RBCs or higher than normal rates of
RBC destruction. Nongenetic causes of anemia
include blood loss, iron deficiency, lack of folic acid
(vitamin B12), or chronic disease, all of which can
impede the production of RBCs. Higher than normal
rates of RBC destruction can be caused by inherited
disorders such as sickle cell anemia and thalassemia,
and certain enzyme deficiencies. Hemolytic anemia
occurs when the immune system mistakenly attacks
RBCs. Anemia may also be caused by myelodysplastic
syndromes, defined as one or more secondary blood
cytopenias (cell loss) caused by bone marrow
dysfunction.

Neutropenia

Neutropenia may occur as chronic idiopathic neu-
tropenia or severe congenital neutropenia [25].
Chronic idiopathic neutropenia is defined as any

Figure 16.5—Cont’d
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unexplained reduction in neutrophil count to below
average. The criteria for diagnosis are absolute neu-
trophil counts below 1.5–1.8 � 109/liter blood last-
ing more than 3 months, absence of evidence of
underlying disease associated with the neutropenia,
no history of exposure to radiation or chemicals
that might cause neutropenia, normal bone marrow
karyotype, and serum negative for antineutrophila
antibodies. Neutropenia caused by antineutrophil
antibodies is known as primary autoimmune neutro-
penia, and is most common in newborns, where it
shows a tendency to resolve spontaneously. Chronic
idiopathic neutropenia (CIN) is believed to result
from impaired bone marrow granulopoiesis, but the
precise molecular mechanism remains unknown. It
has been demonstrated that the bone marrow of
CIN patients contains activated T-cells producing
IFNg and Fas-ligand, as well as increased local pro-
duction of TNFa and TGFb1 and decreased produc-
tion of IL-10. These changes may lead to increased
apoptosis of neutrophil precursors.

Severe chronic neutropenia (SCN) is characterized
by life-long neutropenia with an absolute neutrophil
count under 0.5 � 109/liter, recurrent bacterial
infections, and arrest of neutrophil maturation at
the promyelocyte stage [25]. Approximately 60% of
patients with SCN carry mutations in the neutrophil
elastase (ELA2) gene. These patients fall into the
categories of dominant inheritance of the disease or
spontaneous acquisition of the disease. Mutations in
the ELA2 gene are also present in patients with cyclic
hematopoiesis, in which the number of neutrophils
and other blood cells oscillates in weekly phases.
Neutrophil elastase is a protease found in the gran-
ules of mature neutrophils. The ELA2 mutations
found in patients with SCN or cyclic hematopoiesis
induce the unfolded protein response (UPR) and
apoptosis [26,27]. Protein folding occurs in the
lumen of the endoplasmic reticulum; misfolded pro-
teins trigger the UPR, which leads to attenuation of
translation, expression of ER-resident chaparones,
and ER-associated degradation pathways. If this adap-
tive response is overwhelmed, apoptosis is induced.
Specific ELA2 mutations are associated with either
SCN or cyclic hematopoiesis, and it has been
hypothesized that cyclic hematopoiesis is caused by
ELA2 mutations, which cause a less drastic activation
of the UPR [26]. However, patients with SCN, unlike
those with cyclic hematopoiesis, also display a defi-
ciency of the transcription factor LEF-1, leading in
turn to reduced levels of the LEF-1 targets C/EBPa,
cyclin D1, c-myc, and survivin [28]. The LEF-1 defi-
ciency (not coupled to a mutation in the gene) is
present in SCN patients with either mutation of
ELA2 or the gene for HS-1-associated protein X
(HAX-1). This suggests that LEF-1 deficiency may
synergize with the ELA2 or HAX-1 mutations to pro-
mote neutropenia. In contrast to other SCN patients,
those who acquired the disease through recessive
inheritance lack mutations in the ELA2 gene but
carry mutations in the HAX-1 gene [25]. This form

of neutropenia was first described by Rolf Kostmann
and is also known as Kostmann’s disease. HAX-1 is a
mitochondria-targeted protein, containing Bcl-
2 homology domains, and is critical for maintaining
the inner mitochondrial membrane potential. Loss
of HAX-1 function causes increased apoptosis in mye-
loid cells [29]. It therefore appears that mutations in
either ELA2 or HAX-1 contribute to neutropenia by
causing enhanced levels of apoptosis in myeloid pre-
cursor cells.

Myelodysplastic Syndromes

Myelodysplastic syndromes (MDS) are diagnosed at a
rate of 3.6/100,000 people in the United States. The
MDS occur primarily in older patients (>60 years),
but occasionally in younger patients. Anemia, bleed-
ing, easy bruising, and fatigue are common, and
splenomegaly or hepatosplenomegaly may occasionally
be present [30]. The MDS are characterized by abnor-
mal bone marrow and bloodcell morphology. The
bone marrow is usually hypercellular, but approxi-
mately 15% of patients have hypoplastic bone marrow.
Circulating granulocytes are often severely reduced
and hypogranular or hypergranular. Early, abnormal
myeloid progenitors are identified in the marrow in
varying percentages, depending on the type of MDS.
Abnormally small megakaryoctyes may be seen in the
marrow and hypogranular or giant platelets in the
blood.

The MDS are classified according to cellular mor-
phology, etiology, and clinical features. The morpho-
logical classification is largely based on percent
myeloblasts in the bone marrow and blood, the type
of myeloid dysplasia, and the presence of ringed side-
roblasts [31]. Beginning in the late 1970s, the MDS
were classified according to the French-American-
British (FAB) classification scheme under the direction
of the FAB Cooperative Group. The FAB classification
scheme divides the MDS into refractory anemia, refrac-
tory anemia with ringed sideroblasts, refractory anemia
with excess blasts, refractory anemia with excess blasts
in transformation, and chronic myelomonocytic leuke-
mia. In 1997, a working group of pathologists under
the direction of the World Health Organization (WHO)
agreed to a new classification scheme for hematopoie-
tic and lymphoid malignancies [32]. The WHO
scheme attempts to correct weaknesses in the FAB
scheme, such as failure to take cytogenetic findings
into account. The WHO scheme divides the MDS into
refractory anemia, refractory anemia with multilineage
dysplasia, refractory anemia with ringed siderblasts,
refractory anemia with excess blasts, myelodysplastic
syndrome, unclassifiable, and myelodysplastic syn-
drome associated with del(5q).

Knowledge of the molecular defects underlying the
refractory anemias is currently limited. Recurrent dele-
tions of 5q31, 7q22, and 20q12 in MDS suggest that loss
of unidentified tumor suppressor genes within these
regions contributes to development of MDS [33].
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Recently mutations in the RUNX1 gene have been
associated with development of some types of MDS.
RUNX1 point mutations were observed in 23.6% of
patients with refractory anemia with excess blasts [34].
This suggests that loss of RUNX1 transcription factor
activity, which normally regulates hematopoietic stem
cell development and differentiation of some hemato-
poietic lineages, may contribute to the development
of some types of refractory anemia. Approximately
50% of patients with one particular type of refractory
anemia, refractory anemia with ringed sideroblasts
associated with thrombocytosis (RARS-T), have been
found to carry a mutation in the JAK2 gene, JAK2
V617F [35,36].

Myelodysplastic/Myeloproliferative Diseases

Myelodysplastic/myeloproliferative diseases have fea-
tures of both myelodysplastic syndromes and myelo-
proliferative disorders. A greater than normal number
of stem cells develop into one or more types of more
mature cells, and the blood cell number increases; but
there is also some degree of failure to mature properly.
The three main types of myelodysplastic/myeloprolifer-
ative diseases are chronic myelomonocytic leukemia
(CMML), juvenile myelomonocytic leukemia (JMML),
and atypical chronic myelomonocytic leukemia (aCML).
A myelodysplastic/myeloproliferative disease that does
not match any of the previous types is referred to as mye-
lodysplastic/myeloproliferative disease, unclassifiable
(MDS/MPD-UC).

Chronic Myelomonocytic Leukemia

Chronic myelomonocytic leukemia (CMML) is charac-
terized by the overproduction of myelocytes and
monocytes, as well as immature blasts. Gradually, these
cells replace other cell types, such as red cells and
platelets in the bone marrow, leading to anemia or
easy bleeding. The specific pathologic features of
CMML include persistent monocytosis of greater than
1 � 109/liter in the peripheral blood, no Philadelphia
chromosome (BCR/ABL fusion gene), fewer than 20%
blasts in the blood or bone marrow, and dysplasia
involving one or more myeloid lineages [37]. The
CMML bone marrow may exhibit hypercellularity
(75% of cases), a blast count of less than 20%, granu-
locytic and monocytic proliferation, micromegakaryo-
cytes or megakaryocytes with lobated nuclei (80% of
cases), and fibrosis (30% of cases) [37].

Clonal abnormalities are found in 20%–40% of
CMML patients, but none is specific [38]. Point muta-
tions in RAS genes are found in up to 40% of patients
with CMML, and approximately 3% contain the JAK2
V617F mutation [39].

Juvenile Myelomonocytic Leukemia

Juvenilemyelomonocytic leukemia (JMML) accounts for
2% of all childhood leukemias. The three required

criteria for a diagnosis of JMML are no Philadelphia
chromosome (BCR/ABL fusion gene), peripheral blood
monocytosis greater than 1 � 109/liter, and fewer than
20% blasts in the blood and bone marrow [40]. The
presence of two or more of the following minor criteria
is also required: fetal hemoglobin increased for age,
immature granulocytes in the peripheral blood, a white
blood cell count greater than 1� 109/liter, a clonal chro-
mosomal abnormality, and granulocyte-macrophage
colony-stimulating factor (GM-CSF) hypersensitivity of
myeloid progenitors.

The bone marrow of JMML patients may show hyper-
cellularity with granulocytic proliferation, hypercel-
lularity with erythroid precursors (some patients),
monocytes comprising 5%–10% of marrow cells, mini-
mal dysplasia, and reduced numbers of megakaryoctyes.

A distinctive characteristic of JMML leukemic cells
is their spontaneous proliferation in vitro due to their
hypersensitivity to GM-CSF [41]. This hypersensitivity
has been attributed to altered Ras pathway signaling
as a result of mutually exclusive mutations affect-
ing one of the pathway regulatory molecules includ-
ing the genes for RAS, PTPN11, and NF1 [39,42,43].
Thirty percent of JMML patients display PTPN11muta-
tions, while 15%–20% display either RAS mutations
or NF1 mutations. Ras is a GTP-dependent protein
(G-protein) localized at the inner side of the cell mem-
brane, and transduces signal from growth factor recep-
tors to downstream effectors [18]. Protein-Tyrosine
Phosphatase, Nonreceptor-type, 11 (PTPN11) encodes
the SHP-2 protein, which transmits signals from
growth factor receptors to Ras. Neurofibromatosis,
type 1 (NF1) is a tumor suppressor gene that inacti-
vates Ras through acceleration of Ras-associated GTP
hydrolysis [44]. Activating mutations in RAS or
PTPN11 or inactivating mutations in NF1 in JMML
cells all result in enhancement of signaling through
the Ras pathway and increased stimulus to proliferate
(Figure 16.4). This finding has stimulated interest in
molecules that inhibit the Ras pathway as possible
therapeutic agents [39].

Atypical Chronic Myelogenous Leukemia and
Myelodysplastic/Myeloproliferative Disease,
Unclassifiable

Atypical chronic myelogenous leukemia (aCML) is
characterized pathologically by the following: no Phi-
ladelphia chromosome (BCR/ABL fusion gene),
peripheral blood leukocytosis with increased num-
bers of mature and immature neutrophils, prominent
dysgranulopoiesis, neutrophil precursors accounting
for more than 10% of white blood cells, minimal
absolute basophilia (basophils less than 2% of white
blood cells), absolute monocytosis (monocytes less
than 10% of white blood cells), hypercellular bone
marrow with granulocytic proliferation and granulo-
cytic dysplasia, fewer than 20% blasts in blood or
bone marrow, and thrombocytopenia [45]. The cri-
teria for MDS/MPD-UC is mixed myeloproliferative
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and myelodysplastic features that cannot be assigned
to any other category of MDS, CMPD, or MDS/
MPD. Little is currently known about the molecular
pathology of aCML or myelodysplastic/myeloprolifer-
ative disease, unclassifiable (MDS/MPD-UC).

Chronic Myeloid Leukemia

Chronic myeloid leukemia (CML) is characterized by
less than 10% blasts and promyelocytes in peripheral
blood and bone marrow. The transition from chronic
phase to the accelerated phase and later blastic phase
may occur gradually over a period of 1 year or more,
or it may appear suddenly (blast crisis) [46]. Signs of
impending progression of CML include progressive
leukocytosis, thrombocytosis or thrombocytopenia,
anemia, increasing splenomegaly or hepatomegaly.
Accelerated phase CML is characterized by 10%–19%
blasts in either the peripheral blood or bone marrow,
and blast phase CML by 20% or more blast cells in
the peripheral blood or bone marrow. Blast crisis is
defined as 20% or more blasts plus fever, malaise,
and progressive splenomegaly [47]. Examination of
bone marrow shows a shift of the myeloid cells to more
immature forms that increase in number as the disease
progresses. The bone marrow is hypercellular, but the
spectrum of mature and immature granulocytes is
similar to that in normal marrow. The percentage of
lymphocytes is reduced in both blood and marrow,
and the ratio of erythroid to myeloid cells is usually
reduced [46].

The leukemic cells of almost all CMLpatients contain
a distinctive cytogenetic abnormality, the Philadelphia
chromosome. The Philadelphia chromosome is formed
by a reciprocal translocation between the long arms of
chromosomes 9 and 22, and results in the fusion of the
ABL gene on chromosome 9 to the BCR gene on chro-
mosome 22 [48]. The resulting fusion gene, BCR-ABL,
produces a fusion protein containing the oligomeriza-
tion and serine/threonine kinase domains of BCR
at the amino terminus and most of the ABL protein at
the carboxy-terminus. ABL is a nonreceptor tyrosine
kinase, and its activity is normally tightly regulated in
cells. The fusion of BCR sequences constitutively acti-
vates the ABL tyrosine kinase, transforming ABL into
an oncogene [49,50]. BCR-ABL, with the aid of media-
tor proteins, associates with Ras and stimulates its
activation; through stimulation of the Ras-Raf path-
way, BCR-ABL increases growth factor-independent
cell growth (Figure 16.6) [51]. BCR-ABL is also asso-
ciated with the Janus kinase and signal transducer
and activator of transcription (JAK-STAT) pathway.
BCR-ABL activates the phosphatidylinositol-3-kinase
(PI3K) pathway, suppressing programmed cell death
or apoptosis. BCR-ABL is associated with cytoskeletal
proteins leading to a decrease in cell adhesion, and
activates pathways that lead to an increase in cell
migration [51].

Knowledge of the role of BCR-ABL in the develop-
ment of CML led to the discovery of imatinib, a small
molecule ABL kinase inhibitor, a highly effective

therapy for early phase CML [52]. However, some
patients develop resistance to imatinib, usually caused
by point mutations in the kinase domain of BCR-ABL
that reduce sensitivity to imantinib [51]. To overcome
this problem, second generation of BCR-ABL inhibi-
tors are under development, as well as inhibitors which
target oncogenic signaling pathways downstream of
BCR-ABL [51].

Chronic Neutrophilic Leukemia

Chronic neutrophilic leukemia (CNL) is a rare disor-
der characterized by peripheral blood neutrophilia
(greater than 25 � 109/liter) and hepatosplenomegaly.
The bone marrow is hypercellular, and there is no
significant dysplasia in any cell lineage [53]. Cyto-
genetic studies are normal in 90% of patients.

Approximately 20% of CNL patients are positive for
the JAK2 V617F mutation [39]. JAK2 is a member of
the Janus family of tyrosine kinases (JAK1, JAK2,
JAK3, and TYK2), which are cytoplasmic kinases that
mediate signaling downstream of cytokine receptors

Figure 16.6 Targeting signaling pathways of BCR-ABL.
The BCR-ABL onco-protein chronically activates many diffe-
rent downstream signaling pathways to confer malignant
transformation in hematopoietic cells. For example, efficient
activation of PI3K, Ras and reactive oxygen species (ROS)
requires autophosphorylation on Tyr177, a Grb-2 binding site in
BCR-ABL. Also, activation of Src family tyrosine kinases have
been implicated in the BCR-ABL related disease process. A
selection of some inhibitors and pathways discussed in the text
are illustrated. From Walz C and Sattler M (2006). Critical
Reviews in Oncology/Hematology 57:145–164 (Figure 2).
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(Figure 16.4) [54]. Activation of a JAK-cytokine recep-
tor complex results in recruitment and phosphoryla-
tion of STAT proteins, which then translocate to the
nucleus and induce target gene transcription [55].

Polycythemia Vera

In polycythemia vera (PV) too many red blood cells are
made in the bone marrow, and the blood becomes
thickened with red blood cells. The extra red cells may
collect in the spleen, causing it to swell, or may cause
bleeding problems and clots [56]. In addition to a blood
count, certain specialized tests are used to diagnose
polycythemia vera. An arterial blood gas test may be
administered to measure the oxygen, carbon dioxide,
and pH of the blood. Tests to check serum erythropoie-
tin levels (a hormone that stimulates red blood cell pro-
duction) and leukocyte alkaline phosphatase levels (an
enzyme in leukocytes) may also be administered.

Between 65% and 97% (depending on the study) of
polycythemia vera patients have the JAK2 V617F muta-
tion [57]. As mentioned in the previous section, JAK2
is one of a family of cytoplasmic tyrosine kinases which
mediate signaling by growth factor receptors. The
V617F mutation changes JAK2 amino acid 617 from
valine to phenylalanine, and creates a constitutively
active form of JAK2 [58,59]. Valine 617 is located in
the pseudokinase domain, which is believed to sup-
press the activity of the JAK2 catalytic domain; there-
fore, the V617F mutation could disrupt inhibition of
the catalytic domain [60]. JAK2 V617F also escapes
negative regulation by the suppressor of cytokine sig-
naling 3 protein [61]. Whatever the precise mecha-
nism, JAK2 V617F renders cells hypersensitive to the
growth-stimulating effects of the erythroid growth
factor erythropoietin [58,59] and other growth factors
[39]. Constitutive activation of the JAK/STAT, PI3K,
ERK, and Akt signal-transduction pathways is also
observed in the presence of JAK2 V617F [39], all of
which may promote cell proliferation.

Some of the small number of PV patients who are
negative for the JAK2 V617F mutation have been
found to carry one of four mutations in JAK2 exon
12 (F537–K537delinsL, H538QK539L, K539L, or
N542–E543del). These mutations have effects similar
to those of JAK2 V617F [62].

The role of JAK2 V617F in myeloproliferative disor-
ders has stimulated interest in JAK inhibitors as possi-
ble therapeutic agents, although no current JAK
inhibitors are candidates because of their lack of spec-
ificity. Current effort is focused on the development of
specific JAK2 inhibitors for use in clinical trials [39].

Essential Thrombocythemia

Essential thrombocythemia (ET) causes an abnormal
increase in the number of platelets in the blood and
bone marrow. This may inhibit blood flow and lead
to problems such as stroke or heart attack [63]. Like
PV patients, a high percentage (approximately 50%)
of essential thrombocythemia patients carry the JAK2
V617F mutation [39]. This raises the question of how

a single mutation can give rise to several different dis-
eases. Among the theories suggested are transforma-
tion of different types of hematopoietic stem or
progenitor cells, different genetic backgrounds, or
the effects of additional somatic mutations [57]. Trans-
formation of different types of hematopoietic cells is
considered unlikely by some because of the belief that
the JAK2 V617F mutation occurs at the level of the
hematopoietic stem cell in all cases. It is considered
more likely that the activity of JAK2 V617F is modified
by gene dosage, JAK2 polymorphisms, or cooperating
mutations in JAK2-interacting proteins [57].

Chronic Idiopathic Myelofibrosis

Chronic idiopathic myelofibrosis (CIMF) is character-
ized by the production of too few red blood cells and
too many white cells and platelets. An important con-
stant is the production of too many megakaryocytes,
which results in overproduction of platelets and cyto-
kine release in the bone marrow. The cytokines stimu-
late the development of fibrous tissue in the marrow
[64]. Megakaryocytes can become so abnormal that
platelet production is decreased in some patients.

Approximately 50% of patients with myelofibrosis
carry the JAK2 V617F mutation [39]. As discussed previ-
ously, the JAK2 V617F mutation is also found in patients
with PV or ET. Which of these diseases develops as a
result of the mutation is thought to depend on genetic
background or the presence of secondary mutations.
The three diseases are also related to some degree.
About 10%–15% of cases of myelofibrosis begin as
either PV or ET [64].

A small number of patients with myelofibrosis (about
5%) carry a mutation in theMPL gene,MPLW55515L/
K [39]. Myeloproliferative leukemia virus oncogene (or
MPL) encodes the receptor for thrombopoietin, an
essential growth factor for megakaryocytes and platelet
production [65]. Thrombopoietin acts through MPL
and the JAK/STAT signal transduction pathway to stim-
ulate proliferation of megakaryocytes. Mutations in
MPL have been observed in familial thrombocytosis
and congenital omegakaryocytic thrombocytopenia,
but not in other myeloproliferative diseases [39]. How-
ever, expression ofMPL is decreased in megakaryocytes
from patients with PV and ET [66,67]. In PV, the reduc-
tion in MPL function is due to post-translational hypo-
glycosylation and defective membrane localization
[68], while reduced MPL transcription is observed in
ET [69].

Chronic Eosinophilic Leukemia/
Hypereosinophilic Syndrome

In chronic eosinophilic leukemia (CEL), a clonal pro-
liferation of eosinophilic precursors results in persis-
tently increased numbers of eosinophils in the blood,
bone marrow, and peripheral tissues [70]. Specific
characteristics of CEL include an eosinophil count of
at least 1.5 � 109/liter, evidence for clonality of eosino-
phils or an increase in blasts in the blood or bone
marrow. Often it is impossible to prove clonality of
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eosinophils, in which case the diagnosis is hypereosi-
nophilic syndrome.

CEL may be divided into three classes based on the
presence or absence of mutations in the PDGFRA
(platelet-derived growth factor receptor A) or PDGFRB
genes. The mutations all take the form of fusion genes,
and the most widely studied is the FIP1L1–PDGFRA
fusion [71]. This fusion causes constitutive activation
of the PDGFRA tyrosine kinase activity by disruption
of the PDGFRA autoinhibitory juxtamembrane motif.
FIP1L1 sequences are not actually required for trans-
forming activity [72]. The active FIP1F1–PDGFRA
kinase stimulates the JAK/STAT, PI3K, ERK, and Akt
signal-transduction pathways leading to increased sur-
vival and proliferation [17]. Other PDGFRA fusion
mutations are associated with CEL, including KIF5B-
PDGFRA, BCR-PDGFRA, and CDK5RAP2–PDGFRA. How-
ever, in all cases the PDGFRA breakpoint occurs in the
region of the juxtamembrane motif [39].

Patients who carry the FIP1L1–PDGFRA fusion also
develop a particular form of CEL, with symptoms of
both CEL and systemic mastocytosis (SM), referred to
as CEL-SM. These patients also respond very well to
imatinib therapy [73].

PDGFRB fusion mutations can produce CMML with
eosinophilia, JMML with eosinophilia, AML with eosin-
ophilia, or UMPD with eosinophilia, which can be clas-
sified as CEL-UMPD [39]. In most of these mutations,
PDGFRB is fused to the N-terminal segment of a pro-
tein that encodes for one or more oligomerization
domains. As in the case of PDGRFA fusion mutations,
the PDBRFB fusions produce a constitutively active
form of PDGFRB, and patients who carry PDGFRB
fusions respond well to treatment with imatinib [74].

Chronic Basophilic Leukemia

Chronic basophilic leukemia (CBL) is an extremely rare
disorder, and there is some disagreement about whether
it is a separate clinical entity [75]. Four patients with a
chronic myeloid disorder but negative for the BCR-ABL
fusion were identified in the Mayo clinic database from
1975 to 2003. All cases were characterized by prominent
basophilia, and had manifestations of basophil media-
tor-release (ulcerative disease, hyperhistaminemia, co-
agulopathy, pruritus, and urticaria). The bone marrow
was hypercellular with trilineage hyperplasia and baso-
philia, and bone marrow and peripheral blood showed
a lesser degree of eosinophilia. Dysmegakaryopoiesis,
with small mononucleated and binucleated forms, was
observed. Little is known about the cytogenetics of this
disease.

Systemic Mastocytosis

Systemic mastocytosis (SM) is a rare disease in which
too many mast cells are found in skin, bones, joints,
lymph nodes, liver spleen, and the gastrointestinal
tract [76]. The FIPILI-PDGFRA fusion causes a disease
with symptoms of both chronic eosinophilic leukemia
and systemic mastocytosis (CEL-SM). Remaining cases
of SM may be divided into those associated with a

mutation in the c-KIT gene and those without this
mutation [77]. The oncogene c-KIT encodes a recep-
tor tyrosine kinase. c-KIT and its ligand stem cell factor
(SCF) are required for the growth and survival of nor-
mal mast cells [78]. SCF ligation to c-Kit activates the
Ras/Raf/Erk cascade, the PI3K/Akt pathway, the
shp/rac/JNK/c-jun pathway, and the NFkB pathway.
Activation of the PI3K/Akt and NFkB pathways have
been shown to be necessary for mast cell proliferation
[79–81]. Systemic mastocytosis patients carry mutations
which cause ligand-independent activation of c-Kit,
including D816V, D820G, V560G, D816Y, E839K,
D816F, and F522C [39]. Among adult cases of SM, the
reported incidence of the D816V mutation ranges from
30% to 100%, andmay depend on the study population.
The wild-type, V560G, and F522C c-Kit proteins are
sensitive to imatinib, but D816Vmutant c-Kit is not [77].

Stem Cell Leukemia-Lymphoma Syndrome

Stem cell leukemia-lymphoma syndrome (SCLL) is
characterized by concurrent lymphoma, myeloid pro-
liferation/eosinophila often evolving to AML, and
cytogenetic abnormalities involving 8p11 [82]. Both
myeloid and lymphoid cells exhibit one of a number
of 8p11 translocations, all involving the fibroblast
growth factor receptor-1 (FGFR1) gene [39]. These
translocations cause constitutive activation of FGFR1
by fusing a dimerization domain from the fusion part-
ner to FGFR1, a mechanism similar to that observed
with the PDGFRB fusions associated with CEL-UMPD.
FGFR1 is a receptor tyrosine kinase which when acti-
vated stimulates the Ras/Raf/Erk and PI3K/Akt signal
transduction cascades [83].

Chronic Myeloproliferative Disease,
Unclassifiable

Unclassified myeloproliferative disorder (UMPD) is a
category for all cases that do not fit well into the other
categories. Examples include patients with CML-like
symptoms who are BCR-ABL negative. This disorder is
sometime referred to as atypical CML or BCR-ABL-neg-
ative CML. As many as 25% of these patients may carry
the JAK2 V617F mutation [39,77].

Acute Myeloid Leukemia

Normal myeloid stem cells eventually develop into
granulocytes, macrophage/monocytes, and megakary-
ocytes. In acute myeloid leukemia (AML), myeloid
stem cells usually develop into a type of immature
white blood cell called myeloblasts which are abnormal
and do not differentiate. For many years, the different
categories of AML were described by the French-
American-British (FAB) classification scheme. The eight
FAB subtypes are M0 (undifferentiated AML); M1
(myeloblastic, without maturation); M2 (myeloblastic,
with maturation); M3 (promyelocytic), or acute pro-
myelocytic leukemia (APL); M4 (myelomonocytic);
M4eo (myelomonocytic together with bone marrow
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eosinophilia); M5 monoblastic leukemia (M5a) or
monocytic leukemia (M5b); M6 (erythrocytic), or ery-
throleukemia; M7 (megakaryoblastic) [84].

Beginning in 1997, the World Health Organization
(WHO) developed a new classification scheme for acute
myeloid leukemias that attempts to incorporate mor-
phology, cytogenetics, and molecular genetics [85].
The WHO scheme also reduced the required blast per-
centage in the blood or bone marrow for a diagnosis of
AML from 30% to 20%. The category of AML with char-
acteristic genetic abnormalities is associated with high
rates of remission and favorable prognosis [85].

AML with t(8;21)(q22;q22)

One of the most common genetic abnormalities in
AML is (8;21)(q22;q22), which accounts for 5%–12%
of all cases of AML [86]. AML with translocation
(8;21)(q22;q22) previously fell into FAB classification
M2, and is characterized by large blasts often contain-
ing azurophilic granules, Auer rods (found in mature
neutrophils), smaller blasts in the peripheral blood,
dysplasia in the bone marrow (with promyelocytes,
myelocytes, and mature neutrophils), abnormal
nuclear segmentation, increased eosinophil precur-
sors, reduced monocytes, and normal erythroblasts
and megakaryocytes. t(8;21) generates the fusion gene
AML1-ETO, which fuses sequences coding the amino-
terminal portion of the transcription factor RUNX1
(formerly AML1) to almost the entire coding region
of RUNX1T1 (formerly ETO or MTG8). The resulting
fusion protein contains the DNA-binding domain
(runt domain) of RUNX1 fused to the RUNX1T1 co-
repressor protein [87]. Numerous studies in model sys-
tems have demonstrated that expression of the AML1-
ETO protein alone is insufficient to induce leukemia
but can induce leukemia in cooperationwith othermuta-
tions [86]. Expression of AML1-ETO does lead to some
inhibition of myeloid, lymphoid, and erythroid differen-
tiation, as well as promotion of stem cell self-renewal
[88,89]. This is thought to predispose hematopoietic
stem cells to leukemia development. It was formerly
believed that AML1-ETO changed gene expression pat-
terns bydominant-negative suppressionofRUNX1 target
genes. However, subsequent gene expression studies
found the AML1-ETO activated as many genes as it
repressed, suggesting that AML1-ETO promotes leuke-
mogenesis by complex effects on gene expression
[88,89]. Model studies suggest that the carboxy-terminus
of the ETO/RUNX1T1 protein actually suppresses leu-
kemia development, since mutations or deletions in this
region allow AML1-ETO to promote leukemia develop-
ment without the need for additional mutations [88].
Presumably when full-length AML1-ETO is expressed,
such mutations are needed to overcome the antileuke-
mogenic effects of its carboxy-terminal sequences.
Among the oncogenic proteins known to promote leuke-
mia development in cooperation with AML1-ETO
expression are the TEL-PDGFRb fusion protein and the
FLT3 internal duplication (FLT/ITD), both of which
stimulate growth-promoting signal-transduction path-
ways. AML1-ETO will also promote leukemia when

expressed in cells lacking the cell cycle inhibitor p21/
WAF1/CDKN1A (reviewed in [88]).

AML with inv(16)(p13q22) or t(16;16)(p13q22)

AML with inv(16)(p13q22) or t(16;16)(p13q22) com-
prises 10%–12% of all cases of AML, and is predomi-
nant in younger patients [85]. This type of AML was
formerly classified as FAB type M4, and is character-
ized by monocytic and granulocytic differentiation,
abnormal eosinophils with immature granules often
with eosinophilia, Auer rods in myeloblasts, and
decreased neutrophils in the bone marrow.

Both inv(16)(p13q22) and t(16;16)(p13q22) result in
the fusion of the core binding factor-b (CBFb) gene
located at 16q22 to the smooth muscle myosin heavy
chain (MYH11) gene at 16p13. CBFb has no DNA-
binding domain, but forms a heterodimer with the
AML1/RUNX1 transcription factor and stabilizes
AML1/RUNX1 binding to DNA [87]. Since the
RUNX1 and CBFb proteins function as a heterodi-
meric transcription factor, the leukemic fusion protein
AML1-ETO and the CBFb/MYH11 fusion protein are
predicted to disrupt expression of a similar set of tar-
get genes. CBFb/MYH11 binds to RUNX1 with a much
higher affinity than CBFb, and two mechanisms have
been proposed by which CBFb/MYH11 may disrupt
normal RUNX1/CBFb activity [90,91]. CBFb/MYH11
may sequester RUNX1 in the cytoplasm through the
interaction of the MYH11 region with the actin cyto-
skeleton, or the MYH11 sequences may recruit co-
repressors when bound with RUNX1 to promoters in
the nucleus. It is not yet clear if CBFb/MYH11 utilizes
one or both mechanisms.

As was observed with AML1-ETO, expression of
CBFb/MYH11 in model systems was not sufficient for
leukemogenesis unless secondary mutations are intro-
duced. Secondary mutations that can produce AML
in cooperation with CBFb/MYH11 include loss of the
cell cycle inhibitors p14ARF, p16INK4a, or p19ARF,
or co-expression of FLT3–ITD [92–94]. In patients
with inv(16)(p13q22) or t(16;16)(p13q22), 60%–70%
have activating mutations in one of the following:
FLT3, c-KIT (receptor tyrosine kinases), N-RAS, or
K-RAS (signal-transduction proteins) [95]. This sug-
gests that each of these mutations can in fact cooper-
ate with CBFb/MYH11 to induce leukemia.

Acute Promyelocytic Leukemia—AML
with t(15;17)(q22q12)

Acute promyeloctyic leukemia (APL) comprises 5%–
8% of all cases of AML and is found as typical APL
or microgranular APL. Common features of typical
APL include promyelocytes with kidney-shaped or
bilobed nuclei, cytoplasm densely packed with large
granules, bundles of Auer rods in the cytoplasm, larger
Auer rods than other types of AML, strongly positive
myeloperoxidase reaction in all leukocytes, and only
occasional promyelocytes in the blood. Features of
microgranular APL include bilobed nuclei, scarce
or absent granules, a small number of abnormal
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promyelocytes with visible granules and bundles of Auer
rods, high leukocyte count in the blood, and a strongly
positive myeloperoxidase reaction in all promyelocytes
[85]. APL was formerly classified as FAB type M3.

In over 98% of cases, the retinoic acid receptor alpha
(RARa) gene at 17q12 is fused to the PML gene at 15q22.
In rare cases, RARa is fused to another gene, including
PLZF, NuMa, NPM, or STAT5b [96]. Retinoid signaling
is transmitted by two families of nuclear receptors, reti-
noic acid receptor (RAR) and retinoid X receptor
(RXR), which form RAR/RXR heterodimers. In the
absence of ligand, the RAR/RXR heterodimer binds to
target gene promoters and represses transcription.
When a ligand (such as retinoic acid) binds to the com-
plex, it induces a conformational change which trans-
forms the heterodimer into a transcriptional activator.
The PML-RARA fusion protein created by t(15;17)
(q22q12) binds to RAR/RXR target genes and acts as a
potent transcriptional repressor which is not activated
by physiological concentrations of ligand. This is due
to the fact that all the oncogenic fusion partners of
RARa provide a dimerization domain, which results in
a dimerized fusion protein with two corepressor binding
sites instead of the one found in the RAR/RXR
complex. However, recent studies suggest that the
PML-RARA fusion protein must have other oncogenic
properties, since enforced corepressor binding onto
RARA does not initiate APL in model systems [96].
Recent models suggest the PML-RARA leukemogenesis
combines enhanced corepressor recruitment and
relaxed target specificity to both enhance repression of
some genes and target genes not normally bound by
RAR/RXR. This disruption of normal gene expression
is thought to affect two pathways: myeloid progenitor
cell self-renewal and promyelocyte differentiation.

APL is highly sensitive to treatment with all-trans reti-
noic acid (ATRA), which overcomes the enhanced
repression by PML-RARA and induces differentiation of
leukemic cells [97]. Although effective, treatment with
ATRA alone will cause progressive resistance to the drug,
resulting in relapse in 3–6 months. To overcome this
problem, treatment of APL now employs a combination
of ATRA and other agents, such as the proapoptotic arse-
nic compound arsenic trioxide (ATO). ATRA and ATO
are believed to synergistically enhance differentiation
signaling pathways in leukemic cells [97].

AML with 11q23 Abnormalities

AML with 11q23 abnormalities are associated with
aberration of the MLL gene and comprise 5%–6% of
all cases of AML. Two groups of patients show a high
frequency of this type of AML: infants and adults with
therapy-related AML, usually occurring after treatment
with topoisomerase inhibitors. The latter is classified
separately and will be discussed later. Common mor-
phologic features include monoblasts and promyelo-
cytes predominant in the bone marrow and showing
strong positive nonspecific esterase reactions. AML
due to 11q23 abnormalities can be associated with
acute myelomonocytic, monoblastic, and monocytic
leukemias (FAB M4, M5a, and M5b classifications)

and more rarely with leukemias with or without matu-
ration (FAB M2 and M1) [85].

The MLL gene encodes a DNA-binding protein that
methylates histone H3 lysine 4 (H3K4). MLL knockout
studies indicate that MLL is necessary for proper regula-
tion of Hox gene expression. Hox genes are a family of
transcription factors that regulate many aspects of tissue
development.TheprecisemechanismbywhichMLL reg-
ulates gene expression has not yet been determined. All
MLL translocations contain the first 8–13 exons of MLL
and a variable number of exons from a fusion partner
gene. At least 52 MLL fusion partner genes have been
described, and these fusion partners have diverse func-
tions. Some are nuclear proteins involved in control of
transcription and chromatin remodeling; others are cyto-
plasmic proteins which interact with the cytoskeleton
[98]. AllMLL fusionproteins have lost the domainneces-
sary for H3K4 methylation. It is believed that leukemo-
genesis mediated by MLL fusion proteins involves
disruption of normal gene expression patterns regulat-
ing stem cell differentiation and self-renewal. In some
cases the MLL fusion is believed to reactivate the self-
renewal program in committed myeloid progenitors
[98]. The protein domains contributed by the MLL
fusion partners are believed to contribute to leukemo-
genesis through their effects on transcription, chromatin
remodeling, and protein-protein interactions.

AML Associated with FLT3 Mutation

Activating mutations in the Fms-like tyrosine kinase
(FLT3) are present in 20%–30% of all cases of de novo
AML. Although FLT3 mutations can be associated with
all the major leukemic translocations (AML1-ETO,
CBFb-MYH11, PML-RARa, MLL fusions), the majority of
cases of AML with FLT3 mutations are cytogenetically
normal [19]. Other common clinical features are leuko-
cytosis and monocytic differentiation. Patients with
FLT3 mutations are reported to have an increased rate
of relapse and reduced overall survival [99].

Two major types of FLT3mutation are found in AML
patients. An internal tandem duplication (ITD) of the
regionof the gene encoding the juxtamembranedomain
is found in 25%–35% of adult and 12% of childhood
AML [19,100]. The second type ofmutation is amissense
mutation in the activation loop of the tyrosine kinase
domain, commonly affecting codon D835. Both types of
mutation result in constitutive phosphorylation of the
FLT3 receptor in the absence of ligand and activation
of downstream signaling pathways including the PI3K/
AKT pathway and the Ras/Raf/ERK pathway.

Studies using model systems have shown that mutated
FLT3 alone is not enough to cause the development of
AML. In this respect, FLT3 is similar to fusion proteins
such as AML1-ETO or CBFb-MYH11. It is hypothesized
that all these mutated proteins require the presence of
secondary mutations for AML development.

AML with Multilineage Dysplasia

The characteristics of AML with multilineage dysplasia
include 20% or more blasts in the blood or bone
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marrow and dysplasia in two or more myeloid cell types,
generally including megakaryocytes [85]. To qualify as
AMLwithmultilineage dysplasia, dysplasiamust be pres-
ent in 50% or more of the cells in at least two lineages
and must be present in a pretreatment bone marrow
specimen. This classification of AML includes those
formerly classified by the FAB system as acute ery-
throid-myeloid leukemia (M6a) and acute myeloblastic
leukemia (M2). In some cases this type of AML arises
following a myleodysplastic syndrome (MDS). Diseases
that were formerly classified as refractory anemia with
excess blasts in transformation (RAEB-t) now fall into
the category AML with multilineage dysplasia.

Numerous chromosomal abnormalities involving gain
or loss of large segments of certain chromosomes, pre-
dominantly chromosomes 5 and 7, are observed in AML
with multilineage dysplasia, but little is known of the spe-
cific genes affected by these rearrangements [101].

Therapy-Related AML and MDS

This class includes both AML and MDS that arise after
chemotherapy or radiation therapy. These diseases are
classified according to the mutagenic agents used for
treatment, but it can be difficult to attribute a second-
ary AML to a specific agent because treatment often
involves multiple mutagenic agents [102].

Alkylating Agent-Related AML Alkylating agent-related
AML usually occurs 5–6 years after exposure to the
agent. Typically, this condition is first observed as an
MDS with bone marrow failure. Approximately 66% of
such cases can be diagnosed as refractory anemia with
multilineage dysplasia (RCMD) and another 25% are
diagnosed as refractory anemia with excess blasts
(RAEB). Some cases evolve into AML, which may corre-
spond to acute myeloid leukemia with maturation (FAB
class M2), acute monocytic leukemia (M5b), AMML
(M4), erythroleukemia (M6a), or acute megakaryoblas-
tic leukemia (M7) [103].

Cytogenetic abnormalities are observed in more than
90% of cases of therapy-related AML/MDS. Complex
abnormalities are the most common finding, often
including chromosomes 5 and 7. Recent studies have
shown that many patients with therapy-related MDS or
AML carry pointmutations in p53 (24%of cases),RUNX1
(16% of cases), or various other oncogenes [104]. An
association between p53 point mutations and chromo-
some 5 aberrations, and between RUNX1 mutations and
chromosome 7 aberrations has been observed, suggest-
ing that these sets of mutations may cooperate in the
development of therapy-related AML/MDS.

Topoisomerase II Inhibitor-Related AML Topoisomer-
ase II inhibitor-related AML may develop in patients
treated with the topoisomerase II inhibitors etoposide,
teniposide, doxorubicin, or 4-epi-doxorubicin [103].
Development of AML is observed approximately two
years after treatment, and is most commonly diagnosed
as acute monoblastic or myelomonocytic leukemia.

AML resulting from treatment with topoisomerase
poisons such as etoposide are predominantly associated

with translocations of theMLL gene at 11q23. Of leuke-
mias that are associated withMLL, 5%–10% are therapy-
related. Translocations involving other genes associated
with leukemogenesis, such as RUNX1/AML1, CBFb, and
PML-RARA have also been observed [105].

AML Not Otherwise Categorized

Cases of AML that do not fall into the other categories
are placed in this category. Classification within this
category is based on morphology, cytochemistry, and
maturation, since these cases lack distinguishing cyto-
genetic markers [106]. Classifications are shown in
Table 16.1.

Acute Leukemias of Ambiguous Lineage

Acute leukemias of ambiguous lineage (also mixed phe-
notype acute leukemias or hybrid acute leukemias) are
leukemias in which the features of the blast population
do not allow classification into myeloid or lymphoid cate-
gories or share features of both myeloid and lymphoid
cells [107].

LYMPHOCYTE DISORDERS

Disorders of lymphocytes include deficiency of lym-
phocytes (lymphopenia) and overproliferation of lym-
phocytes. Overproliferation of lymphocytes is due to
either reactive proliferation of lymphocytes (lymphocy-
tosis) or to neoplastic problems.

Lymphopenia

Lymphopenia is defined by less than 1,500 lymphocytes/
microliter of blood in adults and less than 3,000 lympho-
cytes/microliter of blood in children. Lymphopenia is
relatively rare compared to other leukopenias involving
granulocytic cells mentioned previously. Some lympho-
penias are due to genetic abnormalities, which are
categorized as congenital immunodeficiencies.Most lym-
phopenias are due to viral infection, chemotherapy,

Table 16.1 Classifications for AML
(not otherwise classified)

1. Acute myeloblastic leukemia, minimally differentiated
(FAB M0)

2. Acute myeloblastic leukemia without maturation (FABM1)
3. Acutemyeloblastic leukemiawithmaturation (FABM2)
4. Acute promyelocytic leukemia (FAB M3)
5. Acute myelomonocytic leukemia (FAB M4)
6. Acute monoblastic leukemia and acute monocytic

leukemia (FAB M5a and M5b)
7. Acute erythroid leukemias (FAB M6a and M6b)
8. Acute megakaryoblastic leukemia (FAB M7)
9. Variant: AML/transient myeloproliferative disorder in

Down syndrome
10. Acute basophilic leukemia
11. Acute panmyelosis with myelofibrosis
12. Myeloid sarcoma
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radiation, undernutrition, immunosuppressant drug
reaction, and autoimmune diseases.

Lymphocytosis

Lymphocytosis can be divided into relative lymphocyto-
sis and absolute lymphocytosis. In human white blood
cells, 20%–40% are lymphocytes. When the percentage
exceeds 40%, it is recognized as relative lymphocytosis.
When the total lymphocyte count in blood is more than
4,000/microliter in adults, 7,000/microliter in older
children, and 9,000/microliter in infants, the patient is
diagnosed with absolute lymphocytosis.

The best known lymphocytosis is infectious mononu-
cleosis. This disease is due to an infection of Epstein-
Barr Virus (EBV). EBV infection at an early age will
not show any specific symptoms. However, infection in
adolescents and young adults can cause more severe
problems (Kissing Disease), such as fever, sore throat,
lymphadenopathy, splenomegaly, hepatomegaly, and
increased atypical lymphocytes in blood. EBV is a mem-
ber of the herpesvirus family. It encodes about 100 pro-
teins. EBV infects B-lymphocytes. In a minority of
infected B-cells, EBV infection occurs in the lytic form,
which induces cell lysis and virus release. In a majority
of cells, EBV infection is nonproductive and the virus
is maintained in latent form. The cells with latent
viruses are activated and undergo proliferation, and
also produce specific antibodies against the virus. The
massive expansion of monoclonal or oligoclonal cyto-
toxic CD8þ T-cells presented as atypical lymphocytes
in peripheral blood is the major feature of infectious
mononucleosis [108]. Such strong humoral and cellu-
lar responses to EBV eventually highly restrict EBV
infection.

Lymphadenopathy

Lymphadenopathy refers to the enlargement of lymph
nodes. This is a frequent clinical problem. Infection,
autoimmune disorders, and neoplasms can induce
lymphadenopathy. Lymphadenopathy due to neoplasms
(neoplastic lymphadenopathy) will be discussed in more
detail in the following sections.

Non-neoplastic lymphadenopathy is the consequ-
ence of a variety of infections and inflammatory stim-
ulation triggered proliferation of lymph node cells.
Depending on the type of antigen, the major cell
types involved in the expansion can be B-lymphocytes,
T-lymphocytes, macrophages, or quite frequently a mix-
ture of them. Sometimes, non-neoplastic lymphadenop-
athy may be hard to distinguish from lymphoma. More
careful diagnoses are required.

Neoplastic Problems of Lymphocytes

Lymphocytic leukemia and lymphoma are the two
major groups of lymphoid neoplasms. Leukemia and
lymphoma do not have a very clear distinction, and
the use of the two terms can be confusing. In general,

the term lymphocytic leukemia is used for neoplasms
involving the general area of the bone marrow and
the presence of a large number of tumor cells in
the peripheral blood; lymphomas show uncontrolled
growth of a tissue mass of lymphoid cells. However,
quite often, especially at the late stage of lymphoma,
tumor cells originating from the lymphoma mass may
spread to peripheral blood and produce a phenotype
similar to leukemia.

The second important issue is the classification of
lymphocytic neoplasms. According to the World Health
Organization classification, lymphocytic neoplasms are
divided into five major categories: (i) precursor B-cell
neoplasms, (ii) peripheral B-cell neoplasms, (iii) pre-
cursor T-cell neoplasms, (iv) peripheral T-cell neo-
plasms, and (v) Hodgkin’s lymphoma.

Detailed information on this classification is shown
in Table 16.2. It is important to mention that all lym-
phoid neoplasms develop from a single transformed
lymphoid cell. Furthermore, the transformation hap-
pens after the rearrangement of antigen receptor
genes, including T-cell receptors and immunoglobulin
heavy and light chains. Therefore, antigen receptor
patterns are generally used to distinguish monoclonal
neoplasms from polyclonal reactive lymphadenopathy.

Although there are many different lymphocytic
malignancies (as listed in Table 16.2), the majority
of adult lymphoid neoplasms are one of four dis-
eases: follicular lymphoma, large B-cell lymphoma,
chronic lymphocytic leukemia/small lymphocytic
lymphoma, and multiple myeloma; and the majority
of childhood lymphoid neoplasms are one of two dis-
eases: acute lymphoblastic leukemia/lymphoma and
Burkitt lymphoma.

Acute Lymphoblast Leukemia/Lymphoma

Acute lymphoblast leukemia/lymphoma (ALL) is most
common between the age of 2 and 5 years although it
affects both adults and children. The majority of ALL
is pre-B-cell leukemia. Pre-T-cell leukemia is often
reported in adolescent males. Currently, effective treat-
ment of ALL has reached a cure rate of 80% in children,
although adult ALL is still a terrible life-threatening
problem. Morphologically, it is difficult to separate
T and B lineage ALL. Furthermore, patients with T
and B ALL also present similar symptoms. Therefore,
flow cytometry studies to identify the expression of
specific cell surface markers are generally used to distin-
guish the lineage and differentiation of ALL.

Historically, many cell surface markers are named by
their cluster of differentiation (CD) numbers, which
were created based on the monoclonal antibodies used
to define the specific expression of these surface mar-
kers [109]. B- and T-cell malignancies can be classified
by observing the appearance of their specific surface
markers (Figure 16.7). Most ALL cells are also positive
for terminal deoxytransferase (TdT) by immunostain-
ing. TdT is a specialized DNA polymerase and is only
expressed in pre-B and pre-T-cells.

Various chromosomal locus translocations are asso-
ciated with the development of ALL, such as those
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involving theMLL gene (chromosome 11q23), theTCRb
enhancer (chromosome 7q34), the TCRa/d enhancer
(chromosome 14q11), the E2A gene (chromosome
19p13), and the PAX5 gene (chromosome 9p13),
t(12;21)(p13;q22), and t(9;22)(q34;q11) [110].

An additional translocation, t(12;21), is identified in
approximately 25% of childhood pre-B-cell ALL [111].
The critical fusion protein generated from this translo-
cation is ETV6-RUNX1 (also known as TEL-AML1),
which contains 336 amino acids from the N-terminal
region of ETV6 and almost the entire RUNX1 protein.
Quite frequently, another allele of ETV6 is also lost in
t(12;21) ALL patient samples. This finding suggests that

TEL is a potential tumor suppressor gene. ETV6-RUNX1
can form dimers via the ETV6 helix-loop-helix domain
and contains the RUNX1 DNA binding domain. There-
fore, it is believed that ETV6-RUNX1 affects the exp-
ression of RUNX1 target genes to promote leukemia
development. Interestingly, the ETV6-RUNX1 fusion
gene has been identified in neonatal blood spots of
children who developed leukemia between 2 and 5 years
of age, suggesting that t(12;21) is not sufficient for leu-
kemogenesis without additional malignant promoting
factors.

The Philadelphia chromosome caused by t(9;22)
is the most frequently identified chromosomal

Table 16.2 WHO Classifications of Lymphoid Neoplasms

B-CELL NEOPLASMS

Precursor B-cell Lymphoblastic leukemia/ Lymphoma

Peripheral B-Cell Neaplasms
B-cell chronic Lymphocytic leukemia/small Lymphocytic

Lymphoma
Variant: With monoclonal gammopathy! plasmacytoid
differentiation

B-cell prolymphocytic leukemia
Immunocytoma/lymphoplasmacytic lymphoma
(Waldenstrom’s macroglobulinemia)
Mantle cell Lymphoma:

Variants: Blastic or blastoid
Pleomorphic
Small cell
Monocytoid

Follicular Lymphoma
Variants:Grade1 (centroblasts comprise<50%of the follicle area)
Grade 2 (centroblasts comprise >50% of the follicle area)

Cutaneous follicular Lymphoma
Marginal Zone B-cell Lymphoma of mucosa-associated Lymphoid

tissue (MALT) type (monocytoid B cells)
Variant: Nodal marginal zone Lymphoma monocytoid B-cells

Splenic marginal zone B-cell Lymphoma (villous Lymphocytes)
Hairy cell leukemia
Diffuse large B-cell Lymphoma

Variants: Burkitt-like Immunoblastic.
T-cell or histiocyte-rich
Anaplastic large B-cell

Mediastinal (Thymic) large B-cell Lymphoma
Intravascular large B-cell Lymphoma
Burkitt Lymphoma

Variant: with plasmacytoid differentiation (AIDS-associated)
Immunosecretory disorders (clinical or pathological variants)
Plasma cell myeloma (multiple myeloma)
Monoclonal gammopathy of undetermined significance (MGUS)
Plasma cell myeloma variants:

Indolent myeloma
Smoldering myeloma
Osteosclerotic myeloma (POEMS syndrome)
Plasma cell leukemia
Non-secretory myeloma

Plasmacytomas:
Solitary plasmacytoma of bone
Extramedullary plasmacytoma

Waldenstrom’s macroglobulinemia (immunocytoma, see above)
Heavy Chain Disease (HCD)

Gamma HCD
Alpha HCD
Mu HCD

Immunoglobulin deposition diseases:
Systemic light chain disease
Primary amyloidosis

T-CELL NEOPLASMS

Precursor T-cell lymphoblastic leukemia/lymphoma

Peripheral T-cell and NK-cell neoplasms
T-cell prolymphocytic leukemia

Variants: Small cell
Cerebriform cell

T-cell granular Lymphocytic leukemia
Aggressive NK cell leukemia
Nasal and nasal-type NK/T cell Lymphoma
Mycosis fungoides and Sezary syndrome

Variants: Pagetoid reticulosis
MF-associated follicular mucinosis
Granulomatous slack skin disease

Angioimmunoblastic T-cell Lymphoma
Peripheral T-cell Lymphoma unspecified

Variants: Lymphoepithelioid (Lennert’s)
T-zone
Pleomorphic, small, mixed, and large
Immunoblastic

Adult T-cell leukemia/lymphoma (HTLV1)
Variants: Acute
Lymphomatous
Chronic
Smoldering
Hodgkin-like

Anaplastic large cell Lymphoma (ALCL) (T and null cell types)
Variants: Lymphohistiocytic
Small cell

Primary cutaneous CD-30 positive T-cell Lymphoproliferative
disorders
Variants: Lymphomatoid papulosis (type A and B)
Primary cutaneous ALCL
Borderline lesions

Subcutaneous panniculitis-like T-cell Lymphoma
Intestinal T-cell Lymphoma (enteropathy)
Hepatosplenic gamma/delta T-cell Lymphoma

HODGKIN LYMPHOMA (Hodgkin’s Disease)
Nodular lymphocyte predominance Hodgkin Lymphoma
diffuse areas
Classical Hodgkin Lymphoma

Nodular sclerosis (Grades I and II)
Classical Hodgkin lymphoma, lymphocyte-rich
Mixed cellularity
Malignant Lymphoma with features of Hodgkin Lymphoma and
anaplastic large cell lymphoma (formerly ALCL Hodgkin’s-like)
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translocation in adult ALL. The Philadelphia chro-
mosome encodes the fusion protein BCR-ABL. The
constitutive activation of the ABL tyrosine kinase
and the interaction of this fusion protein with various
signaling regulators and proto-oncogene products as
indicated in Figure 16.6 also promote B-ALL devel-
opment.

Through use of high-resolution single-nucleotide
polymorphism arrays and genomic DNA sequencing
to study 242 B-ALL patient samples, the PAX5 gene
has been identified as the most frequent target of
somatic mutation. Approximately 32% of samples pres-
ent either deletion or point mutation of the PAX5
gene and result in decreased expression or partial loss
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Figure 16.7 Antigen profiles for diagnosis of lymphomas and leukemias. Flow charts for blasts (upper panel) and
lymphocytosis (lower panel) are shown indicating CD marker expression patterns used for diagnosis of leukemias and
lymphomas. From “Hematopoietic Phenotypes made Mockingly Simple” by Margaret Uthman MD (http://web2.airmail.net/
uthman/cdphobia.cdphobia.html).
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of its function [112]. PAX5 is also known as B-cell spe-
cific activating protein (BSAP), which plays a crucial
role during B lineage commitment and differentiation
[113].

The NOTCH signaling pathway plays important roles
during hematopoiesis, especially in T-cell lineage devel-
opment [114]. The interaction of cell surface NOTCH
receptors and their ligands of the Delta-Serrate-Lag2
family induces two-step proteolytic cleavage of the
NOTCH protein and generates the intercellular domain
of NOTCH (ICN) fragment. ICN translocates to the
nucleus and activates target gene expression via inter-
action with the DNA binding transcription factor
CSL, displacement of transcription repressors, and
recruitment of transcription activators to the DNA
binding complexes (Figure 16.8). A NOTCH activating
mutation involving somatic alteration of the NOTCH1
gene has been identified in over 50% of T-ALL
patients [115]. Furthermore, the FBW7 ubiquitin E3
ligase responsible to the degradation of ICN is also
mutated in T-ALL patient samples and cell lines, which
increases the cellular concentration of ICN and fur-
ther enhances NOTCH signaling [110]. The best
known NOTCH target gene related to cancer develop-
ment is the MYC oncogene.

Chronic Lymphocytic Leukemia/Small
Lymphocytic Lymphoma

Chronic lymphocytic leukemia (CLL) is characterized
by the presence of over 5,000/microliter of mature-
appearing lymphocytes in peripheral blood and a spe-
cific range of immunophenotypes [116]. The majority
of CLL cases are CD19þ/CD5þ/CD22–/CD79B-low B
lineage malignancies. Small lymphocytic lymphoma

(SLL) refers to a small percentage of cases in which
the tumor cells have a similar immunophenotype to
CLL but are restricted to lymph nodes without blood
and bone marrow involvement. Due to currently
unclear genetic factors, CLL is rare in Asian popula-
tions but is the most common form of leukemia in
North America and Europe. Furthermore, the inci-
dence of CLL doubles in the Jewish population of
North America compared to the non-Jewish North
American population and occurs more often in men
than women. Hypogammaglobulinemia in CLL
patients can cause an increased chance of bacterial
infection. Furthermore, some patients may develop
autoantibodies against their own red blood cells and
platelets, which induce autoimmune hemolytic anemia
and thrombocytopenia.

The cytogenetic abnormalities detected by fluores-
cence in situ hybridization (FISH) in CLL are mainly
chromosome trisomies and deletions. Analysis of 325
CLL patient samples identified trisomy 12 (18%) and
deletions on chromosomes 13q (55%), 11q (16%),
and 17p (7%) [117]. Importantly, chromosome 11q
and chromosome 17p deletions are related to poor
prognosis and an advanced stage of this disease. The
well-known tumor suppressor gene p53 is located in
the deleted region of chromosome 17. ATM kinase that
regulates p53 activity is located in the deleted region of
chromosome 11. Since p53 is a critical inhibitor of cell
cycle progression and most chemotherapy drugs target
p53-dependent pathways, it is valuable to evaluate cyto-
genetic conditions before treating CLL patients.

Death associated protein kinase 1 (DAPK1) is a pro-
apoptotic protein. Genetic and epigenetic studies have
revealed that reduced DAPK1 expression is associated
with both familial and sporatic CLL development [118].
The expression of two additional pro-apoptotic proteins,

Signaling
Cell

Nucleus

Receiving
Cell

Nicastrin

γ-Secretase

Cleavage 2

Cleavage 1

Metalloprotease

NOTCH

DSL

ICN

CSL
MAM1ICN

Figure 16.8 NOTCH signaling. Interaction of NOTCH and delta serrate ligand (DSL) stimulates proteolytic cleavage of
NOTCH by metalloproteases and g-secretase. This leads to the release of the intracellular ICN domain, which translocates
to the nucleus where it interacts with the DNA binding protein CSL, displaces corepressors and recruits co-activators
(MAM1), thereby converting CSL from a repressor to an activator of gene expression. From Armstrong, SA and Look AT
(2005) J. Clin. Oncol. 23:6306 (Figure 2).
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BAX andBCL-XS, is also downregulated inCLL. Further-
more, several antiapoptosis proteins, such as BCL-XL,
BAG1, and MCL1, show increased expression in CML
[119]. These results suggest that CLL cells have a
decreased apoptosis rate, which may contribute to the
accumulation of relatively mature B-cells in patients.

Another interesting phenomenon of CLL is its defect
in expression of CD22 and CD79B on the cell surface.
CD79B is a subunit of the heterodimer B-cell receptor
Iga/Igb (CD79A/CD79B). Decreased expression of
these two proteins on the cell surface is not due to a
reduction of their transcription or translation, but is
related to abnormal glycosylation and folding of their
associated proteins in the endoplasmic reticulum [120],
suggesting that dysfunctionof theseB-cellsmay be related
to abnormal protein processing. However, no precise
molecular mechanism for this defect has been identified.

Follicular Lymphoma

The neoplastic cells of follicular lymphoma are derived
from germinal center B-cells or cells differentiated
toward germinal center B-cells. They are generally
CD19þ, CD20þ, and CD10þ, but unlike CLL cells they
do not express CD5 on their surface. Furthermore, they
present in either a pure follicular pattern or mixed with
follicular and diffused areas. The occurrence of this dis-
ease is also affected by genetic background. It is one of
the most common lymphocytic neoplasms in North
America and Europe, but less common in Asia. Follicu-
lar lymphoma is a disease of late life with a peak of detec-
tion between 60 and 70 years of age.

BCL2 is highly expressed in neoplastic cells in over
90% of follicular lymphoma patients. Therefore, BCL2
immunostaining is used to distinguish normal follicles
from follicular lymphoma. This high expression of
BCL2 is due to a specific chromosomal translocation
[t(14;18)(q32;q21)] that generates a fusion between
the immunoglobulin heavy chain enhancer on chromo-
some 14 and theBCL2 gene on chromosome 18. This was
one of the earliest chromosomal translocations related to
cancer development to be discovered [121–123]. The
translocation breakpoint on chromosome 14 is at the
functional diversity region-joining region (D-J) joint,
indicating that mistaken recombination involving the
recombination enzymes is the molecular mechanism of
generating this translocation [121].

BCL2 is a strong antiapoptotic factor. Normally, most
B-cells should be terminated via apoptosis if they are not
challenged by specific antigens. With the overexpres-
sion of BCL2, follicular lymphoma cells are able to over-
come normal apoptotic signals and avoid termination.
Therefore, the prolonged life span of follicular cells
due to this defect in apoptotic elimination contributes
to the development of follicular lymphoma. However,
additional cytogenetic lesions besides t(14;18)(q32;
q21) are generally observed in most follicular lym-
phoma cells, which include trisomies, monosomies,
deletions, amplifications, and chromosome transloca-
tions [124]. These observations suggest that additional
mutations besides the overexpression of BCL2 are
required for the development of follicular lymphoma.

It is interesting to note that about 10% of patients
with follicular lymphoma lack t(14;18)(q32;q21) and
do not show increased BCL2 expression by immuno-
staining. It has been postulated that other genetic
defects along a similar antiapoptotic pathway may
occur in these patients, which give a similar disease
pattern [125]. In follicular lymphoma, 30%–50% will
transform into diffuse large B-cell lymphoma after a
period of 7 to 9 years.

Diffuse Large B-Cell Lymphoma

The name diffuse large B-cell lymphoma (DLBCL) is
based on the morphology and behavior of this group
of malignant cells. They typically express B-cell mar-
kers CD19, CD20, CD22, and CD79a but lack terminal
deoxytransferase (TdT). A few of these tumors also
express CD10 and CD5, and are distinguished from
mantle cell lymphoma by the lack of cyclin D1 overex-
pression. DLBCL cells are large and diffusely invade
the lymph nodes and extranodal areas. However, this
is a highly heterogeneous disease. DLBCL is generally
identified in older patients with a median age over 60
and with almost equal distribution between male and
female. This is the most common lymphocytic malig-
nancy in adults.

BCL6 is a zinc finger transcription factor and is
encoded by a gene located on chromosome 3q27. Dur-
ing normal B-cell development, BCL6 is specifically
expressed in germinal center B-cells and plays a critical
role during B-cell differentiation and in the formation
of the germinal center. Importantly, BCL6-involved
chromosomal translocations are the most commonly
detectable genetic abnormalities in DLBCL, occurring
in 35%–40% of cases. One major chromosomal trans-
location leads to immunoglobulin heavy chain regu-
latory element directed BCL6 expression. The
general feature of these translocations is the constitu-
tive expression of BCL6 [126]. A significant target of
BCL6 related to disease development is p53. BCL6
inhibits p53 expression by directly binding to the p53
regulatory element and initiating the formation of a
histone deacetylase complex which modifies local
chromatin structure to generate an inactive condition
and represses p53 transcription [127]. Decreased p53
leads to a reduced rate of apoptosis in response to
DNA damage, resulting in the proliferation of malig-
nant clones.

BCL2 is another deregulated gene in DLBCL. BCL2
is overexpressed in B-cells with t(14;18)(q32;q21), a
hallmark of follicular lymphoma. This chromosomal
translocation is also observed in 15% of DLBCL, which
may come from the transformation of follicular lym-
phoma to DLBCL. However, abnormally high levels
of BCL2 expression occur in about 50% of DLBCL
[128], indicating the involvement of other mechan-
isms to induce BCL2 expression in this disease.

Another unique feature of germinal center B-cell mat-
uration is the somatic hypermutation of immunoglobu-
lin variable region (IgV) genes. This process increases
antibody diversity and enhances antibody affinity toward
antigens.However, somatic hypermutation also increases
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the opportunity to generate chromosomal translocations
and mutations in other genes. FAS (CD95), PAX5, PIM1,
c-Myc, and BCL6 are a group of genes reported as targets
of abnormal somatic hypermutation and detected in
DLBCL [129].

Burkitt Lymphoma

In 1958,Denis Burkitt reported a special typeof jaw tumor
in African children, and these tumors were later named
highly malignant Burkitt lymphoma [130]. Burkitt lym-
phoma cells are generally monomorphic medium-sized
cells (bigger than ALL cells and smaller than DLBCL
cells) and with round nuclei and multiple nucleoli. They
express CD19, CD20, CD10, and surface IgM. These cells
are extremely hyperproliferative and are also highly
apoptotic. Close to 100% of Burkitt lymphoma cells are
positive for the proliferation marker Ki-67.

According to the World Health Organization, Bur-
kitt lymphoma can be further divided into three
categories: endemic, sporadic (nonendemic), and
immunodeficiency-associated. The common feature
of Burkitt lymphoma is the chromosomal transloca-
tion-induced overexpression of the c-Myc proto-onco-
gene. The most common form of translocation is
t(8;14)(q24;q32), which leads to immunoglobulin
heavy chain regulatory element directed expression
of the c-Myc gene. In rare cases, the immunoglobulin
k or l chain locus (instead of the heavy chain locus)
is involved in the translocation [t(2;8)(p12;q24) or
t(8;22)(q24;q11)], each of which leads to the overex-
pression of c-Myc. Interestingly, c-Myc was the first gene
known to be involved in a chromosome translocation-
associated neoplasm via the study of t(8;14)(q24;q32)
in Burkitt lymphoma. Since c-Myc is also overexpressed
in other forms of leukemia and lymphoma, it is
believed that other genetic lesions also play critical
roles in the development of Burkitt lymphoma.

Endemic Burkitt lymphoma is found mainly among
children living in the malaria belt of equatorial Africa.
The common sites of endemic Burkitt lymphoma are
kidney and jaw. Furthermore, most endemic Burkitt
lymphomas are also positive for EBV. Studies suggest
that EBV infections occur long before the translocation
of c-Myc. Several EBV proteins enhance cell prolifera-
tion and inhibit apoptosis [131], which can provide pre-
malignant activation conditions for further lymphoma
development. Furthermore, the high geographic corre-
lation of endemic Burkitt lymphoma and malaria infec-
tion also raises the possible involvement of malaria in
the development of Burkitt lymphoma. B-cell prolifera-
tion is activated during malaria infection.

Sporadic Burkitt lymphomahas no geographic prefer-
ence. Furthermore, it also has fewer age restrictions and
is detected in adults. Besides c-Myc related chromosome
translocations, sporadic Burkitt lymphoma patients are
generally EBV negative. The lymph nodes and terminal
ileum are the common sites of this type of lymphoma.

HIV infection has been related to the development
of various forms of lymphoma, including Burkitt lym-
phoma, diffuse large B-cell lymphoma, low-grade B-cell
lymphoma, peripheral T-cell lymphoma, primary

effusion lymphoma, and classical Hodgkin lymphoma
[132]. Depending on the difference in pathological
classification, Burkitt lymphoma is either the most
(35%–50%) or the second (after DLBCL) most com-
mon lymphoma in HIV patients. Soluble Tat protein
encoded by HIV-1 can be released by the infected cells
and then taken up by uninfected cells. This protein
has been reported to interact with the Rb family mem-
ber pRb2/p130 and inactivate the normal function of
pRb2 [133]. Experimental evidence also suggests that
Tat preferentially targets B-cells. pRb2 is one of the
three Rb family members that play important roles dur-
ing cell cycle progression by controlling E2F activity
during G1-S phase transition (Figure 16.9). Therefore,
Tat may behave as a synergistic factor of c-Myc overex-
pression to promote Burkitt lymphoma development.

Multiple Myeloma

Multiple myeloma is the most important and common
plasma cell neoplasm. Plasma cells are mature immuno-
globulin-producing cells. Plasma cell neoplasms are a
group of neoplastic diseases of terminally differentiated
monoclonal immunoglobulin-producing B-cells. They
are generally referred to as myeloma. The monoclonal
immunoglobulin produced by these cells is considered
theM factor ofmyeloma. In normal plasma cells, the pro-
duction of immunoglobulin heavy chain and light chain
is well balanced. Under neoplastic conditions, normal
balancemay not bemaintained, resulting in the overpro-
duction of either heavy chain or light chain. The free
light chains are known as Bence Jones proteins. Multiple
myeloma is generally preceded by a premalignant condi-
tion called monoclonal gammopathy of undetermined
significance (MGUS). MGUS is quite common in older
people. About 20% of patients with MGUS will develop
myeloma, generally multiple myeloma.

Multiple myeloma is a disease with multiple masses
of neoplastic plasma cells in the skeletal system, which
is generally associated with pain, bone fracture, and
renal failure. It occurs mainly in people of older age
(over 45), and affects more men than women. Further-
more, the rate of multiple myeloma in African Ameri-
cans is about twice that of the rest of the population
in the United States.

Like other lymphoid malignancies, multiple mye-
loma is related to the overexpression of various regula-
tors of cell proliferation and survival due to
chromosomal translocations which place these genes
under the control of immunoglobulin regulator ele-
ments, mainly the immunoglobulin heavy chain locus
on chromosome 14 [134]. The five most common
chromosomal translocations involving the immuno-
globulin heavy chain locus are those involving the
cyclin D1 gene on chromosome 11q13 (16%), the cyclin
D3 gene on chromosome 6p21 (3%), the MAF gene on
chromosome 16q23, the MAFB gene on chromosome
20q12, and the MMSET and fibroblastic growth factor
receptor 3 (FGFR3) on chromosome 4p16 (15%).
The well-established MAF targets integrin 7 and
cyclin D2 are important in communication with the
cellular microenvironment and in regulating cell cycle
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progression, respectively [135]. MMSET is a histone
methyl transferase and is likely involved in the regula-
tion of chromatin structure and protein-protein inter-
actions to regulate gene expression. FGFR3 is a
receptor tyrosine kinase and its activation directly pro-
motes cell proliferation and survival. Furthermore,
complete chromosome 13 deletion or deletion of
chromosome 13q14 was commonly identified in multi-
ple myeloma (50% of patients). It is currently unclear
which gene(s) in this region is critical for preventing
disease development [135].

Hodgkin’s Lymphoma

ThomasHodgkin, in 1832, was the first to give a detailed
report about the macroscopic pathology of the disease
currently named Hodgkin’s lymphoma. In contrast to
non-Hodgkin’s lymphoma, Hodgkin’s lymphoma starts
from a single lymph node or a chain of nodes and
spreads in an orderly way from one node to another.
Further microscopic analysis revealed that Hodgkin’s
lymphoma presents a very unique type of malignant
cells, called Reed-Sternberg cells (Figure 16.10). The
classical morphology of these cells is large size (20–50
micrometers), relative abundance, amphophilic and
homogeneous cytoplasm, and two mirror-image nuclei
(owl eyes) with one eosinophilic nucleolus in each
nucleus. Reed-Sternberg cells occupy only a small por-
tion of the tumor mass. The majority of the cells in the
tumors are reactive lymphocytes, macrophages, plasma
cells, and eosinophils, which are attracted to the sur-
rounding malignant Reed-Sternberg cells by their

secreted cytokines. The World Health Organization
classification has dividedHodgkin’s lymphoma into sev-
eral subcategories (Table 16.2).

Hodgkin’s lymphoma affects people of relatively
young age. It is one of themost common forms of cancer
in young adults, with an average age at diagnosis of 32
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Figure 16.9 pRb2 function. In quiescent (G0) cells, the nuclear EsF-pRb2/p130 complex represses several cellular
promoters. After activation of the cell cycle, pRb2/p130 is phosphorylated by G1 cyclin-dependent kinases (Cdks) and then
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Figure 16.10 Reed-Sternberg cell. The figure shows the
typical characteristics of the Reed-Sternberg cell: large
size (20 – 50 micrometers), amphophilic and homogeneous
cytoplasm, and two mirror-image nuclei (owl eyes) with one
eosinophilic nucleolus in each nucleus. Reed-Sternberg
cells only occupy a small portion of the tumor mass. From
a website maintained by the Department of Pathology,
Stanford University (http://hematopathology.stanford.edu/).
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years. Nowadays, highly developed radiation therapy
and chemotherapy treatments have made Hodgkin’s
lymphoma a curable cancer. However, about 20% of
patients still die from this disease. Furthermore, success-
fully treated patients have a higher risk of dying from
late toxicities, such as secondary malignancies and car-
diovascular diseases [136].

Studies with highly developed microdissection tech-
niques to isolate Reed-Sternberg cells from their
surrounding tumor mass have demonstrated that the
majority of Hodgkin’s lymphoma cells have a clonal
immunoglobulin rearrangement and some show
somatic hypermutation of immunoglobulin genes,
indicating that Hodgkin’s lymphoma is mainly derived
from germinal center B-cells [137]. Although there are
numerous cytogenetic and genetic lesions reported in
Hodgkin’s lymphoma [136], the primary cause of
Hodgkin’s lymphoma is currently unclear.
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Molecular Basis of Diseases
of Immunity

David O. Beenhouwer

INTRODUCTION

The immune system protects against infection with
microorganisms. This system, which has evolved over
millions of years, is remarkable in both its complexity
and its effectiveness. Without a functioning immune
system, humans cannot survive past the first few
months of life. However, as extraordinary this system
may be, until the most recent century, infections were
by far the most common cause of death among
humans as microorganisms kept the average life expec-
tancy to about 25–30 years. The increased life expec-
tancy currently seen reflects progress in control of
infectious diseases including improved hygiene, vac-
cines, and antimicrobial drugs. Casanova and Abel
have proposed that, by definition, humans who die of
infection are immunodeficient and that recent medi-
cal progress has masked widespread inherited defects
in immunity [1]. A better understanding of the weak-
nesses and limitations of the immune system will lead
to approaches to assist and improve it.

This chapter covers major syndromes of immune dys-
function. These include diseases of deficient immunity,
hyperactive immunity (hypersensitivity), and dysregu-
lated immunity (autoimmune diseases). To understand
the pathophysiology of these syndromes, one must have
an understanding of how the normal immune system
functions. This chapter begins with a brief summary of
the important cells and molecules of the immune sys-
tem. However, a detailed description of the immune sys-
tem and how it functions is beyond the scope of this
chapter. For this, the reader is referred to several excel-
lent textbooks in immunology [2–5].

NORMAL IMMUNE SYSTEM

The immune system is made up of several types of cells
that carry out specialized functions. Through a
remarkable array of specialized cell surface molecules
(receptors), immune cells recognize, respond, and

adapt to their environment and to foreign invaders.
Immune system responses can be thought of as rapid
and preprogrammed (innate), or slower but more flex-
ible (adaptive).

Cells

The white blood cells that make up the immune sys-
tem originate in the bone marrow. These cells then cir-
culate to the peripheral tissues in the bloodstream.
They also travel in the lymphatic system, which is a net-
work of ducts connecting lymph nodes throughout the
body. All blood cells derive from hematopoietic stem
cells, which first differentiate into either lymphoid or
myeloid progenitor cells. Lymphoid progenitors give
rise to lymphocytes, NK cells, and dendritic cells. Mye-
loid progenitors give rise to granulocytes (including
neutrophils, eosinophils, mast cells and basophils),
monocyte/macrophages, and dendritic cells.

B-Cells

B-cells produce antibodies or immunoglobulins. They
carry receptors on their cell surface (B-cell receptor,
BCR). The BCR is a membrane-bound version of the
antibody molecule the B-cell will secrete when acti-
vated. This membrane-bound antibody is associated
with other molecules capable of transducing signals
to the cell upon ligation of the BCR. Antibodies recog-
nize and bind to portions of soluble molecules called
antigens, so called because they stimulate antibody
generation. Once activated, B-cells may differentiate
into plasma cells, which are specialized for producing
massive quantities of antibody.

T-Cells

There are two major classes of T-cells: (i) T helper cells
and (ii) cytotoxic T-cells. T helper cells express CD4
on the surface membrane and activate other cells such
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as B-cells and macrophages. Cytotoxic T-cells (CTLs)
express CD8 on their surface membrane and recog-
nize and kill infected cells. T-cells also express an anti-
gen receptor on their cell surface (T-cell receptor or
TCR). These antigen receptors are somewhat different
from antibodies in that they recognize antigen only
when it is bound to a specific cell surface molecule
called major histocompatibility complex (MHC).

NK Cells

NK or natural killer cells are part of both innate and
adaptive immune responses. They recognize and
destroy abnormal cells, such as cancer cells and
infected cells. NK cells express receptors for antibodies
(Fc receptors) and are capable of recognizing and
destroying antibody-coated cells by a process known
as antibody-dependent cell-mediated cytotoxicity
(ADCC). When stimulated, NK cells release perforin,
which forms pores in the cell membrane. Granzymes
are also released, which enter through these pores
and can then trigger apoptosis in the target cell.

Dendritic Cells

When immature, dendritic cells reside in many host
tissues, particularly the skin and mucosa, where they
avidly ingest pathogens in a process called phagocyto-
sis. Upon pathogen uptake, these cells mature and
travel to lymphoid tissues including the lymph nodes
and the spleen. Inside the dendritic cell, pathogens
are digested by various enzymes into fragments. Upon
maturation, these cells then act as antigen-presenting
cells (APCs), displaying pathogen fragments on their
cell surface for lymphocytes to recognize. These cells
are the primary link between the innate and adaptive
immune system.

Macrophages

Macrophages are phagocytic cells that engulf patho-
gens and cellular debris and play a major role in the
innate immune response. Pathogens are taken up into
specialized intracellular vesicles called phagosomes,
where they are destroyed. Macrophages can also pres-
ent antigens to lymphocytes. These cells are distrib-
uted widely in many different organs and tissues where
they may further differentiate and acquire special-
ized functions. In the liver, they are known as Kupfer
cells, and in the central nervous system (CNS), they
are called astrocytes.

Granulocytes

Granulocytes are cells that have densely staining gran-
ules in their cytoplasm. The granulocytes include neu-
trophils, eosinophils, mast cells, and basophils.
Neutrophils are the most abundant white blood cell
and play an essential role in innate protection against
bacterial infection. They are phagocytic cells that
contain a vast array of microbicidal molecules. Eosino-
phils carry Fc receptors for a particular form of

antibody (IgE). Upon binding multicellular organ-
isms (parasites) coated with IgE, eosinophils discharge
their toxic granules, which contain both destructive
enzymes and vasoactive substances. Mast cells trigger
local inflammatory response to antigen by releasing
granules containing histamine and other vasoactive
substances. The function of basophils is not well
defined.

Molecules

Complement

The complement system consists of a cascade of serum
proteins that are involved in both innate and adaptive
immunity. There are three pathways through which
complement can be activated: classical, alternative,
and lectin (Figure 17.1). Activation of complement
results in production of several bioactive molecules.
The three pathways converge on C3, which when
cleaved forms C3b. C3b can bind covalently to patho-
gens, where it acts as an opsonin, targeting pathogens
for uptake and destruction by phagocytes bearing com-
plement receptors. C5a is a potent mediator of vascu-
lar permeability and can also recruit neutrophils and
monocytes, in a process known as chemotaxis, to areas
of inflammation. The membrane attack complex
(MAC) is formed by C5–9 and can form lytic mem-
brane pores in cells or pathogens without cell walls,
such as gram negative bacteria. Initiation of the classi-
cal pathway involves C1q binding to antibody mole-
cules complexed with antigen, either on a pathogen
surface or in the form of soluble antibody-antigen
complexes. In a similar fashion, initiation of the lectin
binding pathway involves mannose binding lectin
(MBL) binding to exposed densely spaced mannose
residues on pathogen surfaces. On mammalian cells,
most mannose residues are masked by other sugars,
especially sialic acid. The alternative pathway is
initiated by ongoing spontaneous C3 hydrolysis. C3b
binds factor B, which then initiates the alternative
pathway. Host cells are protected from destruction by
this pathway (and others) by several complement regu-
latory proteins residing on the cell surface. Two of
these proteins, protectin (CD59) and decay accelera-
tion factor (DAF), are attached to the cell surface via
a glycosylphosphatidyl-inositol (GPI) anchor. A somatic
mutation in hematopoietic cells of a gene (PIG-A) on
the X chromosome that codes for an enzyme involved
in GPI synthesis leads to dysfunction in DAF and
CD59. This causes the disease paroxysmal nocturnal
hemoglobinuria, which is characterized by episodes of
hemolysis and thrombosis.

Antibodies

Antibodies (immunoglobulins) are a family of glyco-
proteins that are produced by B-cells and plasma cells.
Antibody molecules are composed of two identical
light (L) chain polypeptide chains and two identical
heavy (H) polypeptide chains linked together by disul-
fide bonds (Figure 17.2). The majority of the molecule
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Figure 17.1 Complement pathways. The three pathways of complement activation are shown. On the right in red is the
alternative pathway, initiated by C3 hydrolysis on pathogen surfaces. In the center in green is the lectin pathway, initiated by MBL
binding to exposed mannose residues on pathogen surfaces. On the left, depicted in blue, is the classical pathway, which is
initiated upon binding of C1q to bound antibody. Calcium ions are essential for the classical pathway and magnesium ions
are essential for the alternative pathway. All three pathways converge at C3. Several mediators of inflammation and opsonization
are released upon cleavage of C4, C3, and C5. The membrane attack complex (MAC) forms lytic pores in membranes.

Figure 17.2 Antibody structure. Antibody molecules are composed of two light (L) chains (green) and two heavy (H) chains
(gray) linked together by disulfide bonds. The L and H chains fold into functional domains, two for the L chain and four or five
for the H chain. The amino terminal (NH2) domain from each chain forms the variable regions, VL and VH , which together
constitute the antigen binding site. The rest of the molecule has a relatively constant (C) structure. The V regions with the C
region of the L chain and the first C region domain of the H chain (CH1) constitute an Fab region. The remaining C region
domains of the H chain (CH2, CH3, and in some cases CH4) constitute the Fc region, which determines the biologic properties
of antibodies as indicated. Antibodies with different H chains or isotypes (IgM, IgG, IgA, and IgE) have different effector functions.
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consists of one of five protein sequences known as the
constant region. However, the amino terminal end is
made up of an apparently infinite variety of sequences
known as the variable region. The variable (V) region
constitutes the antigen binding site. This region is
separated from the rest of the molecule by a flexible
hinge. The carboxyl terminal portion of the antibody
is called the Fc region and can bind to Fc receptors,
activate complement, and mediate antibody half-life.

The V region of the heavy chain is composed of
three segments: VH, DH, JH. The light chain V region
is composed of two segments: VL and JL. The extraor-
dinary diversity of the V region is generated during
B-cell development when gene segments irreversibly
rearrange in a process called VDJ or VJ recombination.
In human germline DNA, there are 40 VH segments,
25 DH segments, and 6 JH segments. During VDJ
recombination, a single VH segment first rearranges
to a single DH segment, followed by a second rear-
rangement to a single JH segment. A similar process
occurs with VJ recombination for the light chain.
There are about 6000 different VDJ combinations
and 320 different VJ combinations generating a possi-
ble 2 million different antibody V regions with dif-
ferent specificities. Further processes, including
nucleotide addition/subtraction, enhance this already
impressive diversity. Gene recombination is irrevers-
ible and, once complete, the BCR/antibody is structur-
ally defined. Upon stimulation with T-cells, B-cells can
induce a process called somatic hypermutation, which
introduces random mutations in V region genes. This
process leads to fine-tuning of the antigen binding
site, thereby increasing antigen affinity.

Antibody effector function is determined by the
heavy chain or isotype (IgM, IgG, IgA, or IgE). Isotypes
have different properties (Table 17.1) including the
ability to mediate phagocytosis (IgG), ADCC (IgG
and IgE), and complement activation (IgG and IgM).
IgA is particularly resistant to proteolysis and is impor-
tant in host defense at mucosal surfaces. IgE binds to
high affinity Fc receptors (FceRI) on mast cells and
eosinophils inducing degranulation. A circulating Fc
receptor known as the neonatal Fc receptor (FcRn)
binds IgG and contributes to its remarkably long
half-life (up to 3 weeks).

T-Cell Receptors

The TCR has a similar structure to the antibody Fab
region (Figure 17.1) and consists of two transmembrane

glycoprotein chains, TCRa and TCRb. The genera-
tion of diversity of the TCR is very similar to that
for antibodies. In contrast to antibodies, TCRs bind
to peptides in complex with major histocompatibility
complex (MHC) displayed on the surface of APCs.
The two different classes of T-cells each bind to dif-
ferent classes of MHC. CD4þ T-cells interact with
antigen bound to MHC class II, and CD8þ T-cells
interact with antigen presented in the context of
MHC class I.

Major Histocompatibility Complex

All nucleated cells express major histocompatibility
complex (MHC) class I. Cells infected internally (for
instance, in viral infection) will process pathogen pep-
tides and present them on the surface in complex with
MHC class I. There they can be recognized by CD8þ

T-cells, which are specialized to kill cells recognized
in this fashion via apoptosis. MHC class II is expressed
by APCs, including dendritic cells, macrophages, and
B-cells. CD4þ T-cells recognize peptides processed by
APCs and displayed on their surface complexed with
MHC class II. Structurally, MHC I is composed of a
transmembrane polymorphic a chain that associates
noncovalently with a smaller invariant chain called
b2-microglobulin. MHC II molecules are composed
of two polymorphic transmembrane chains, a and b,
that associate noncovalently. MHC class I and II genes
are also known as human leukocyte antigen (HLA)
genes. There are three class I a-chain genes: HLA-A,
-B, and -C. There are three pairs of MHC class II
a-chain and b-chain genes: HLA-DR, HLA-DP, and
HLA-DQ. Each MHC protein binds a different range
of peptides. HLA genes are highly polymorphic. This
leads to population-based immunologic diversity. As
described in following sections, several autoimmune
diseases are linked to specific HLA alleles.

Cytokines

Cytokines are proteins secreted by cells that interact
with specific receptors on other cells, thereby affecting
function. Macrophages produce a wide array of these
molecules, including proinflammatory cytokines, like
interleukin (IL) 1b, IL-6, and tumor necrosis factor
(TNF), the Th1 cytokine IL-12, and the anti-inflamma-
tory cytokine IL-10. T-cells also produce several cyto-
kines, including those that characterize Th1 (IL-2 and
IFN-g) and Th2 (IL-4, IL-5, and IL-13) responses.

Table 17.1 Properties of Antibody Isotypes

Isotype Antigen Binding Sites1 Complement Activation Cellular (Fc) Receptors Half-Life

IgM 10 or 12 yes 1 Medium
IgA 2, 4 or 6 no 1 Short
IgG 2 yes or no 4 Very long
IgE 2 no 2 Very short

1IgM and IgA form multimers of 2, 3, 5, or 6 molecules.
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Chemokines

Chemokines are similar to cytokines and act specifi-
cally to attract cells bearing specific receptors. Chemo-
kines and their receptors have recently undergone a
renaming process and frequently have two or more
names in current use. The CC chemokines have two
adjacent cysteines near the amino terminus, while the
CXC chemokines have another amino acid separating
the two cysteines. CC chemokines bind to CC recep-
tors (CCRs) and CXC chemokines bind to CXC recep-
tors (CXCRs). Some important chemokines include
CXCL-8 (IL-8), which attracts neutrophils bearing
CXCR1 and 2; CCL-2 (MCP-1), CCL-3 (MIP-1a), and
CCL-5 (RANTES), which attract monocytes and macro-
phages; and CCL-11 (eotaxin-1), which attracts eosino-
phils bearing CCR3.

Toll-Like Receptors

Microorganisms produce several molecules that can be
immediately recognized as foreign by their general
repetitive structural qualities not shared by host mole-
cules, known as pathogen-associatedmolecular patterns
(PAMPs). For example, viruses often express double-
stranded RNA (dsRNA), bacteria express unmethylated
repeats of the dinucleotide CpG, gram negative bacteria
express lipopolysaccharide (LPS) on their surface, and
some bacteria possess flagella. The innate immune
system recognizes these PAMPs through pattern re-
cognition receptors (PRRs). There are several PRRs
expressed in the human immune system, including
MBL and toll-like receptors (TLRs). Humans make 10
TLRs, which are expressed on macrophages, dendritic
cells, and other cells, and recognize various PAMPs.
Some PAMPs recognized by specific TLRs include
dsRNA (TLR-3), LPS (TLR-4), flagellin (TLR-5), and
CpG DNA (TLR-9). Ligation of TLRs triggers a rapid
preprogrammed response (innate immune response).
At the same time, the more slowly reactive adaptive
immune response is initiated, often in a particular fash-
ion depending on which TLRs were activated. There-
fore, while TLRs play a primary role in the innate
response, they are also responsible for initiating and
shaping adaptive immune responses.

Immune Responses

Innate Immune Responses

The immune system must be capable of responding
immediately to a foreign invader. This response, medi-
ated by soluble and cell-attachedPRRs, is called an innate
immune response. Important cells of the innate immune
response include macrophages, NK cells, and granulo-
cytes. Soluble molecules such as complement also play
important roles. Recognition of a foreign invader leads
to release of cytokines, in particular TNF, as well as che-
mokines. This leads to infiltration of the infection site
with neutrophils, macrophages, and dendritic cells as
well as lymphocytes. Most breaches in host defenses are
controlled by the innate immune response.

Adaptive Immune Responses

The adaptive immune response primarily involves lym-
phocytes with their wide diversity of antigen receptors.
The adaptive immune response continues to be
adjusted during infection and is set in motion follow-
ing activation of the innate response. APCs, particu-
larly dendritic cells, ingest pathogens and associated
antigens and travel from the site of infection to lymph
nodes where they encounter dense collections of
T-cells and B-cells. Dendritic cells process antigens
and present them complexed with MHC class II.
T-cells that bind these peptide-MHC complexes are acti-
vated to proliferate and produce cytokines that further
direct immune responses. This process leads to clonal
amplification of pathogen-specific T-cells. Specialized
APCs, called follicular dendritic cells (FDCs), do not
process antigens into fragments, but carry larger frag-
ments and even entire pathogens on their cell surface,
where they can be presented to B-cells, which are then
clonally amplified as well. B-cells can also process
antigen and present it to T-cells in the context of MHC
II. T-cells recognizing this antigen can then provide
signals to B-cells leading to maturation of the antibody
response including isotype switching and somatic
hypermutation.

An important caveat of lymphocyte activation is that
it requires two signals: (i) antigen binding, which sig-
nals through the antigen receptor, and (ii) a second
signal provided by another cell. For T-cells, this second
signal is provided by APCs. For B-cells, the second sig-
nal is usually provided by activated T-cells. The second
signal is delivered through the interaction of certain
cell surface molecules, such as CD40–CD40 ligand
and CD28–B7, known as co-stimulatory molecules. If
lymphocytes receive signaling only through the anti-
gen receptor without co-stimulation, the lymphocyte
either becomes anergic (immunologically inactive) or
dies via apoptosis. This process ensures that the power-
ful adaptive immune system is only activated by foreign
pathogens initiating an inflammatory response, and
not to inert or host antigens.

Another important feature of the adaptive immune
response is the development of antigenic memory or
recall. The initial adaptive response to a pathogen,
known as the primary response, usually takes 7–10 days
to reach full effectiveness. In a process that is still
rather unclear, during the primary (and subsequent)
response, some clonally amplified lymphocytes, known
as memory cells, are produced that remain circulating
in the host for many years. Upon re-exposure to the
same pathogen, these cells are then rapidly stimu-
lated, leading to quick and efficient eradication. This
response is also known as a secondary response and
requires only a few days to reach maximum intensity
and efficacy. For most responses, memory does fade
over time. This is why many vaccines require booster
immunizations to remain effective.

In the past, there has been a tendency to think about
the adaptive immune response as two separate enti-
ties—humoral immunity (antibody) and cell-mediated
immunity (T-cell and APC). It is now clear that effective
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responses to most infections require both types of
responses and that this dichotomy is largely a didactic
one. For example, there is now significant evidence that
antibodies play an important role in antigen presenta-
tion to T-cells.

MAJOR SYNDROMES

Now that the many important cells and molecules
involved in immunity have been introduced, we will
turn to a discussion of pathological states of the
immune system. One such state is the hypersensitivity
reaction, in which innocuous environmental antigens
induce an immune response leading to destructive
inflammation. Another pathological state is immuno-
deficiency, in which specific defects in the immune sys-
tem render it unable to control infection. Finally,
autoimmunity arises when the immune system mis-
takes host tissue as foreign and causes damage.

Hypersensitivity Reactions

In certain cases, harmless environmental antigens may
induce an adaptive immune response, and upon re-
exposure to the same antigen, an inflammatory state
ensues. These antigens are referred to as allergens,
and the hypersensitivity responses to them are also
known as allergic reactions. While the development
of an allergic reaction is divided for instructive pur-
poses into two phases, the sensitization phase and the
effector phase, these often occur practically simulta-
neously. Allergic reactions may range from mildly itchy
skin to significant illnesses such as asthma and to life-
threatening situations such as anaphylactic shock. Gell
and Coombs divided hypersensitivity reactions into
four main types for didactic purposes (Table 17.2)
[6], although distinguishing these practically may be
difficult, as antibody-mediated and cell-mediated
immune responses may overlap or occur simulta-
neously. Also, this classification system tends to main-
tain the humoral versus cellular dichotomy, which
has very little place in modern immunology. More
recently, a clinical classification of hypersensitivity has
been proposed by the European Academy of Allergol-
ogy and Clinical Immunology (EAACI) [7]. Rajan has
further proposed that looking at these phenomena as

hypersensitivity reactions tends to overlook the reason
they exist in the first place, namely to protect the host
against infection [8]. Keeping these limitations in
mind, this discussion of the hypersensitivity reactions
will utilize the classical scheme proposed by Gell and
Coombs [6].

Type I or Immediate Hypersensitivity

Immediate hypersensitivity is classically mediated by
IgE and may occur as a local (such as asthma) or sys-
temic (anaphylaxis) reaction. The initial phase occur-
ring within minutes following exposure to allergen is
characterized by vasodilation, vascular leakage, smooth
muscle spasm, and glandular secretions. A late phase
reaction, lasting several days may then occur and is
characterized by infiltration of tissues with eosinophils
and CD4þ T-cells, as well as tissue destruction.

During the sensitization phase of a type I response,
allergen is presented to T-cells by APCs, and signals are
generated that cause differentiation of naive CD4þ

T-cells into Th2 cells. IL-4 and IL-13 secreted by Th2
cells stimulate B-cells to produce IgE. Allergen-specific
IgE then binds to high-affinity FceRI on mast cells and
basophils. During the effector phase, the allergen
binds to cytophilic IgE cross-linking FceRs and leading
to activation of mast cells and basophils. This is fol-
lowed by immediate mast cell degranulation with
release of preformed mediators such as histamine
and proteolytic enzymes, which cause smooth muscle
contraction, increase vascular permeability, and break
down tissue matrix proteins. At the same time, there
is induction of synthesis of chemokines, cytokines, leu-
kotrienes, and prostaglandins. IL-5 promotes eosino-
phil production, activation, and chemotaxis. IL-4 and
IL-13 promote and amplify Th2 responses. TNF, plate-
let activating factor (PAF), and macrophage inflamma-
tory protein (MIP-1) induce efflux of effector
leukocytes from the bloodstream into tissues. Leukotri-
ene B4 is chemotactic for eosinophils, neutrophils,
and monocytes. Leukotrienes C4 and D4 are potent
(>1000-fold more active than histamine) mediators
of vascular permeability and smooth muscle contrac-
tion. Prostaglandin D2 causes increased mucous
secretion.

While mast cells initiate the Type I hypersensitivity
response, eosinophils play a major role in the Type I

Table 17.2 Hypersensitivity Reactions

Type Antigen Mediator Effector Mechanism Examples

I
Immediate

Soluble antigen,
allergen

IgE FceRI activation of mast cells Asthma, anaphylaxis

II
Antibody-mediated

Cell-associated antigen IgM, IgG FcgR bearing cells,
complement

Drug reaction

III
Immune-complex

Soluble antigen IgG FcgR bearing cells,
complement

Serum sickness, Arthus
reaction

IV
Delayed-type
hypersensitivity

Soluble antigen, cell-
associated antigen

T-cells Macrophage activation,
direct cytotoxicity

Tuberculin reaction, contact
dermatitis
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hypersensitivity response, particularly in the late phase.
Eosinophils produce major basic protein and eosino-
phil cationic protein, which are enzymes that can
cause extensive tissue destruction. Epithelial cells also
produce cytokines (such as TNF and IL-6) and chemo-
kines (like IL-8 and eotaxins) that amplify the inflam-
matory response.

Susceptibility to Type I hypersensitivity reactions,
termed atopy, is familial. However, the genetic basis
for this predisposition has not been clearly established
and is probably polygenic. Most allergens that trigger a
type I reaction are low-molecular weight, highly solu-
ble proteins that enter the body via the mucosa of
the respiratory and digestive tracts.

Type II or Antibody-Mediated Hypersensitivity

Type II hypersensitivity is mediated by IgM or IgG tar-
geting membrane-associated antigens. A sensitization
phase leads to production of antibodies that recognize
substances or metabolites that accumulate in cellular
membrane structures. In the effector phase, target
cells become coated with antibodies, a process termed
opsonization, which leads to cellular destruction by
three mechanisms: (i) phagocytosis, (ii) complement-
dependent cytotoxicity (CDC), and (iii) ADCC. First,
IgG or IgM antibodies coating target cells can bind
to Fc receptors present on cells such as macrophages
and neutrophils and mediate phagocytosis. IgG or
IgM antibodies can also activate complement via the
classical pathway. This leads to deposition of C3b,
which can mediate phagocytosis. Complement activa-
tion also leads to production of the MAC, which forms
pores in the cellular membrane resulting in cytolysis
(CDC). Finally, IgG antibodies can bind FcgRIII on
NK cells and macrophages, thus mediating release of
granzymes and perforin and resulting in cell death by
apoptosis (ADCC).

The most common cause of type II reactions are
medications including penicillins, cephalosporins,
hydrochlorothiazide, and methyldopa, which become
associated with red blood cells or platelets leading to
anemia and thrombocytopenia. The mechanisms
involved in type II hypersensitivity also play a role in
cellular destruction by autoantibodies.

Type III or Immune Complex Reaction

In this reaction, antibodies bind antigen to form
immune complexes, which become deposited in tis-
sues where they elicit inflammation. It is important to
note that the formation of immune complexes occurs
during many infections and is an effective method of
antigen clearance. However, under certain circum-
stances these complexes sometimes escape clearance
by the reticuloendothelial system and are deposited
in tissues including the kidney, joints, and blood ves-
sels. The immune complexes fix complement and
bind to leukocytes via Fc receptors. Activation of the
complement cascade leads to production of vasoactive
mediators C5a and C3a, allowing immune complexes
to deposit in vessel walls and tissues. Vasoactive

mediators, such as PAF, are also released following Fc
receptor engagement. The result is tissue edema and
deposition of immune complexes in the vessel walls
and surrounding tissue. At the same time, chemotactic
factors are produced leading to PMN and monocyte
recruitment, which upon further activation cause tis-
sue destruction.

Examples of Type III reactions include serum sick-
ness and the Arthus reaction. Serum sickness was orig-
inally described in patients suffering from diphtheria
who were treated with immune horse serum (antise-
rum). The condition was characterized by rash, joint
pain, lymph node swelling, and fever, with typical
onset about 10 days after initial serum exposure. Cur-
rently, the most common causes of serum sickness-like
illness are antibiotics (such as cephalosporins and sul-
fonamides) and blood products. The Arthus reaction
is a local immune complex mediated vasculitis, usually
observed as edema and necrosis in the skin occurring
several hours following antigen exposure. As with Type
II reactions, the mechanisms involved in Type III
hypersensitivity also play a role in certain autoimmune
diseases.

Type IV or Delayed-Type Hypersensitivity

While the first three types of hypersensitivity are
mediated primarily by antibodies, delayed-type hyper-
sensitivity (DTH) is mediated by T-cells. During the sen-
sitization phase, naı̈ve CD4þ T-cells are exposed to
antigens with an induction of an adaptive Th response.
In the effector phase, antigen is carried by APCs to
lymph nodes where it is presented to memory T-cells,
which become activated and then travel back to the site
of antigen deposition where they may be stimulated to
secrete IFN-g, thereby initiating a Th1 response and tis-
sue inflammation mediated primarily by macrophages.

The classic example of DTH is the tuberculin skin
reaction, which occurs 24–48 hours following intrader-
mal injection of a purified protein derivative (PPD)
prepared from Mycobacterium tuberculosis. Contact der-
matitis from poison ivy represents another common
example of DTH.

Immunologic Deficiencies

The first inherited immunodeficiency was described by
Bruton over 50 years ago [9]. Many of these diseases
have devastating pathological consequences for affli-
cted individuals. An understanding of the underlying
mechanisms responsible for these disease processes
has been invaluable in our current understanding of
immune system function. There are currently over
200 described inherited immunodeficiencies. A sys-
tematic review of these deficiencies is well beyond
the scope of this chapter. A few of the more common
and important ones will be discussed. In addition,
there are acquired immunodeficiencies, which were
primarily iatrogenic until the arrival of the Acquired
Immune Deficiency Syndrome (AIDS) epidemic in
the late 1970s.
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Primary Immunodeficiencies

These are inherited disorders that primarily affect
immune system cell function. Most are rare with preva-
lences less than 1 in 50,000 individuals. As would be
expected, the less severe tend to be more common. Cer-
tain types of infections associate with different classes of
immunodeficiency (Table 17.3). Many primary immuno-
deficiencies lead to significant infections early in life.
Deficiencies in multiple lymphocyte lineages tend to be
devastating. Breastfeeding neonates with antibody defi-
ciencies usually remain well for a time after birth due
to passive transfer of maternal immunoglobulin during
the first 6–9 months of life. Then the affected individual
develops upper and lower respiratory tract infections
including sinusitis, otitis, and pneumonia. Most of these
infections are caused by bacteria such as Streptococcus
pneumoniae and Haemophilus influenzae that have polysac-
charide capsules, making them resistant to phagocytosis
without effective antibody opsonization. If untreated,
these recurrent infections cause significant destruction
and scarring of lung tissue, resulting in bronchiectasis.
Fortunately, treatment with pooled immunoglobulin is
effective in treating antibody deficiencies. More recently,
it has been recognized that deficiency in one molecule
may predispose individuals to only one or a few types of
infections. We are only beginning to recognize these syn-
dromes, and it is likely several more will be discovered.

X-Linked Agammaglobulinemia (Bruton’s Disease) This
condition is diagnosed in a patient with recurrent respi-
ratory tract infections, lack of tonsilar tissue, and a nor-
mal white blood cell count with normal lymphocyte
percentage. When flow cytometry for surface mem-
brane immunoglobulin (BCR) is performed in these
patients, few if any B-cells are found. Serum immuno-
globulins are nonexistent. The defect is in Bruton’s
tyrosine kinase (Btk), which is essential for B-cell devel-
opment and survival. B-cells develop in the bone
marrow from pluripotent hematopoietic stem cells, first
becoming pro-B cells, then pre-B-cells when the

immunoglobulin heavy and light chain V region gene
segments undergo rearrangement. During the next
stage, the immature B-cell, the BCR is expressed on
the cell surface (sIgM), and these cells leave the bone
marrow to undergo further maturation steps. These
cells eventually develop into mature B-cells and then
plasma cells, which, in the presence of antigen and
T-cells, undergo antibody class switching and somatic
hypermutation. Btk is involved in signal transduction at
several stages of B-cell development [10]. At the pre-B-
cell stage, Btk signaling appears to be essential for direct-
ing light chain gene rearrangement events. Thus, defec-
tive Btk leads to arrest of B-cell differentiation at the
pre-B-cell stage.

Hyper-IgM Syndrome Hyper-IgM syndrome, which is
characterized by the presence of normal or elevated
serum levels of IgM and low IgG and IgA, may be caused
by one of at least 10 gene defects (Table 17.4). The most
common (and the most clinically severe) of these is an
X-linked deficiency in CD40 ligand (CD40L). This recep-
tor is transiently expressed on activated T-cells and inter-
acts with CD40 molecules constitutively expressed on the
surface of B-cells and APCs. T-cell interaction with B-cells
via CD40–CD40L interaction leads to immunoglobulin
class switching and differentiation into plasma cells. In
the absence of this signal, B-cells only produce IgM.Other
T-cell/B-cell interactions can induce class switching, so
some small amounts of IgG and IgA may be seen. How-
ever, the impaired production of IgG and IgA in CD40L
deficiency leads to susceptibility to recurrent bacterial
infections, particularly those involving the respiratory
tract caused by encapsulated organisms. Importantly,
T-cells also interact with APCs via CD40–CD40L. Thus,
CD40L deficiency (as well as the more unusual auto-
somal recessive CD40 deficiency) leads to significant
impairment in both antibody production and cell-
mediated immunity, resulting in a clinical presentation
that may include both infections with encapsulated bac-
teria and intracellular organisms. Other defects responsi-
ble for the hyper-IgM phenotype are either directly or

Table 17.3 Infections in Immunodeficiencies.

Host Defense Affected Clinical Example History Relevant Pathogens

T-cells AIDS Disseminated infections
Opportunistic infections
Persistent viral infections

Pneumocystis jiroveci
Cryptococcus neoformans
Herpes viruses

B-cells X-linked agammaglobulinemia Recurrent respiratory infections
Chronic diarrhea
Aseptic meningitis

Streptococcus pneumoniae
Haemophilus influenzae
Giardia lamblia
Enteroviruses

Phagocytes Chronic granulomatous disease Gingivitis
Aphthous ulcers
Recurrent pyogenic infections

Staphylococcus aureus
Burkholderia cepacia
Serratia marcescens
Aspergillus spp.

Complement Late complement component
(C5, C6, C7, C8, or C9)
deficiency

Recurrent bacteremia
Recurrent meningitis

Neisseria spp.
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indirectly involved in immunoglobulin class switching
[11]. Some do not involve T-cells and therefore do not
induce a clinically mixed deficit.

Complement Deficiency Defects have been described
for most of the components of complement. There is
a propensity for individuals with C3 deficiency and with
classical component defects (C1, C2, and C4) to
develop systemic lupus erythematosus (SLE). While this
is not well understood, classical pathway clearance of
apoptotic cells and immune complexes may be impor-
tant. C2 deficiency is relatively common, occurring in
1 in 20,000 individuals. These individuals have an
increased propensity to develop infections, SLE, and
myocardial infarctions [12]. Defects in MBP are rela-
tively common, and there is an association with infec-
tions in children. Finally, defects in the terminal
components (C5–9) lead to a remarkable susceptibi-
lity (�5000-fold risk) to recurrent infections caused by
pathogenic Neisseria spp., especially N. meningitidis.
Interestingly, mortality due to these infections is 10-fold
lower than nondeficient individuals. The reason for
observation remains to be determined.

Severe Combined Immunodeficiency (SCID) The
severe combined immunodeficiency disorder is charac-
terized by the absence of T-cell differentiation, resulting
in severely reduced or absent T-cells. At least 10 autoso-
mal recessive or X-linked genetic defects have been
described, which result in several possible phenotypes
based on B and NK cell development (Table 17.5). The

most common cause of SCID is an X-linked deficiency
in the common g chain shared by receptors for several
cytokines including IL-2 and IL-4. This form is character-
ized by complete absence of T-cells and NK cells. When
untreated, SCID results in death within the first year
of life from overwhelming opportunistic infections.
Improved survival has been reported in infants receiving
stem cell transplants. Using retroviral vectors, gene ther-
apy has also been used successfully in several cases [13].

CommonVariable Immunodeficiency (CVID) Common
variable immunodeficiency (CVID) is a heterogeneous
syndrome, probably comprising several distinct diseases,
characterized by recurrent infections and low antibody
levels (IgG and IgA and/or IgM). The syndrome is usu-
ally diagnosed in the fourth decade of life and with a typ-
ical delay of >15 years from first symptoms to diagnosis
[14]. The estimated prevalence of CVID is about 1 in
25,000 individuals, making it the most prevalent immu-
nodeficiency requiring medical attention. The main
clinical features are recurrent infections of the respira-
tory tract, chronic diarrhea, autoimmune disease, and
malignancy. While most gene defects are unknown,
10–15% are caused by a defect in the transmembrane
activator and calcium modulator and cyclophillin inter-
actor (TACI) gene [15]. TACI is a member of the TNF
receptor family and is expressed on B-cells and activated
T-cells. Ligands for TACI include B-cell activating factor
of the TNF family (BAFF) and a proliferation inducing
ligand (APRIL). Both ligands bind other receptors on
B-cells and T-cells. However, in response to ligation by
APRIL, TACI mediates isotype switching to IgG and
IgA. Similarly, BAFF mediates IgA switching. The pene-
trance of CVID phenotype in families carrying a mutant
TACI gene is quite variable. Recently, a defect in BAFF
receptor has also been identified as a cause of CVID.

Chronic Granulomatous Disease (CGD) Phagocytes
produce reactive oxygen species (including superox-
ide and hydrogen peroxide) to kill ingested patho-
gens. NADPH oxidase is a five-subunit enzyme that
catalyzes the production of superoxide from oxygen
for this purpose. Over 400 genetic defects in NADPH
have been described that result in chronic granuloma-
tous disease (CGD) [16], which is characterized by
recurrent, indolent bacterial and fungal infections
caused by catalase positive organisms including

Table 17.4 Hyper IgM Syndromes [11]

Defective Gene Genetic Transmission T-Cell Defect Somatic Hypermutation

CD40L X-linked yes decreased
CD40 Autosomal recessive yes decreased
AID Autosomal recessive no no
AID C terminal Autosomal dominant no yes
UNG Autosomal recessive no yes
AID-targeting Autosomal recessive no yes
DNA repair Autosomal recessive no yes
ATM Autosomal recessive yes yes
MRE-11 Autosomal recessive yes ?
NB-S1 Autosomal recessive yes ?

Table 17.5 Genetic Defects Causing SCID

Defective Gene
B-Cell
Deficit

NK Cell
Deficit

IL-7 receptor a-chain no no
CD3 d-chain no no
CD3 e-chain no no
Common g chain
(X-linked)

no yes

CD45 no yes
JAK3 no yes
Artemis yes no
RAG1, RAG2 yes no
Adenosine-deaminase yes yes
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Staphylococcus aureus and Aspergillus spp. Most mutations
occur in the gp91phox gene located on the X chromo-
some. There are also autosomal recessive forms of the
disease primarily involving p47phox. The lack of micro-
bicidal oxygen species due to NADPH deficiency leads
to a severe defect in intracellular killing of phagocy-
tosed organisms. However, organisms that lack catalase
produce peroxide as a byproduct of oxidative metabo-
lism, which accumulates and leads to effective intracel-
lular killing of these microbes. Tissue pathology is
characterized by granulomas and lipid-filled histiocytes
in liver, spleen, lymph nodes, and gut. The disease is
treated with antibiotic prophylaxis, and chronic
administration of interferon-g may also be beneficial.

X-Linked Proliferative Disease (Duncan’s Syndrome)
Caused by a mutation in the SH2D1A gene, this rare
X-linked proliferative disease is manifested by dysregu-
lated T-cell and NK cell proliferation and responses.
SH2D1A encodes SLAM-associated protein (SAP), a
cytoplasmic adapter protein that binds the transmem-
brane protein signaling lymphocyte activationmolecule
(SLAM) and related molecules. SAP inhibits cell activa-
tion via SLAM. Defects in SAP lead to T-cell prolifera-
tion. Individuals with this disorder have a propensity to
develop lymphoma and fulminant Epstein-Barr virus
(EBV) infection.

Inherited Susceptibility to Herpes Encephalitis (UNC-
93B and TLR-3 Deficiencies) The paradigm of a single
gene lesion conferring vulnerability to multiple infec-
tions has been challenged by several recent discov-
eries. While over 80% of young adults are infected
with herpes simplex virus type 1 (HSV-1), development
of herpes simplex encephalitis (HSE) is quite rare
(1/250,000 patient years). Jean Laurent Casanova
and colleagues hypothesized that susceptibility to
developing HSE was inherited as a monogenic trait
[17]. There was evidence that impaired interferon
responses might predispose to HSE. Therefore, they
screened otherwise healthy children with a history of
HSE and found two unrelated children whose leuko-
cytes had defective interferon production in response
to HSV-1 antigens. These children had no evidence
of increased susceptibility to infections. However, it
was determined that they had impaired responses to
agonists of TLR-7, TLR-8, TLR-9, and possibly TLR-3.
These responses were similar to those recently reported
by Bruce Beutler’s group in mice lacking UNC-93B, an
endoplasmic reticulum protein involved in activation by
TLR-3, TLR-7, and TLR-9 [18]. The patients completely
lacked mRNA encoding UNC-93B. Each was homozy-
gous for a different mutation in the UNC-93B gene: one
had a 4 base deletion and one had a point mutation lead-
ing to alternative splicing. Previously, childrenwith a defi-
ciency in interleukin 1 receptor-associated kinase-4
(IRAK-4) had been described. These patients fail to sig-
nal through TLR-7, TLR-8, or TLR-9, and show a propen-
sity to developing certain bacterial infections but not
HSE. Therefore, Casanova and colleagues proposed that
theHSE susceptibility of the UNC-93B deficient children
was due to impaired TLR-3 induction of interferon. One

year later the same group identified two more otherwise
healthy children with HSE and a single point mutation
in the tlr3 gene [19]. TLR-3 is highly expressed in the cen-
tral nervous system. Together, these data strongly suggest
an important role for TLR-3 in protection against HSE
and indicate that a single genetic defect may predispose
to infection (or severe manifestations of infection) by a
specific pathogen. The possibility remains that the TLR-
3 pathway may also be important in protection against
encephalitis cause by other viruses.

Inherited Susceptibility to Tuberculosis Several recently
described genetic defects predispose individuals to
severe disease caused by Mycobacterium tuberculosis and
other less virulent mycobacterial species [20]. The pro-
teins encoded by these genes all play a role in Th1
responses and include IL-12, receptors for interferon-
g and IL-12, and STAT1, which is involved in signaling
via the interferon-g receptor.

Acquired Immunodeficiencies

Exposure to a variety of factors such as infectious agents,
immunosuppressive drugs and environmental conditions
are much more prevalent causes of immunodeficiency
than the genetic defects described above. Malnutrition is
themost commoncauseof immunodeficiencyworldwide.
Metabolic diseases, such as diabetes, hepatic cirrhosis,
and chronic kidney disease also lead to immunosuppres-
sion. Many viral and bacterial infections can result in
transient immunosuppression. Infection with the human
immunodeficiency virus (HIV) can lead to a chronic
and severe state of immunosuppression known as the
Acquired Immune Deficiency Syndrome (AIDS).

Acquired Immune Deficiency Syndrome It is currently
estimated that over 40 million people are infected with
HIV, with the majority in sub-Saharan Africa, and South
and Southeast Asia. HIV is a retrovirus that contains 9
genes: gag, pol, env, tat, rev, nef, vif, vpr, vpu. The gag gene
product is split by the HIV protease into 5 structural
proteins. The pol gene product is split into three
enzymes: integrase, reverse transcriptase, and protease.
The env gene product is cleaved to produce two enve-
lope proteins, gp120 and gp41, which together consti-
tute gp160. The other 5 genes encode regulatory
proteins. The virus is shed into body fluids and the
bloodstream. HIV infection is most typically spread via
sexual contact, but transmission via contaminated hypo-
dermic needles and blood products can also occur as
can transmission from mother to infant.

HIV enters CD4þ T-cells through interaction of
gp160 on the viral envelope and CD4 along with a
co-receptor, either CCR5 or CXCR4, on the cell sur-
face. Individuals expressing a ccr5 mutant gene are
protected from HIV infection. Once inside the cell,
the virus uncoats and the reverse transcriptase, which
is complexed to the RNA genome of the virus, tran-
scribes viral RNA into double-stranded DNA. This is
then transported to the cell nucleus where, with the
help of virally encoded integrase, it is inserted into
the cellular DNA. Thus, the virus establishes lifelong
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infection of the cell. Replication of the viral genome
occurs along with cell replication.

Acute HIV infection is characterized by high vire-
mia, immune activation, and CD4þ T-cell lymphope-
nia. The acute phase of infection lasts several weeks.
Patients often develop nonspecific symptoms of fever,
rash, headaches, and myalgias. Occasionally, opportu-
nistic infections may occur in this period. The acute
phase is followed by a period of clinical latency gener-
ally characterized by absence of significant symptoms.
During this period, viral replication continues in the
lymphoid tissue, resulting in lymphadenopathy, and
there is increased susceptibility to certain infections
such as tuberculosis. The latent period lasts several
years. Higher viral loads predict shorter clinical
latency. While initial host immune responses control
viral infection somewhat, they inevitably fail. CD4þ

T-cells continue to decline, and eventually the host
becomes susceptible to opportunistic infections,
including pneumocystis pneumonia, cryptococcal
meningitis, disseminated cytomegalovirus (CMV), and
mycobacterial infections. If untreated, death occurs
on average about 10 years after infection.

While the virus targets CD4þ T-cells, abnormalities
in all parts of the immune system occur during HIV
infection. There is profound disruption of lymphoid
tissue architecture, resulting in an inability to mount
responses against new antigens and severely impaired
memory responses. CD4þ T-cells that are not killed
directly are dysregulated. They have decreased IL-2 pro-
duction and IL-2 receptor expression, resulting in
diminished capacities to proliferate and differentiate.
CD28 expression is also reduced. T-cell receptor Vb
repertoire can be significantly reduced in advanced
HIV infection. CD8þ T-cells also have decreased IL-2
receptor and CD28 expression. CTL activity is reduced
as are production of cytokines and chemokines,
including those that block HIV replication. B-cells are
hyperactivated by gp41 in HIV infection. gp120 acts
as a superantigen for B-cells carrying the VH3 variable
region. This leads to a gap in the B-cell antibody reper-
toire. B-cell dysregulation explains the propensity to
developing infections with encapsulated bacteria.
B-cells also express proinflammatory cytokines such
as TNF and IL-6, which enhance HIV replication.
Macrophages express CD4 and other HIV co-receptors
and become infected with HIV. They serve as impor-
tant reservoirs for HIV. Infection of macrophages also
leads to functional abnormalities, including decreased
IL-12 secretion, increased IL-10 production, decreased
antigen uptake, and impaired chemotaxis. HIV infec-
tion of brain tissue macrophages or microglial cells
plays a major role in HIV encephalopathy. Other
immune cells shown to be dysregulated in HIV infec-
tion include NK cells and neutrophils.

Treatment with multiple drugs that target HIV
enzymes, known as highly active antiretroviral therapy
(HAART), is effective in reducing viremia and restor-
ing normal CD4þ T-cell counts. HAART has drastically
reduced mortality rates in HIV infection [21]. After
2–3 weeks, patients treated with HAART may develop a
severe inflammatory response to existing opportunistic

infections known as the immune reconstitution inflam-
matory syndrome (IRIS). No treatment regimen has
been successful in eradicating infection.

Autoimmune Diseases

T-lymphocytes and B-lymphocytes have incredible diver-
sity in antigen recognition. They also carry a potent
armamentarium, capable of destroying cells and caus-
ing damaging inflammation. While some pathogen-
associated antigens are quite distinct from host mole-
cules, there is often no fundamental difference between
host antigens and those of pathogens. Therefore, auto-
reactive clones will most certainly arise. The host needs
to eliminate these self-reactive lymphocytes or suffer
self-destruction. Macfarlane Burnet originally formu-
lated the clonal deletion theory, which proposes that
all self-reactive lymphocytes (forbidden clones) are
destroyed during development of the immune system.
In fact, some autoreactive T-cells and B-cells exist in
many individuals that do not develop autoimmune dis-
ease. Autoimmunity occurs when T-cells or B-cells are
activated and cause tissue destruction in the absence
of ongoing infection.

Tolerance is the process that neutralizes these auto-
reactive T-cells and B-cells. Autoimmunity is the failure
of tolerance mechanisms. B-cells may produce anti-
bodies that recognize surface proteins, and these may
directly cause disease by (i) initiating destruction of
host cells or (ii) mimicking receptor ligand, and caus-
ing hyperactivation. Antibodies that bind intracellular
antigens, such as many of those formed in SLE, are
generally believed to be secondary to the autoimmune
process itself. Autoreactive B-cells may be deleted in
the bone marrow or the lymph nodes and spleen.
B-cells must receive a second signal (co-stimulation)
following B-cell receptor ligation by antigen. Most
often this second signal is delivered by T-cells. Without
T-cell help, antigen binding B-cells will die.

Autoreactive T-cells are removed by two separate pro-
cesses: central and peripheral tolerance. During matura-
tion, T-cells leave the bone marrow and travel to the
thymus, where they encounter endogenous peptides
complexed with MHC. If the receptors on a given T-cell
bind these complexes with significant affinity, it is
directed to die by apoptosis in a process called negative
selection. Interestingly, moderate binding to self-anti-
gens is necessary for T-cell survival, as lack of binding to
antigens presented in the thymus also triggers apoptosis.
Not all self-antigens are presented in the thymus, and
some autoreactive T-cells escape to the periphery. Similar
to B-cells, presentation of antigens to T-cells in the
absence of co-stimulation leads to deletion. Activated
T-cells express Fas on their cell surface. If they encounter
Fas ligand, theywill undergo apoptosis. Some tissues such
as the eye constitutively express Fas ligand. When acti-
vated, T-cells expressing Fas (CD95) enter the anterior
chamber of the eye; they encounter Fas ligand and
undergo apoptosis without causing tissue damage.
Another molecule involved in peripheral tolerance is
cytotoxic T-lymphocyte-associated protein (CTLA-4
or CD152) which binds to B7-1 (CD80) on T-cells and
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B7-2 (CD86) on B-cells with higher affinity than the co-
stimulatory molecule CD28, inhibiting T-cell activation.
CTLA-4 polymorphism is associated with an increased
predisposition to autoimmune diseases, including SLE,
autoimmune thyroiditis, and type 1 diabetes. Another
mechanism that plays a role in the development of
autoimmunity is called immunological ignorance. Cer-
tain tissues, such as the central nervous system, are
protected by barriers (such as the blood brain barrier)
that do not typically allow entry of peripheral T-cells.

Recently, a new subset of T-cells has been described
called regulatory T-cells (Tregs). These cells play an
important role in controlling the magnitude and the
quality of immune responses. Tregs express CD4 and
CD25 on their surface. They also produce a transcription
factor, forkhead box P3 (FoxP3), which is critical for the
differentiation of thymic T-cells into Tregs. FoxP3 inter-
acts with other transcription factors to control expression
of �700 gene products, and leads to repression of IL-2
production and activation of CTLA-4 and CD25 expres-
sion. Tregs mediate immunosuppression by several
mechanisms [22]. First, they may compete with specific
naı̈ve T-cells for antigen presented by APCs. Second, they
may downregulate APCs via CTLA-4-dependent mecha-
nisms. Finally, they may interact with effector T-cells
to either kill them or inactivate them with immunosup-
pressive cytokines such as IL-10. The role of abnormal
Tregs in autoimmunity is still being established. Defects
in certain genes specifically associated with Tregs may
lead to autoimmunity. In addition to CTLA-4, poly-
morphisms in IL-2 andCD25 are associated with suscepti-
bility to autoimmune diseases. Mutations in foxP3 lead to
an immunodeficiency syndrome, IPEX (immune dys-
regulation, polyendocrinopathy, enteropathy, X-linked),
associated with autoimmune diseases in endocrine
organs [23]. Environmental factors may also play a role
in Tregs. Tregs have higher metabolic and proliferation
rates compared to other T-cells and are therefore more
susceptible to ionizing radiation and vitamin deficien-
cies. Other T-cells may also play a role in immunosup-
pression and tolerance, including CD8þ, CD4�CD8�,
and g/d T-cells.

Tolerance can be broken by several mechanisms.
Infections are thought to be the main exogenous cause
of autoimmunity. Infections can break ignorance by
damaging barriers, leading to release of sequestered anti-
gens. Superantigens, which stimulate polyclonal T-cell
activation without the need for co-stimulation, are pro-
duced by certain microbes. Also, infection can produce
significant inflammation with production of inflamma-
tory cytokines and other co-stimulatory molecules, which
may activate autoreactive lymphocytes (bystander activa-
tion). Another trigger of autoimmunity is a seemingly
appropriate immune response tomicrobial antigens that
mimic host antigens. For example, in the demyelinating
disease Guillain-Barré syndrome, antibody cross-reactiv-
ity has been demonstrated between human gangliosides
and Campylobacter jejuni lipopolysaccharide. In fact,
microbial antigens may evolve to resemble host antigens
in order to evade the host immune response. Drugs, such
as procainamide, are another significant exogenous trig-
ger of autoimmunity.

Several autoimmune diseases have been described
(Table 17.6). These may be either systemic (such as
SLE) or organ-specific (for instance, type 1 diabetes).
Some of the more common autoimmune diseases are
considered in the following sections with the under-
standing that the underlying mechanisms leading to
host immune destruction in this diverse group of dis-
eases are relatively similar.

Systemic Lupus Erythematosus

Systemic lupus erythematosus (SLE) is a diverse systemic
autoimmune syndrome with a significant range of symp-
toms and disease severity [24]. The etiologies of SLEhave
not been clearly established. An antecedent viral illness
often precedes the onset of SLE, and there is a temporal
association with EBV infection and SLE. MHC genes
(such as HLA-A1, B8, and DR3) are linked to SLE. Defi-
ciencies in the early complement component cascade
(C1q, C2, or C4) are strongly associated with SLE. Several
other genes may also be linked to SLE. The syndrome
probably represents several distinct diseases that result
in similar manifestations. There is a major propensity
for females to develop this disease (9:1 versus males),
implicating a role for female hormones (or male hor-
mones as protective). However, the basis for the sexual
preference has not been established.

The hallmark of SLE is the development of autoan-
tibodies, particularly those that bind double-stranded
DNA (anti-dsDNA). Many other autoantibodies have
been described in SLE and are associated with certain
clinical manifestations. Antibodies to dsDNA, Sm anti-
gen, and C1q are correlated with kidney disease. Anti-
bodies to Ro and La antigens are associated with fetal
heart problems, while antibodies to phospholipids
are associated with thrombotic events and fetal loss in
pregnancy. Tissue damage by autoantibodies has been
most well studied with anti-dsDNA causing kidney
damage. There are two possible mechanisms involved.
First, anti-dsDNA may bind to fragments of DNA
released by apoptotic cells (nucleosomes) in the
bloodstream, forming immune complexes. These com-
plexes are deposited in the glomerular basement
membrane in the kidney and cause disease by Type
III reactions. Second, anti-dsDNA may cross-react with
another antigen expressed on kidney cells. One possi-
ble candidate for this antigen is a-actinin, which cross-
links actin and is important in maintaining the
function of renal podocytes.

Apoptotic cells express intracellular material in the
form of blebs on the cell surface and complement
may be important in clearing apoptotic debris. An
intriguing hypothesis explaining the association of
complement deficiencies and SLE is that defects in
clearing apoptotic cells leads to continued exposure
to self-antigens (such as nucleosomes, Sm, Ro, or La)
resulting in SLE [25].

Type 1 Diabetes Mellitus

Pancreatic b-cells produce insulin, which plays an
essential role in glucose metabolism. In type 1
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diabetes, cell-mediated destruction of b-cells occurs,
leading to complete insulin deficiency. In contrast, in
type 2 diabetes there is normal production of insulin,
but cells do not respond appropriately. Susceptibility
to development of type 1 diabetes is linked to HLA-
DR3/4 and DQ8 genes and is also associated with
polymorphisms in the gene for CTLA-4. Potential
exogenous triggers include viral infections (such as
congenital rubella), chemicals (such as nitrosamines),
and foods (including early exposure to cow’s milk pro-
teins). Interaction with environmental triggers in an
individual with genetic predisposition leads to infiltra-
tion of the pancreatic islets with CD4þ and CD8þ

T-cells, B-cells, and macrophages, and the production
of autoantibodies. Autoantibodies to b-cell antigens,
insulin, and others (including antiglutamic acid de-
carboxylase and anti-insulinoma-associated antigen)
can precede the onset of type 1 diabetes by years. How-
ever, there is no direct evidence that these antibodies
play a role in pathogenesis. Th1-activated autoreactive
CD4þ T-cells together with cytotoxic CD8þ T-cells
induce apoptosis of b-cells mediated via Fas-Fas ligand
interaction and release of cytoxic molecules. Clinical
expression of disease occurs only after >90% of the
b-cells are destroyed.

Multiple Sclerosis

Multiple sclerosis (MS) is a demyelinating disease pre-
sumed to be of autoimmune etiology. The disease pre-
sents with neurologic deficits and generally has a

relapsing course followed by a progressive phase. The
disease is more common in females (2:1 versus men),
and there appears to be a genetic predisposition. As
with SLE and type 1 diabetes, there is an association
with certain MHC, including HLA-DR2 and DQ6.
However, the inciting factor is believed to be environ-
mental. The disease occurs more commonly in temper-
ate climates, and relapses are often preceded by viral
respiratory tract infections. The hallmark of MS is the
central nervous system inflammatory plaque contain-
ing a perivascular infiltration of myelin-laden macro-
phages and T-cells (both CD4þ and CD8þ). These
plaques tend to form in the white matter and involve
both the myelin sheath and oligodendrocytes [26].
There is often widespread axonal damage. Myelin-reac-
tive T-cells can be isolated from individuals with and
without MS. However, in the former, these T-cells are
activated with a Th1 phenotype, whereas in the latter,
these cells are naı̈ve. There is significantly increased
antibody production in the central nervous system of
MS patients. B-cells recovered from cerebrospinal fluid
of MS patients also display an activated phenotype.

Celiac Disease

Celiac disease occurs in genetically predisposed indi-
viduals following exposure to gluten. The disease results
in diarrhea and malabsorption. It is unique among
autoimmune diseases, as the environmental precipi-
tant is known. Strict avoidance of the antigen, which
is found in wheat, leads to remittance of symptoms in

Table 17.6 Autoimmune Diseases

Name Hypersensitivity1 Autoantibody2

Acute disseminated encephalomyelitis
Addison’s disease Anti-21-hydroxylase
Ankylosing spondylitis
Antiphospholipid antibody syndrome Anticardiolipin
Autoimmune hemolytic anemia II
Autoimmune hepatitis Antismooth muscle actin
Bullous pemphigoid Antibullous pemphigoid antigen
Celiac disease IV Antigliadin
Dermatomyositis Anti-Jo-1
Diabetes mellitus type 1 IV Anti-insulin
Goodpasture’s syndrome II Antibasement membrane collagen type IV
Graves’ disease II Antithyroid stimulating hormone receptor
Guillain-Barré syndrome IV Antiganglioside
Hashimoto’s thyroiditis IV Antithyroglobulin
Idiopathic thrombocytopenic purpura II Antiplatelet membrane glycoprotein IIb-III
Multiple sclerosis IV Antimyelin basic protein
Myasthenia gravis II Antiacetylcholine receptor
Pemphigus vulgaris II Antidesmogein 3
Pernicious anemia II Anti-intrinsic factor
Polymyositis
Primary biliary cirrhosis Antimitochondrial
Rheumatoid arthritis III Rheumatoid factor
Sjögren’s syndrome Anti-SSB/La
Systemic lupus erythematosus III Anti-dsDNA
Temporal arteritis IV
Wegener’s granulomatosis Antineutrophil cytoplasmic

1Hypersensitivity reaction associated with disease pathogenesis.
2A single relevant antibody is listed. Many syndromes are associated with more than one autoantibody.
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most subjects. Gliadin is the alcohol soluble fraction of
gluten and is the primary antigen leading to an inflam-
matory reaction in the small intestine, characterized by
chronic inflammatory infiltrate and villous atrophy. An
enzyme, tissue transglutaminase, deamidases gliadin
peptides in the lamina propria, increasing their immu-
nogenicity. Gliadin-reactive T-cells recognizing antigen
in the context of HLA-DQ2 or DQ8 lead to an inflam-
matory Th1 phenotype. While these HLA types are
necessary for the development of celiac disease, they
are not sufficient, and other genetic factors and envi-
ronmental exposures also play a role in developing dis-
ease. IgA antibodies directed against gliadin, tissue
transglutaminase, and connective tissue (such as anti-
endomysial and antireticulin) are found in individuals
with celiac disease. These patients are also susceptible
to developing several types of cancer, most notably ade-
nocarcinoma of the small intestine and enteropathy-
associated T-cell lymphoma.
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Molecular Basis of Pulmonary
Disease

Carol F. Farver n Dani S. Zander

INTRODUCTION

Pulmonary pathology includes a large spectrum of
both neoplastic and non-neoplastic diseases that affect
the lung. Many of these are a result of the unusual
relationship of the lung with the outside world. Every
breath that a human takes brings the outside world
into the body in the form of infectious agents, organic
and inorganic particles, and noxious agents of all
types. Although the lung has many defense mechan-
isms to protect itself from these insults, these are not
infallible and so lung pathology arises. Damage to
the lung is particularly important given the role of
the lung in the survival of the organism. Any
impairment of lung function has widespread effects
throughout the body, since all organs depend on the
lungs for the oxygen they need. Pulmonary pathology
catalogs the changes in the lung tissues and the
mechanisms through which these occur. What follows
is a review of lung pathology and the current state of
knowledge about the pathogenesis of each disease.
We believe that a clear understanding of both mor-
phology and mechanism is required for the develop-
ment of new therapies and preventive measures.

NEOPLASTIC LUNG AND PLEURAL

DISEASES

Lung cancer is a major cause of morbidity and mortal-
ity throughout the world. The most recent estimates
available from the Surveillance, Epidemiology, and
End Results (SEER) program of the National Cancer
Institute are that in 2007 over 213,000 people in the
United States were diagnosed with cancer of the lung
and bronchus, and over 160,000 will have died due to
this disease [1]. However, in the past decade incidence
andmortality rates have begun tomove in amorepositive
direction, particularly in men. Overall, men show a

decline in lung cancer incidence, while in women,
although lung cancer rates grew from 1975 through
1998, they stabilized from 1998 through 2004 [2].
Similarly, cancer death rates due to lung cancer have
declined for men and have slowed for women. Although,
for women, lung cancer death rates have increased since
1975, the rate of increase has slowed to 0.2% annually
from 1995 to 2004 [2]. These trends parallel changes in
the prevalence of tobacco smoking, the most important
risk factor for development of lung cancer.

Given the tremendous societal and individual impacts
of this disease, it is not surprising that themolecular biol-
ogy of lung cancer is amajor focus of investigation. Eluci-
dation of themolecular pathogenesis of these neoplasms
has progressed significantly, offering insights into new,
targeted therapies, and predictors of prognosis and ther-
apeutic responsiveness. Recognition of precursor lesions
for some types of lung cancers has been facilitated by our
expanded understanding of early molecular changes
involved in carcinogenesis.

The World Health Organization (WHO) classification
scheme is the most widely used system for classification
of these neoplasms (Table 18.1) [3]. Although there
are numerous histologic types and subtypes of lung can-
cers, most of the common malignant epithelial tumors
can be grouped into the categories of nonsmall cell lung
cancers (NSCLCs) and small cell carcinomas (SCLCs).
NSCLCs include adenocarcinomas (ACs), squamous cell
carcinomas (SqCCs), large cell carcinomas, adenosqua-
mous carcinomas, and sarcomatoid carcinomas. SCLCs
include cases of pure and combined small cell carcinoma.
Common pulmonary symptoms associated with these
tumors include cough, shortness of breath, chest pain or
tightness, and hemoptysis (coughing up blood). Since
some tumors cause airway obstruction, they predispose
to pneumonia, which can be an important clue to the exis-
tence of a tumor in some patients. Constitutional symp-
toms can include fever, weight loss, and malaise. Some
neoplasms will declare themselves with symptoms related
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to local invasion of adjacent structures such as chest wall,
nerves, superior vena cava, esophagus, or heart. SCLCs
are known for early and widespread metastasis and
are therefore particularly prone to being discovered
through presentations as metastases in distant sites. Some
tumors are discovered due to pathophysiologic changes
triggered by the release of soluble substances from
tumor cells. Endocrine syndromes due to elaboration of
hormones are well recognized, and include Cushing syn-
drome, syndrome of inappropriate antidiuretic hormone,
hypercalcemia, carcinoid syndrome, gynecomastia, and
others. Hypercoagulability commonly occurs with lung
cancers, leading to manifestations of venous thrombosis,
nonbacterial thrombotic endocarditis, and disseminated
intravascular coagulation. Hematologic changes can

include anemia, granulocytosis, eosinophilia, and other
abnormalities. Other paraneoplastic syndromes such as
clubbing of the fingers, myasthenic syndromes, dermato-
myositis/polymyositis, and transverse myelitis are noted
in subsets of patients.

When lung cancer is suspected, evaluation of the
patient includes a thorough clinical, radiologic, and labo-
ratory assessment, with collection of tissue or cytology sam-
ples to establish a pathologic diagnosis of malignancy and
to classify the tumor type. Fiberoptic bronchoscopy is
often performed to collect samples for diagnosis. Sample
types can include transbronchial and endobronchial biop-
sies, bronchial brushings, bronchial washings, broncho-
alveolar lavage samples, and transbronchial needle
aspirates. Submission of sputum samples for cytologic

Table 18.1 World Health Organization Histological Classification of Tumors of the Lung

Malignant Epithelial Tumors

Squamous cell carcinoma
Papillary
Clear cell
Small cell
Basaloid

Small cell carcinoma
Combined small cell carcinoma

Adenocarcinoma
Adenocarcinoma, mixed subtype
Acinar adenocarcinoma
Papillary adenocarcinoma
Bronchioloalveolar carcinoma

Nonmucinous
Mucinous
Mixed or indeterminate

Solid adenocarcinoma with mucin production
Fetal adenocarcinoma
Mucinous (“colloid”) carcinoma
Mucinous cystadenocarcinoma
Signet ring adenocarcinoma
Clear cell adenocarcinoma

Large cell carcinoma
Large cell neuroendocrine carcinoma

Combined large cell neuroendocrine carcinoma
Basaloid carcinoma
Lymphoepithelioma-like carcinoma
Clear cell carcinoma
Large cell carcinoma with rhabdoid phenotype

Adenosquamous carcinoma
Sarcomatoid carcinoma

Pleomorphic carcinoma
Spindle cell carcinoma
Giant cell carcinoma
Carcinosarcoma
Pulmonary blastoma

Carcinoid tumor
Typical carcinoid
Atypical carcinoid

Salivary gland tumors
Mucoepidermoid carcinoma
Adenoid cystic carcinoma
Epithelial-myoepithelial carcinoma

Preinvasive lesions
Squamous carcinoma in situ
Atypical adenomatous hyperplasia
Diffuse idiopathic pulmonary neuroendocrine
hyperplasia

Mesenchymal Tumors

Epithelioid hemangioendothelioma
Angiosarcoma
Pleuropulmonary blastoma
Chondroma
Congenital peribronchial myofibroblastic tumor
Diffuse pulmonary lymphangiomatosis
Inflammatory myofibroblastic tumor
Lymphangioleiomyomatosis
Synovial sarcoma

Monophasic
Biphasic

Pulmonary artery sarcoma
Pulmonary vein sarcoma

Benign Epithelial Tumors

Papillomas
Squamous cell papilloma

Exophytic
Inverted

Glandular papilloma
Mixed squamous cell and glandular papilloma

Adenomas
Alveolar adenoma
Papillary adenoma
Adenomas of salivary-gland type

Mucous gland adenoma
Pleomorphic adenoma
Others

Mucinous cystadenoma

Lymphoproliferative Tumors

Marginal zone B-cell lymphoma of the MALT type
Diffuse large B-cell lymphoma
Lymphomatoid granulomatosis
Langerhans cell histiocytosis

Miscellaneous Tumors

Hamartoma
Sclerosing hemangioma
Clear cell tumor
Germ cell tumors

Teratoma, mature
Immature
Other germ cell tumors

Intrapulmonary thymoma
Melanoma

Metastatic Tumors

Reprinted with kind permission from Travis, W. D., Brambilla, E., Müller-Hermelink, H. K., and Harris, C. C. (2004). Pathology and
Genetics of Tumours of the Lung, Pleura, Thymus and Heart. IARC Press, Lyon [290].
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examination can provide a diagnosis in some cases, partic-
ularly for centrally located tumors such as SqCC and
SCLC. Tumors arising in a peripheral location can also
be sampled, in many cases, by fine needle aspiration or
core needle biopsy performed under radiologic guidance.
If a pleural effusion is present in combination with a lung
parenchymal tumor, analysis of the pleural fluid cytology
often allows one to establish a diagnosis. Pleural biopsy,
mediastinoscopy with biopsy, and wedge biopsy can also
be performed, depending on the clinical and radiologic
findings. For tumors with apparent distant metastasis,
biopsy of the metastasis focus can both establish a patho-
logic diagnosis and determine the stage of the tumor.

The prognosis of lung cancers is closely related to
tumor stage. For NSCLCs, the American Joint Commis-
sion on Cancer TNM staging system is widely used
(Table 18.2) [4], and for SCLCs, disease is classified
as limited (restricted to one hemithorax) or extensive.

Overall, for lung cancers, the 5-year survival is 13.4%
for men and 17.9% for women [5]. An important
factor leading to this relatively poor survival is the late
stage at which many lung cancers are diagnosed.
Information from the SEER database, from 1996–2003,
indicates that 16%, 35%, 42%, and 7% of patients were
diagnosed with localized, regional, distant, or unstaged
disease, respectively [5]. The corresponding 5-year
survival rates are 49.0%, 15.3%, 2.8%, and 8.7%, and 10-
year survival rates are 37.8%, 10.3%, 1.6%, and 5.1% [5].

For patients with NSCLCs, treatment depends on
stage and comorbid conditions [6]. Surgical resection
is the preferred approach to treatment of localized
NSCLCs, provided there is no medical contraindica-
tion to operative intervention. Lobectomy or more
extensive resection (depending on tumor extent) is usu-
ally recommended rather than lesser surgeries, unless
other comorbid conditions preclude these procedures.

Table 18.2 American Joint Commission on Cancer Lung Cancer Staging

Primary Tumor (T)

TX Primary tumor cannot be assessed, or tumor proven by presence of malignant cells in sputum or bronchial washings but
not visualized by imaging or bronchoscopy

T0 No evidence of primary tumor
Tis Carcinoma in situ
T1 Tumor � 3 cm in greatest dimension, surrounded by lung or visceral pleura, without bronchoscopic evidence of invasion

more proximal than the lobar bronchus
T2 Tumor with any of the following features of size or extent: > 3 cm in greatest dimension, involves main bronchus � 2 cm

distal to the carina, invades visceral pleura, associated with atelectasis or obstructive pneumonitis that extends to the
hilar region but does not involve the entire lung

T3 Tumor of any size that directly invades the chest wall, diaphragm, mediastinal pleura, parietal pericardium; or lies < 2 cm
distal to the carina but without involvement of the carina; or is associated with atelectasis or obstructive pneumonitis of
the entire lung

T4 Tumor of any size that invades the mediastinum, heart, great vessels, trachea, esophagus, vertebral body, carina; or has
separate tumor nodule(s) in same lobe; or is associated with a malignant pleural effusion.

Regional Lymph Nodes (N)

NX Regional lymph nodes cannot be assessed
N0 No regional lymph node metastasis
N1 Metastasis in ipsilateral peribronchial and/or ipsilateral hilar lymph nodes, including intrapulmonary nodes involved by

direct extension of the primary tumor
N2 Metastasis in ipsilateral mediastinal and/or subcarinal lymph node(s)
N3 Metastasis in contralateral mediastinal, contralateral hilar, ipsilateral or contralateral scalene or supraclavicular lymph node(s).

Distant Metastasis (M)

MX Distant metastasis cannot be assessed
M0 No distant metastasis
M1 Distant metastasis; includes separate tumor nodule(s) in a different lobe.

TNM Stage Groupings

Occult T0 N0 M0
Stage 0 Tis N0 M0
Stage IA T1 N0 M0
Stage IB T2 N0 M0
Stage IIA T1 N1 M0
Stage IIB T2 N1 M0

T3 N0 M0
Stage IIIA T1 N2 M0

T2 N2 M0
T3 N1 M0
T3 N2 M0

Stage IIIB Any T N3 M0
T4 Any N M0

Stage IV Any T Any N M1

Based on Greene, F. L., Page, D. L., Fleming, I. D., Fritz, A., Balch, C. M., Haller, D. G., and Morrow, M. (2002). AJCC Cancer Staging
Manual. Springer, New York [4].
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Intraoperative mediastinal lymph node sampling or dis-
section is also recommended for accurate pathologic
staging and determination of therapy. Subsets of patients
also benefit from chemotherapy and radiotherapy. For
more advanced NSCLC and for SCLC, chemotherapy
and radiotherapy are the primary treatment modalities
[6].Rare patients with limited-stage SCLCs canbe consid-
ered for surgical resection with curative intent.

Common Molecular Genetic Changes in
Lung Cancers

Development of lung cancer occurs with multiple, com-
plex, stepwise genetic and epigenetic changes involving
allelic losses, chromosomal instability and imbalance,
mutations in tumor suppressor genes (TSGs) and domi-
nant oncogenes, epigenetic gene silencing through pro-
moter hypermethylation, and aberrant expression of
genes participating in control of cell proliferation and
apoptosis [7]. There are similarities as well as type-specific
differences in the molecular alterations between NSCLCs
and SCLCs, and between SqCCs and ACs [8–10]. Onco-
genes that play a part in the pathogenesis of lung cancer
include MYC, K-RAS (predominantly ACs), Cyclin D1,
BCL2, and ERBB family genes such as EGFR (epidermal
growth factor receptor) (predominantly ACs) and

HER2/neu (predominantly ACs) [11,12]. Also, lung can-
cers often display abnormalities involving TSGs including
TP53, RB, p16INK4a, and new candidate TSGs on the short
arm of chromosome 3 (DUTT1, FHIT, RASFF1A, FUS-1,
BAP-1) [11,13]. As research advances, these lists continue
to grow, and as knowledge has expanded about the roles
of these genes in carcinogenesis and tumor behavior,
new targeted therapeutic agents have been designed to
treat this disease (Figure 18.1 and Table 18.3) [14]. Many
other agents are under investigation.

In cancers, chromosomal regions harboringTSGs and
oncogenes are often deleted or amplified. Allele loss
involving loci in 3p14–23 is a consistent feature of lung
cancer pathogenesis [15,16].Wistuba et al. reported alle-
lic losses of 3p, oftenmultiple and discontinuous, in 96%
of the lung cancers studied and in 78% of the precursor
lesions [15]. Larger segments of allelic loss were noted
in most SCLCs (91%) and SqCCs (95%) than in ACs
(71%) andpreneoplastic/preinvasive lesions [15]. There
was allelic loss in the 600-kb 3p21.3 deletion region in
77%of the lung cancers; 70%of thenormal or reneoplas-
tic/preinvasive lesions associated with lung cancers; and
49% of the normal, mildly abnormal, or preneoplastic/
preinvasive lesions found in smokers without lung can-
cer, but no loss was seen in the samples from people
who had never smoked [15]. 8p21–23 deletions are also
frequent and early events in the pathogenesis of lung

Tipifarnib, lonafarnib

Cell membrane

EGF and VEGF ligands Monoclonal antibodies

Receptor TKlsReceptors: EGFR family
members and VEGFR

EGF: cetuximab, panitumumab, matuzumab
VEGF: bevacizumab

EGFR: gefitinib, ertotinib, lapatinib, HKI-272, CI-1033
VEGFR: AZD2171, vandetanib, sunitinib, vatalanib, axitinib, AMG 706 

Sorafenib

TSG theraphy

p53

Nucleus

ERK

MEK

BRAF

RAS Signaling
pathways

mTOR

AKT PTEN

PDK1

PI3K LY294002

Oblimersen, ABT-737 Bct-2 Mitochondrion

Bortezomib Proteasome

Sirolimus, temsirolimus, everolimus, AP23573
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Figure 18.1 Targeted therapies are focused on key oncogenic pathways in lung cancer. These agents are designed to
interfere with lung cancer cell proliferation, inhibition of apoptosis, angiogenesis, and invasion. EGFR ¼ epidermal growth
factor receptor; VEGFR ¼ vascular endothelial growth factor receptor; TKIs ¼ receptor tyrosine kinase inhibitors; TSG ¼
tumor suppressor gene; PR ¼ proteasome; PDK1 ¼ pyruvate dehydrogenase kinase isoenzyme 1; PTEN ¼ phosphatase
and tensin homolog. Reprinted with kind permission from Sun, S., Schiller, J. H., Spinola, M., and Minna, J. D. (2007).
New molecularly targeted therapies for lung cancer. J Clin Invest 117, 2740–2750 [14].
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carcinomas [17], and other common alterations include
LOH at 13q, 17q, 18q, and 22p [16].

Allelic losses that are more frequent in SqCCs than
ACs include deletions at 17p13 (TP53), 13q14 (RB),
9p21 (p16INK4a), 8p21–23, and several regions of 3p
[11,15,17,18]. A recent study utilizing a bacterial artificial
chromosome array to perform high-resolution whole
genome profiling of SqCC and AC cell lines showed that
regions of frequent amplification shared by both types of
tumors included 5p; chromosome 7, 8q, 11q13, 19q, and
20q; and common regions of deletion included 3p, 4q,
9p, 10p, 10q; chromosome 18; and chromosome 21

[10]. However, ACs appeared to have higher frequencies
of deletion of chromosome 6; 8p, 9q, 15q; and chromo-
some 16 than SqCCs, and possess small regions of ampli-
fication on chromosomes 12 and 14 not seen in SqCCs.
Chromosome arms 2q and 13q were frequently deleted
in AC but amplified in SqCC cell lines. Both types of
tumors showed deletion of chromosome arm 17p, but it
wasmore frequent in the SqCC cell lines, while amplifica-
tion of chromosome 17p was more frequent in ACs.
Amplification of chromosome 3q was common to both
types of tumors but showed frequent alteration at 3q23–
3q26 in the SqCC lines and at 3q22 in the AC lines.

Table 18.3 Selected Targeted Agents in Clinical Development for Lung Cancer Treatment

Target Drug
Trade
Name

Stage of Development in
Lung Cancer

EGFR pathway inhibitors

EGFR Gefitinib Iressa Approved for advanced NSCLC
EGFR Erlotinib Tarceva Approved for advanced NSCLC
EGFR Cetuximab Erbitux Phase II/III
EGFR Matuzumab Phase I
EGFR Panitumumab Vectibix Phase II
EGFR, HER2 Lapatinib Tykerb Phase II
EGFR, HER2 HKI-272 Phase II
EGFR, HER2, ERB4 CI-1033 Phase II

VEGF/VEGFR pathway inhibitors

VEGF-A Bevacizumab Avastin Approved for advanced NSCLC
VEGFR-2, EGFR ZD6474; Vandetanib Zactima Phase II/III
VEGFR-1–3 AZD2171 Recentin Phase II/III
VEGFR-1–3, PDGFR, c-KIT, FLT-3 SU11248; Sunitinib Sutent Phase II
VEGFR-1–3, PDGFR-b, c-KIT, c-fms PTK787; Vatalanib Phase II
VEGFR-1–3, PDGFR, c-KIT AG-013736; Axitinib Champix Phase II
VEGFR-1–3, PDGFR, c-KIT AMG 706 Phase I

Ras/Raf/MEK pathway inhibitors

Ras Tipifarnib (FTI) Zarnestra Phase III
Ras Lonafarnib (FTI) Sarasar Phase III
Raf-1, VEGFR-2 and -3, PDGFR, c-KIT BAY 43–9006; Sorafenib Nexavar Phase II
MEK CI-1040 Phase II
MEK PD-0325901 Phase I/II
MEK AZD6244 Phase I

PI3K/Akt/PTEN pathway inhibitors

PI3K LY294002 Phase I
mTOR Rapamycin; Sirolimus Rapamune Phase I
mTOR CCI-779; Temsirolimus Phase I/II
mTOR RAD001; Everolimus Phase I/II
mTOR AP23573 Phase I

Tumor suppressor gene therapies

p53 p53 retrovirus Phase I
p53 p53 adenovirus (Ad5CMV-

p53)
Advexin Phase I

FUS1 FUS1 nanoparticle Phase I

Proteasome inhibitors

Proteasomes Bortezomib Velcade Phase II

HDAC inhibitors

HDAC SAHA; Vorinostat Zolinza Phase II
HDAC Depsipeptide Phase I

Telomerase inhibitors

Telomerase GRN163L Phase I

Reprinted with kind permission from Sun, S., Schiller, J. H., Spinola, M., and Minna, J. D. (2007). New molecularly targeted
therapies for lung cancer. J Clin Invest 117, 2740–2750 [14].
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Inactivation of recessive oncogenes is believed to
occur through a two-stage process. It has been suggested
that the first allelic inactivation occurs, often via a point
mutation, and the second allele is later inactivated by a
chromosomal deletion, translocation or other alteration
such as methylation of the gene promoter region [19].
Inactivating mutations in the TSG TP53, which encodes
the p53 protein, are themost frequentmutations in lung
cancers. These mutations are found in up to 50% of
NSCLCs and over 70% of SCLCs, and are largely attribut-
able todirectDNAdamage fromcigarette smoke carcino-
gens [20].TP53mutational patterns show aprevalence of
G to T transversions in 30% of smokers’ lung cancers ver-
sus only 12% of lung cancers in nonsmokers [20]. p53
protein is a transcription factor and a key regulator of cell
cycle progression; cellular signals induced by DNA dam-
age, oncogene expression, or other stimuli trigger p53-
dependent responses including initiating cell cycle
arrest, apoptosis, differentiation, and DNA repair [21].
Loss of p53 function in tumor cells can result in inappro-
priate progression through the dysregulated cell cycle
checkpoints and permits the inappropriate survival of
genetically damaged cells [22].

The p16INK4a-cyclin D1–CDK4–Rb pathway, which
plays a central role in controlling the G1 to S phase transi-
tion of the cell cycle, is another important tumor suppres-
sor pathway that is often disrupted in lung cancers. It
interfaces with the p53 pathway through p14ARF and
p21Waf/Cip1. Thirty percent to 70% of NSCLCs contain
mutations of p16INK4a, including homozygous deletion
or point mutations and epigenetic alterations, leading to
p16INK4a inactivation [22]. Almost 90% of SCLCs and
smaller numbers of NSCLCs, on the other hand, display
loss of Rb expression [23], and mutational mechanisms

usually responsible include deletion, nonsensemutations,
and splicing abnormalities that lead to truncated Rb pro-
tein [22]. p16INK4a leads to hypophosphorylation of the
Rb protein, which causes arrest of cells in the G1 phase.
The active, hypophosphorylated form of Rb regulates
other cellular proteins including the transcription factors
E2F1, E2F2, and E2F3, which are essential for progression
through the G1/S phase transition. Loss of p16INK4a pro-
tein or increased complexes of cyclin D-CDK4–6 or cyclin
E-CDK2 lead to hyperphosphorylation of Rb with resul-
tant evasion of cell cycle arrest and progression into
S phase [21,23]. Cell cycle progression is inhibited by
p21Waf/Cip1 through its inhibition of the cyclin complexes.
The 10%–30% of NSCLCs lacking detectable alterations
in p16INK4a and Rb may have abnormalities of cyclin D1
and CDK4, which cause inactivation of the Rb pathway
[22]. Figure 18.2 provides an overview of the p53 and
retinoblastoma (Rb) pathways, showing the complex
interactions between the components [21].

Epigenetic alterations (hypermethylationof the 50 CpG
island) of TSGs are also frequent occurrences during pul-
monary carcinogenesis, and methylation profiles of
NSCLCs show relationships to smoke exposure, histologic
type, and geography. Methylation rates of p16INK4a and
APC and the mean methylation index (MI) (a reflection
of the overall methylation status) in current or former
smokers were significantly higher than in never smokers;
the mean MI of tumors was highest in current smokers;
methylation rates ofAPC,CDH13, andRARbetawere signif-
icantly higher in ACs than in SqCCs; methylation rates of
MGMT and GSTP1 in cases from the United States and
Australia significantly exceeded those from Japanese and
Taiwanese cases; and no significant gender-related differ-
ences in methylation patterns were found [24].
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Figure 18.2 The p53 and retinoblastoma (Rb) pathways. A phosphate residue on Rb protein is indicated with a blue P.
UV ¼ ultraviolet. Reprinted with kind permission of Springer ScienceþBusiness Media, from Stelter, A. A. and Xie, J.
(2008). Molecular oncogenesis of lung cancer. In Molecular Pathology of Lung Diseases (Zander, D. S., Popper, H. H.,
Jagirdar, J., Haque, A. K., Cagle, P. T., and Barrios, R., eds.), pp. 169–175, Springer, New York, NY [21].
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Proto-oncogene activation and growth factor signal-
ing are important in pulmonary carcinogenesis. The
tyrosine kinase epidermal growth factor receptor
(EGFR) is frequently mutated in NSCLCs, particularly
in ACs, and the mutational status is important in
determining response to tyrosine kinase inhibitors.
A related pathway, the phosphoinositide 3-kinase
(PI3K)/Akt/mammalian target of rapamycin (mTOR)
pathway, is frequently deregulated in pulmonary carci-
nogenesis. As reviewed by Marinov et al., this pathway
has been reported to mediate the effects of several
tyrosine kinase receptors, including EGFR, c-Met, c-Kit,
and IGF-IR, on proliferation and survival in NSCLC
and SCLC [25]. Clinical trials are ongoing, investigating
the efficacy of the mTOR inhibitor rapamycin and its
analogues on lung cancer [26]. HER2/neu is another
related receptor tyrosine kinase that is upregulated in
approximately 20%–30%ofNSCLCs [27,28], but unlike
the situation with HER2/neu-positive breast cancers,
treatment with anti-HER2/neu antibody (trastuzumab)
does not seem to yield comparable benefits for NSCLC
when used alone or in combination with chemotherapy
[28,29]. Pointmutations of RAS family proto-oncogenes
(most often at K-RAS codons 12, 13, or 61) are detected
in 20%–30% of lung ACs and 15%–50% of all NSCLCs
[22]. Although farnesyl transferase inhibitors prevent
Ras signaling, these agents have not shown significant
activity as single-agent therapy in untreated NSCLC or
relapsed SCLC [30]. MYC family genes (MYC, MYCN,
and MYCL), which play roles in cell cycle regulation,
proliferation, and DNA synthesis, are more frequently
activated in SCLCs than in NSCLCs, either by gene
amplification or by transcriptional dysregulation [22].

Vascular endothelial growth factor (VEGF) is a homo-
dimeric glycoprotein that is overexpressed in many lung
cancers and directly stimulates endothelial cell prolifera-
tion, promotes endothelial cell survival in newly formed
vessels, and induces proteases involved in the degradation
of the extracellular matrix needed for endothelial cell
migration [31]. Its angiogenic effects are mediated by
three receptors: VEGFR-1, VEGFR-2, and VEGFR-3;
ligand binding leads to tyrosine kinase activation and acti-
vation of the signaling pathways required for angiogenesis
[31].Monoclonal antibodies to VEGF (bevacizumab) and
tyrosine kinase inhibitors to VEGFRs have been devel-
oped and showpromise for treatment of NSCLC. A phase
III trial of bevacizumab showed significantly improved
overall and progression-free survival when this agent was
used in combination with standard first-line chemother-
apy in patients with advanced NSCLC, and several small-
molecule VEGFR tyrosine kinase inhibitors have yielded
favorable results in phase I and II trials in NSCLC [32].

MicroRNAs are a recently discovered class of
nonprotein-coding, endogenous, small RNAs which reg-
ulate gene expression by translational repression, mRNA
cleavage, and mRNA decay initiated by miRNA-guided
rapid deadenylation [33]. Some microRNAs such as let-7
have been suggested to play roles in carcinogenesis
by functioning as oncogenes or tumor suppressors,
negatively regulatingTSGs and/or genes that control cell
differentiation or apoptosis [33]. Investigations of the
therapeutic potential of microRNAs are also under way.

Adenocarcinoma and Its Precursors

Clinical and Pathologic Features

In the 2004 version of the WHO classification scheme,
AC is defined as “a malignant epithelial tumour with
glandular differentiation or mucin production, showing
acinar, papillary, bronchioloalveolar or solid with mucin
growth patterns or a mixture of these patterns” [34].
AC has become the most frequent histologic type of
lung cancer in parts of the world. It occurs primarily
in smokers, but represents the most common type of
lung cancer in people who have never smoked and in
women. A small subset of these tumors arise in patients
with localized scars or diffuse fibrosing lung diseases
such as asbestosis and interstitial pneumonia associated
with scleroderma [35]. These neoplasms usually arise in
the periphery of the lung, and are more likely to invade
the pleura and chest wall than other histologic types of
lung cancers. Radiologic studies can show one or more
nodules, ground-glass opacities, or mixed solid and
ground-glass lesions. On gross examination, the neo-
plasms are often solitary gray-white nodules or masses,
sometimes with necrosis or cavitation, which pucker
the overlying pleura. Mucin-producing tumors can have
a glistening, gelatinous appearance. Other presenta-
tions include a pattern of consolidation resembling
pneumonia (usually bronchioloalveolar carcinoma)
(Figure 18.3),multiple nodules, diffuse interstitial widen-
ing due to lymphangitic spread, endobronchial lesions
with submucosal infiltration, and diffuse visceral pleural
infiltration and thickening resembling mesothelioma.

Common histologic patterns displayed by ACs include
acinar (Figure 18.4), papillary, bronchioloalveolar (Fig-
ure 18.5, Figure 18.6), and solid arrangements, and

Figure 18.3 Bronchioloalveolar carcinoma. The tan
tumor (arrow) replaces a large portion of the normal lung
parenchyma.
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mixtures of these patterns are very frequent. Less com-
mon histologic subtypes include fetal AC, mucinous (col-
loid) AC, mucinous cystadenocarcinoma, signet ring AC,
and clear cell AC [34]. ACs usually exhibit differentiation
toward Clara cells or type II pneumocytes or, less often,
goblet cells. They manifest a range of differentiation
extending from very well-differentiated tumors with

extensive gland formation and little cytoatypia, to poorly
differentiated, solid tumors that cannot be categorized as
ACs unless one orders a mucin stain (Figure 18.7). How-
ever, most examples include readily identifiable glands.
Invasiveness is reflected by the presence of neoplastic
glands that infiltrate through stroma or pleura, stimulat-
ing a fibroblastic (desmoplastic) response (Figure 18.4),
or by cells in the lumens of blood vessels or lymphatics.

In recent years, atypical adenomatous hyperplasia
(AAH) has been recognized as a precursor lesion for
peripheral pulmonary ACs. This lesion is defined as “a
localized proliferation of mild to moderately atypical
cells lining involved alveoli and, sometimes, respiratory
bronchioles, resulting in focal lesions in peripheral

Figure 18.6 Adenocarcinoma with bronchioloalveolar
pattern. Columnar tumor cells with a hobnail appearance
line thickened alveolar septa. The tumor cells have enlarged,
hyperchromatic nuclei. They remain on the surface of the
alveolar septa and do not invade the lung tissue. This pattern
is considered to represent an in situ lesion.

Figure 18.4 Adenocarcinoma with acinar pattern. The
tumor consists of abnormal glands, some showing cribriform
architecture, in a desmoplastic stromal background. The
desmoplastic stroma has a dense collagenized appearance
and reflects the presence of invasion. The abnormal
glandular structures are lined by columnar tumor cells with
abundant cytoplasm and mildly pleomorphic nuclei.

Figure 18.5 Adenocarcinoma with bronchioloalveolar
pattern (left) compared with normal lung (right).
Bronchioloalveolar carcinoma displays a lepidic growth
pattern, in which tumor cells extend along alveolar septa,
maintaining the alveolar architecture of the lung. This is
illustrated by comparing the section of the figure on the left
with that on the right. Notice that although open alveoli are
present on both sides, the alveolar septa in the left portion
are lined by tumor cells and have a thickened appearance,
in contrast to the alveoli on the right, which have thin septa
lined by flat pneumocytes.

Figure 18.7 Adenocarcinoma (mucicarmine stain).
Intracytoplasmic (arrow) and luminal mucin stains dark pink.
The production of mucin indicates glandular differentiation.
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alveolated lung, usually less than 5 mm in diameter and
generally in the absence of underlying interstitial inflam-
mation and fibrosis” (Figure 18.8) [36]. AAH exists on a
histologic continuum with bronchioloalveolar carci-
noma (BAC), which is defined as an in situ (noninvasive)
form of AC, in which the neoplastic cells grow along alve-
olar septa (lepidic growth) without invasion of stroma or
vasculature (Figure 18.5, Figure 18.6) [34]. Most BACs
exceed 1 cm in diameter and consist of cells with greater
degrees of cytoatypia than AAH. Although AAH is found
in approximately 3% of patients without lung cancer at
autopsy [37], it has been reported in 9%–21% of lung
resection specimens with all types of primary lung cancer
and 16%–35% of lung resection specimens with AC [36].
The progenitor cell for BAC andAAH is believed to be an
epithelial cell located at the junction between the
terminal bronchiole and alveolus, termed the bronch-
ioalveolar stem cell [38].

Molecular Pathogenesis

A recently published large-scale study of primary lung
ACs, using dense single nucleotide polymorphism
arrays, described 57 significantly recurrent copy-num-
ber alterations in these tumors (Table 18.4) [12].
Twenty-six of 39 autosomal chromosome arms showed
consistent large-scale copy-number gain or loss, and 31
recurrent focal events, including 24 amplifications and
7 homozygous deletions, were found.

Although some of the alterations involved regions
known to harbor a proto-oncogene or TSG, these genes
remain to be identified in some of the other regions
affected. Amplification of chromosome 14q13.3 was the
most common event noted, found in 12% of samples.
This region includes NKX2–1, which encodes a lineage-

specific transcription factor (thyroid transcription fac-
tor-1 [TTF-1]) that activates transcription of target genes
including the surfactant proteins, and may be an impor-
tant proto-oncogene involved in a significant fraction of
lung ACs. Immunohistochemical staining for TTF-1 can
be performed to detect expression of this factor in most
lung adenocarcinomas, aiding in the determination of
the lung as the site of origin of the tumor (Figure 18.9).
Additional work using small interfering RNA (siRNA)-
mediated knockdown of this gene in lung cancer cell
lines with amplification led to reductions in tumor cell
proliferation, through both decreased cell cycle progres-
sion and increased apoptosis, suggesting that gene ampli-
fication and overexpression contribute to lung cancer
cell proliferation rates and survival [39].

EGFR and K-RAS mutations are mutually exclusive
mutational events in AC of the lung, which suggests the
existence of two independent oncogenic pathways
[40,41]. EGFR is a receptor tyrosine kinase whose activa-
tion by ligand binding leads to activation of cell signaling
pathways such as Ras/mitogen-activated protein kinase
(MAPK) and phosphatidylinositol-3-kinase, which in
turn propagates signals for proliferation, blocking of
apoptosis, differentiation, motility, invasion, and adhe-
sion [21]. Tumor-acquired mutations in the tyrosine
kinase domain of EGFR, often associated with gene
amplification, have been found in approximately 5%–
10% of NSCLCs in the United States, and are associated
with AC histology, never-smoker status, East Asian ethnic-
ity, and female gender [14,40,42]. EGFR mutations are
frequently in-frame deletions in exon 19, single missense
mutations in exon 21, or in-frame duplications/inser-
tions in exon 20, and occasional missense mutations
and double mutations can also be detected [40,43].
EGFR mutation has an inverse correlation with methyla-
tion of the p16INK4a gene and SPARC (secreted protein
acidic and rich in cysteine), an extracellular Ca2þ-bind-
ing glycoprotein associated with the regulation of cell
adhesion and growth [41]. EGFR status is an important
predictor of response to EGFR kinase inhibitors: patients
with EGFRmutations are most likely to have a significant
response to EGFR tyrosine kinase inhibitor therapy, and
EGFR amplification and protein overexpression have
been reported to correlate with survival after EGFR tyro-
sine kinase inhibitor therapy [14,44]. K-Ras is a member
of the Ras family of proteins, which function as signal
transducers between cell membrane-based growth factor
signaling and the MAPK pathways [21]. K-RASmutations
are associated with smoking, male gender, and poorly dif-
ferentiated tumors [43]. HER2 (also known as EGFR2 or
ERBB2), a member of the EGFR family of receptor tyro-
sine kinases, is mutated in less than 2% of NSCLC, and
does not occur in tumors with EGFR or K-RAS mutation
[45]. The HER2 mutations are in-frame insertions in
exon 20 and are significantly more frequent in ACs
(2.8%), never smokers (3.2%), Asian ethnicity (3.9%),
and women (3.6%), similar to EGFR mutations [45].

Alterations in DNA methylation appear to be impor-
tant epigenetic changes in cancer, contributing to chro-
mosomal instability through global hypomethylation,
and aberrant gene expression through alterations in
the methylation levels at promoter CpG islands [46].

Figure 18.8 Atypical adenomatous hyperplasia. This
lesion, which has been defined as a precursor lesion for
peripheral pulmonary adenocarcinomas, consists of a well-
circumscribed nodule measuring several millimeters in
diameter, in which alveolar septa are lined by mildly moderate
atypical cells.
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Epigenetic differences exist between EGFR-mediated
and K-RAS-mediated tumorigenesis, and may interact
with the genetic changes. A recent study showed that
the probability of having EGFR mutation was signifi-
cantly lower among those with p16INK4a and CDH13
methylation than in those without, and the methylation
index was significantly lower in EGFR mutant cases
than in wild-type. In contrast,K-RASmutation was signif-
icantly higher in p16INK4a methylated cases than in
unmethylated cases, and the methylation index was
higher in K-RAS mutant cases than in wild-type [47].

Squamous Cell Carcinoma and Its Precursors

Clinical and Pathologic Features

SqCC is defined as “a malignant epithelial tumour
showing keratinization and/or intercellular bridges that
arises from bronchial epithelium,” in the WHO classifica-
tion scheme [48]. It is a common histologic type of
NSCLC that is closely linked to cigarette smoking. Inmost
patients, this tumor arises in a mainstem, lobar, or seg-
mental bronchus, producing a central mass on imaging

Table 18.4 Top Focal Regions of Amplification and Deletion

Cytoband* q Value
Peak Region
(Mb)*

Max/Min
Inferred
Copy No.

Number of
Genes* #

Known Proto-
Oncogene/Tumor
Suppressor Gene
in Region*^

New
Candidate(s)

Amplifications
14q13.3 2.26 � 10–29 35.61–36.09 13.7 2 – NKX2–1, MBIP
12q15 1.78 � 10–15 67.48–68.02 9.7 3 MDM2 –
8q24.21 9.06 � 10–13 129.18–129.34 10.3 0 MYC@ –
7p11.2 9.97 � 10–11 54.65–55.52 8.7 3 EGFR –
8q21.13 1.13 � 10–7 80.66–82.55 10.4 8 – –
12q14.1 1.29 � 10–7 56.23–56.54 10.4 15 CDK4 –
12p12.1 2.83 � 10–7 24.99–25.78 10.4 6 KRAS –
19q12 1.60 � 10–6 34.79–35.42 6.7 5 CCNE1 –
17q12 2.34 � 10–5 34.80–35.18 16.1 12 ERBB2 –
11q13.3 5.17 � 10–5 68.52–69.36 6.5 9 CCND1 –
5p15.33 0.000279 0.75–1.62 4.2 10 TERT –
22q11.21 0.001461 19.06–20.13 6.6 15 – –
5p15.31 0.007472 8.88–10.51 5.6 7 – –
1q21.2 0.028766 143.48–149.41 4.6 86 ARNT –
20q13.32 0.0445 55.52–56.30 4.4 6 – –
5p14.3 0.064673 19.72–23.09 3.8 2 – –
6p21.1 0.078061 43.76–44.12 7.7 2 – VEGFA
Deletions –
9p21.3 3.35 � 10–13 21.80–22.19 0.7 3 CDKN2A/ CDKN2B –
9p23 0.001149 9.41–10.40 0.4 1 – PTPRDk
5q11.2 0.005202 58.40–59.06 0.6 1 – PDE4D
7q11.22 0.025552 69.50–69.62 0.7 1 – AUTS2
10q23.31 0.065006 89.67–89.95 0.5 1 PTEN –

*Based on hg17 human genome assembly.
#Ref Seq genes only.
^Known tumor suppressor genes and proto-oncogenes defined as found in either COSMIC30, CGP Census31, or other evidence; if
there is more than one known proto-oncogene in the region, only one is listed (priority for listing is, in order: known lung
adenocarcinoma mutation; known lung cancer mutation; other known mutation (by COSMIC frequency); listing in CGP Census).
@MYC is near, but not within, the peak region.
kSingle gene deletions previously seen, this study provides new mutations as well.
Reprinted with kind permission from Weir, B. A., et al (2007). Characterizing the cancer genome in lung adenocarcinoma. Nature 450,
893–898 [12].

Figure 18.9 Adenocarcinoma (immunohistochemical
stain for thyroid transcription factor-1 [TTF-1]). The
brown-stained nuclei are positive for TTF-1. TTF-1 is
expressed in the majority of pulmonary adenocarcinomas
and small cell carcinomas, as well as in the thyroid.
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studies. Many of these tumors have an endobronchial
component that can cause airway obstruction, leading to
postobstructive pneumonia, atelectasis, or bronchiectasis.
Not infrequently, it is the pneumonia that prompts evalu-
ation of the patient and leads to discovery of the tumor.
Less often, SqCCs develop in the periphery of the lung.

Gross examination reveals a tan or gray mass that usu-
ally arises in a largebronchus andoften includes an endo-
bronchial component (Figure 18.10, Figure 18.11).
Partial or complete airway obstruction can be associated
with changes of pneumonia, bronchitis, abscess, bronchi-
ectasis, or atelectasis. Necrosis and cavitation are very
common in these tumors. Involvement of hilar lymph
nodes by tan-gray tumor can be visible in some resected
specimens. Microscopically, the key features of this
tumor are its keratinization, sometimes with formation
ofkeratinpearls, and intercellular bridges (Figure18.12).
As is true of ACs, the degree of differentiation of this
tumor varies from very well differentiated cases, in which
there are abundant keratinization and intercellular
bridges and little cytoatypia, to very poorly differentiated
cases, in which keratinization and intercellular bridges
can be quite inconspicuous and the tumor consists of
sheets of large atypical cells with marked cytoatypia and
frequent mitoses. However, most cases fall more toward
the middle of the spectrum. Invasiveness is reflected by
the presence of irregular nests and sheets of cells that
infiltrate through tissues, stimulating a fibroblastic
response, or by cells inside vascular or lymphatic spaces.

Invasive SqCCs are often accompanied by SqCC in situ
and dysplasia, their precursor lesions. These lesions arise

in the bronchi and may be contiguous with the invasive
tumor or exist as one or more separate foci. These pre-
cursor lesions can also be observed without coexisting
invasive carcinoma. Like SqCC, tobacco smoking is the
main predisposing factor for SqCC in situ and dysplasia.
Unlike invasive SqCC, however, these lesions are not
invasive—they do not extend through the basement
membrane of the bronchial epithelium. Grossly, they
may be invisible or appear as flat, tan or red discolora-
tions of the bronchial mucosa, or tan wart-like excres-
cences. Microscopically, these lesions encompass a

Figure 18.10 Invasive squamous cell carcinoma with
postobstructive pneumonia and abscesses. This tan tumor
lies in the central (perihilar) area of the lung and replaces the
normal lung tissue. Distal to the tumor, the lung has extensive
cystic changes reflecting abscesses and bronchiectasis, as well
as a background of tan consolidation representing pneumonia.

Figure 18.11 Squamous cell carcinoma. The tumor has
an endobronchial component (arrow) that partially obstructs
the airway lumen and has a warty appearance.

Figure 18.12 Invasive squamous cell carcinoma. This
tumor consists of cells with hyperchromatic, pleomorphic
nuclei and eosinophilic cytoplasm. Two keratin pearls are
present (center) and a portion of the tumor is necrotic (left).
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range of squamous changes that include alterations in
the thickness of the bronchial epithelium, the matura-
tional progress of squamous differentiation, cell size,
and nuclear characteristics (Figure 18.13, Figure 18.14)
[11,49]. As dysplasia increases from mild to moderate
to severe, the epithelium thickens, and maturation is

increasingly impaired. The basilar zone expands with
epithelial cell crowding, the intermediate zone shrinks,
and there is reduced flattening of the superficial squa-
mous cells. Cell size, pleomorphism, and anisocytosis
usually increase, and there is coarsening of the chroma-
tin and appearance of nucleoli, nuclear angulations,
and folding. In carcinoma in situ, although the epithe-
lium may or may not be thickened and the cell size
may be small, medium, or large, there is minimal or no
maturation from the base to the superficial aspect, and
the atypical nuclear features are present throughout
the entire thickness of the epithelium. Mitoses appear
in the lower third (mild or moderate dysplasia), lower
two-thirds (severe dysplasia), or throughout the full
thickness of the epithelium (carcinoma in situ).

Basal cells in the bronchial epithelium are believed to
represent the progenitor cells for invasive SqCC, and the
sequence of events leading to SqCC is believed to include
basal cell hyperplasia, squamous metaplasia, squamous
dysplasia, carcinoma in situ, and invasive SqCC (Fig-
ure 18.14) [11,49–51]. Regression of lesions preceding
invasive SqCC can occur, particularly the earlier lesions
[52]. However, severe dysplasia and carcinoma in situ
are associated with a significantly increased probability
of developing invasive SqCC in patients followed over
time with surveillance bronchoscopy [53].

Molecular Pathogenesis

Wistuba and colleagues evaluated SqCCs and precursor
lesions for loss of heterozygosity (LOH) at 10 chromo-
somal regions (3p12, 3p14.2, 3p14.1–21.3, 3p21, 3p22–
24, 3p25, 5q22, 9p21, 13q14 RB, and 17p13 TP53)

Figure 18.13 Dysplasia, squamouscell carcinoma in situ,
and invasive squamous cell carcinoma. The dysplastic
squamous epithelium (D) demonstrates increased thickness of
the basal layer with mild squamous atypia. The atypia is full
thickness in the area of carcinoma in situ (CIS), and in this
area the entire epithelium consists of similar appearing cells
with increased nuclear:cytoplasmic ratios. Invasion (INV) into
the underlying bronchial tissues is present as well.

Figure 18.14 Histologic and molecular changes in the development of pulmonary squamous cell carcinoma. These
changes occur in a stepwise fashion, beginning in histologically normal epithelium. LOH ¼ loss of heterozygosity. Reprinted
with kind permission from Wistuba, II and Gazdar, A. F. (2006). Lung cancer preneoplasia. Annu Rev Pathol 1, 331–348 [11].
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frequently deleted in lung cancer and found multiple,
sequentially occurring allele-specific molecular changes
in separate, apparently clonally independent foci, early
in the pathogenesis of SqCCs of the lung, suggesting a
field cancerization effect [11,18]. They observed clones
of cells with allelic loss at one or more regions in 31%
percent of histologically normal epithelium and 42% of
specimens with hyperplasia or metaplasia; increasing fre-
quency of LOH within clones with increasing histopath-
ologic lesional severity; the most frequent and earliest
regions of allelic loss at 3p21, 3p22–24, 3p25, and 9p21;
increasing size of the 3p deletions with progressive histo-
logic changes; and TP53 allelic loss in many histologi-
cally advanced lesions (dysplasia and CIS) [18]. An
overview of the sequential molecular events leading to
invasive SqCC is shown in Figure 18.14 [11].

Large Cell Carcinoma

Clinical and Pathologic Features

Large cell carcinoma is an undifferentiated NSCLC
without light microscopic evidence of squamous or
glandular differentiation, although squamous or glan-
dular features may be detectable by ultrastructural
examination (Figure 18.15) [54]. Histologic subtypes
of large cell carcinoma include large cell neuroendo-
crine carcinoma (LCNEC), combined LCNEC, basa-
loid carcinoma, lymphoepithelioma-like carcinoma,
clear cell carcinoma, and large cell carcinoma with
rhabdoid phenotype [54]. Clinical signs and symptoms
resemble those of other types of NSCLC. Most tumors
develop as peripheral lung masses, except for basaloid
carcinomas, which usually form centrally located
masses. Histologically, large cell carcinomas consist of
sheets and nests of large cells with vesicular nuclei,
prominent nucleoli, and moderate or abundant

amounts of cytoplasm. LCNECs demonstrate neuroen-
docrine architectural features and immunohistochem-
ical or ultrastructural evidence of neuroendocrine
differentiation. Basaloid carcinomas display nests of
small, monomorphic, rounded or fusiform tumor cells
with little cytoplasm, numerous mitoses, comedo-type
necrosis, and hyaline or mucoid stromal degeneration.
Clear cell carcinoma consists of large tumor cells with
clear cytoplasm. Precursor lesions are not currently
recognized for any of the subtypes of large cell carci-
noma. However, basaloid carcinoma is associated with
squamous dysplasia in about one-third of cases [54].

Molecular Pathogenesis

Large cell carcinomas are poorly differentiated carcino-
mas that can demonstrate features of AC (most fre-
quent), SqCC, or neuroendocrine differentiation when
examined by immunohistochemistry, electron micros-
copy, or molecular methods [55].

These tumors often demonstrate losses of 1p, 1q,
3p, 6q, 7q, and 17p, and gains of 5q and 7p, more
closely resembling ACs than other histologic types of
lung cancer [56]. Common molecular abnormalities
include TP53 mutation, C-MYC amplification, and
p16 promoter hypermethylation, while K-RAS mutation
is less common [55]. EGFR tyrosine kinase domain
mutation is not characteristic of large cell carcinomas,
and EGFRvIII (deletion mutations in the extracellular
domain of EGFR) is uncommon [57,58].

Neuroendocrine Neoplasms and Their
Precursors

Clinical and Pathologic Features

The major categories of pulmonary neuroendocrine
(NE) neoplasms include small cell carcinoma (SCLC),
large cell neuroendocrine carcinoma (LCNEC), typical
carcinoid, and atypical carcinoid. SCLC and LCNEC are
high-grade carcinomas, typical carcinoid is a low-grade
malignant neoplasm, and atypical carcinoid occupies
an intermediate position in the spectrum of biologic
aggressiveness. In one large series, the 5-year and
10-year survival rates for typical carcinoid were 87%
and 87%, 56% and 35% for atypical carcinoid, 27%
and 9% for LCNEC, and 9% and 5% for SCLC, respec-
tively [59]. By light microscopy, these tumors display
NE architectural features including organoid nesting,
a trabecular arrangement, rosette formation, and pali-
sading. These patterns are more prominent in carci-
noids than in LCNECs and may or may not be visible
in individual SCLCs. Typical carcinoids contain fewer
than 2 mitoses per 2 mm2 (10 HPF) and lack necrosis
(Figure 18.16), while atypical carcinoids show 2–10
mitoses per 2 mm2 (10 HPF) or necrosis, which is often
punctate [60]. SCLC consists of small, undifferentia-
ted tumor cells with scant cytoplasm and finely granular
chromatin and absent or inconspicuous nucleoli
(Figure 18.17).Nuclearmolding is characteristic, necrosis
is common, and the mitotic rate is typically high, with a
mean of over 60 mitoses per 2 mm2 [61]. Combined

Figure 18.15 Large cell carcinoma. This poorly differ-
entiated tumor displays large cell size with marked nuclear
pleomorphism, large nucleoli, nuclear inclusions, and
abundant eosinophilic cytoplasm. Evidence of squamous or
glandular differentiation is not observed. The intervening
stroma is inflamed.
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SCLCs include an SCLCcomponent accompanied by one
or more histologic types of NSCLC. LCNECs consist of
large tumor cells resembling those of large cell carci-
noma, with NE architectural patterns, necrosis, a high
mitotic rate (median of 70 per 2mm2), andNEdifferenti-
ation reflected in immunohistochemical staining for one
or more NE markers (chromogranin A, synaptophysin,
leu-7 [CD57] or N-CAM [neural cell adhesion molecule,
or CD56]) or the presence of neurosecretory granules
on ultrastructural examination (Figure 18.18) [60].

Differences also exist in the characteristics of patients
with carcinoids, as compared to patients with SCLC and
LCNEC. Patients with carcinoids are typically younger
and less likely to smoke than those with SCLCs and

LCNECs, the vast majority of whom have a current or
previous history of tobacco smoking [62,63]. Rare
patients with carcinoids have the multiple endocrine
neoplasia 1 (MEN1) syndrome, an association that is
not seen with SCLCs and LCNECs. In addition, an asso-
ciation with diffuse idiopathic pulmonary neuroendo-
crine cell hyperplasia (DIPNECH) has been noted
for carcinoids but not for SCLCs and LCNECs, leading
to classification of DIPNECH as a preinvasive lesion in
the most recent version of the WHO classification
scheme [64]. DIPNECH is a diffuse proliferation of sin-
gle cells, small nodules (NE bodies), and linear prolif-
erations of pulmonary NE cells that may reside in the
bronchial and/or bronchiolar epithelia (Figure 18.19),
andmay be accompanied by extraluminal proliferations

Figure 18.16 Typical carcinoid. This tumor consists of
nests of uniform tumor cells with round or ovoid nuclei, fine
chromatin, and little nuclear cytoatypia. A moderate amount
of cytoplasm is present. No necrosis or mitoses are
observed. The stromal background is hyalinized.

Figure 18.17 Small cell carcinoma. Small cell carcinomas
typically display sheets of small tumor cells with scant
cytoplasm and nuclei demonstrating fine chromatin.
Numerous mitoses and apoptotic cells are characteristic.

Figure 18.18 Large cell neuroendocrine carcinoma. The
tumor forms rosettes, a feature that is commonly observed in
low-grade neuroendocrine tumors. Although necrosis is not
present, mitoses are numerous (several indicated by arrows)
and exceed 10 mitoses per 2 mm2, justifying classification as
a large cell neuroendocrine carcinoma.

Figure 18.19 Diffuse idiopathic pulmonary neuro-
endocrine cell hyperplasia. A proliferation of neuroendocrine
cells expands the epithelium of the left half of this bronchiole.

Part IV Molecular Pathology of Human Disease

318



(tumorlets and carcinoids) [64]. However, morphologi-
cally identifiable precursor lesions for SCLC and
LCNEC have not been established.

Molecular Pathogenesis

Molecular markers of pulmonary NE tumors include
chromogranin A, synaptophysin (Figure 18.20), and
N-CAM (CD56). These markers are expressed by all
categories of NE tumors, with higher frequencies
observed in the carcinoids and atypical carcinoids than
in small cell and large cell neuroendocrine carcinomas.
Gastrin-releasing peptide, calcitonin, other peptide hor-
mones, the insulinoma-associated 1 (INSM1) promotor
and the human achaete-scute homolog-1 (hASH1) gene
have also been reported as overexpressed by these
tumors [65,66]. Thyroid transcription factor-1 (TTF-1)
is expressed by 80%–90% of SCLCs, 30%–50% of
LCNECs, and 0%–70% of carcinoids [67–70].

SCLCs are aneuploid tumors with high frequencies of
deletions on chromosomes 3p (including ROBO1/
DUTT1 [3p12.13], FHIT [3p14.2], RASSF1 [3p21.3],
b-catenin [3p21.3], Fus1 [3p21.3], SEMA3B [3p21.3],
SEMA3F [3p21.3], VHL [3p24.6], and RARb [3p24.6]),
4q (including the proapoptotic gene MAPK10 [4q21]),
5q, 10q (including the proapoptotic gene TNFRSF6
[10q23]), 13q (location of the Rb gene), and 17p
(TP53), and gains on 3q, 5p, 6p, 8q, 17q, 19q, and 20q
[71–76]. More than 90% of SCLCs and SqCCs demon-
strate large, often discontinuous segments of allelic loss
on chromosome 3p, in areas encompassingmultiple can-
didate tumor suppressor genes, including some of those
listed previously [15,75]. Atypical carcinoids show a
higher frequency of LOH at 3p, 13q, 9p21, and 17p than
typical carcinoids, but not as high as the high-grade NE
tumors [77]. Some typical and atypical carcinoids possess
mutations of the multiple endocrine neoplasia 1 (MEN1)
gene on chromosome 11q13 or LOH at this locus [78],
while these abnormalities occur with lower frequencies

in SCLCs and LCNECs, supporting separate pathways of
tumorigenesis [79]. MEN1 encodes for the nuclear pro-
tein menin, which is believed to play several roles in
tumorigenesis by linking transcription factor function
to histone-modification pathways, in part through inter-
acting with the activator-protein-1 family transcription
factor JunD, modifying it from an oncoprotein into a
tumor suppressor protein [80]. Oncogenes frequently
amplified in SCLCs includeMYC (8q24),MYCN (2p24),
andMYCL1 (1p34), and additional amplified genes that
represent candidate oncogenes include the antiapopto-
tic genes TNFRSF4 (1p36), DAD1 (14q11), BCL2L1
(20q11), and BCL2L2 (14q11) [76]. The Myc proteins
are transcription factors that are important in cell cycle
regulation, proliferation, and DNA synthesis, and can
induce p14ARF, leading to apoptosis through p53 if cellu-
lar conditions do not favor proliferation [21].

TSGs are inactivated in the majority of SCLCs. Eighty
percent to 90% of SCLCs demonstrate TP53 mutations,
as compared tomore than 50%ofNSCLCs, fewer atypical
carcinoids, and virtually no typically carcinoids [74,81].
Most of the TP53mutations in SCLCs are missense point
mutations that result in a stabilized p53 mutant protein
which can be easily detected by immunohistochemistry
[71]. p53 protein overexpression occurs frequently in
high-grade NE carcinomas, but is unusual in typical carci-
noids and intermediate in atypical carcinoids [82,83].
Dysregulation of p53 produces downstream effects on
Bcl-2 and Bax. Antiapoptotic Bcl-2 predominates over
proapoptotic Bax in the high-gradeNE carcinomas, while
the reverse is true for carcinoids [82]. LCNECs resemble
SCLCs in their high rates ofTP53mutation and predomi-
nance of Bcl-2 expression over Bax expression [84].

Alterations compromising the p16INK4a/cyclin D1/Rb
pathway of G1 arrest are consistent in high-grade pulmo-
nary NE carcinomas (92%), primarily through loss of Rb
protein, but are less frequent in atypical carcinoids
(59%) and are uncommon in typical carcinoids [23].
Mutations in the RB1 gene exist in many SCLCs,
with associated loss of function of the gene product
[71,74,85]. In another study, 89% of the NE carcinomas
(excluding carcinoids) versus 13% of the non-NE carci-
nomas exhibited LOH and loss of Rb-protein expression
[86]. The hypophosphorylated form of Rb protein func-
tions as a cell cycle regulator for G1 arrest; cyclin D1
overexpression and P16INK4a loss produce persistent
hyperphosphorylation of Rb with consequent evasion of
cell cycle arrest [23]. Recent data also suggest that in
SCLCs, overexpression ofMDM2 (a transcriptional target
of p53) or p14ARF loss leads to evasion of cell cycle arrest
through the p53 and Rb pathway (Figure 18.2) [71].

The transcription factor E2F-1 appears to play a role in
cellular proliferation by activating genes required for S
phase entry. E2F-1 product is overexpressed in 92% of
SCLCs and 50% of LCNECs, and is significantly asso-
ciated with a high Ki67 index and Bcl-2:Bax ratio >1
[87]. A mediator of the proteasomal degradation of
E2F-1, the S phase kinase-associated protein 2 (Skp2)
F-box protein accumulates in high-grade NE carcinomas
(86%), and its overexpression has been associated with
advanced stage and nodal metastasis in pulmonary NE
tumors [88]. In the high-grade NE tumors, Skp2 appears

Figure 18.20 Carcinoid (immunohistochemical stain for
synaptophysin). The brown-stained cytoplasm contains
synaptophysin, a marker of neuroendocrine differentiation.
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to interact with E2F-1 and stimulate its transcriptional
activity toward the cyclin E promoter [87,88].

Telomeres play an important role in the protection of
chromosomes against degradation. Telomerases, the
enzymes that synthesize telomeric DNA strands, serve
to counterbalance losses of DNA during cell divisions.
High telomerase activity has been noted in over 80% of
SCLCs and LCNECs [89–91] versus 14% or fewer typical
carcinoids [91,92]. Expression of human telomerase
mRNA component (hTERC) and human telomerase
reverse transcriptase (hTERT) mRNA were reported,
respectively, in 58% and 74% of typical carcinoids; and
in 100% and 100% of atypical carcinoids, LCNECs and
SCLCs, and telomere length alterations in LCNECs and
SCLCs were greater than in typical carcinoids [92].

Aberrant methylation of cytosine-guanine (CpG)
islands in promoter regions of malignant cells is an
important mechanism for silencing of TSGs (epige-
netic inactivation). Methylation of DNA involves the
transfer of a methyl group, by a DNA methyltransfer-
ase, to the cytosine of a CpG dinucleotide [93].
RASSF1A is a potential TSG that undergoes epigenetic
inactivation in virtually all SCLCs and a majority of
NSCLCs through hypermethylation of its promoter
region [94,95]. NE tumors have lower frequencies of
methylation of p16, APC, and CDH13 (H-cadherin)
than NSCLCs [95]. SCLCs have higher frequencies
of methylation of RASSF1A, CDH1 (E-cadherin), and
RARb than carcinoids [95]. Promoter methylation of
CASP8, which encodes the apoptosis-inducing cysteine
protease caspase 8, was also found in 35% of SCLCs,
18% of carcinoids, and no NSCLCs, suggesting that
CASP8 may function as a TSG in NE lung tumors [96].

Although histologically defined precursors for
SCLC are lacking, a higher incidence of genetic
abnormalities is found in the normal or hyperplasic
airway epithelium of patients with SCLC than NSCLC
[97]. By extension, it has been suggested that SCLC
may arise directly from histologically normal or mildly
abnormal epithelium, rather than evolving through a
sequence of recognizable histologic intermediary
changes [11]. Relatively little is known about molecu-
lar abnormalities in precursors of carcinoids. Although
carcinoids have been viewed as arising from tumorlets,
11q13 (int-2) allelic imbalance is significantly more
common in carcinoids (73%) than in tumorlets
(9%), and may represent an early event in carcinoid
tumor formation [98]. The int-2 gene lies in close
proximity to MEN1, a tumor suppressor gene fre-
quently mutated in NE tumors [98]. The molecular
pathology of DIPNECH remains to be elucidated.

Mesenchymal Neoplasms

Mesenchymal neoplasms included in the WHO classifi-
cation scheme (Table 18.1) encompass a spectrum of
malignant and benign proliferations that show
differentiation along multiple lineages. Overall, these
tumors are much less common in the lung than are epi-
thelial neoplasms. Information about molecular patho-
genesis has emerged for some of the mesenchymal

neoplasms. Pulmonary inflammatory myofibroblastic
tumor (IMT) is a lesion composed of myofibroblastic
cells, collagen, and inflammatory cells that primarily
occurs in individuals less than 40 years of age, and is
the most common endobronchial mesenchymal lesion
in childhood (Figure 18.21) [99]. Synovial sarcoma is
usually a soft tissue malignancy, but uncommonly arises
in the pleura or the lung and often takes an aggressive
course [100]. Pulmonary hamartomas are benign neo-
plasms consisting of mixtures of cartilage, fat, connec-
tive tissue, and smooth muscle, which present as coin
lesions on chest radiographs and are excised in order
to rule out a malignancy (Figure 18.22).

Figure 18.21 Inflammatory myofibroblastic tumor. The
tumor consists of a proliferation of cytologically bland
spindle cells in a background of collagen, with abundant
lymphocytes and plasma cells.

Figure 18.22 Hamartoma. A hamartoma typically includes
the components of mature cartilage, adipose tissue, and
myxoid or fibrous tissue, all of which are shown here.
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Molecular Pathogenesis

Many IMTs demonstrate clonal abnormalities with rear-
rangements of chromosome2p23 and the anaplastic lym-
phoma kinase (ALK) gene [101]. The rearrangements
involve fusion of tropomyosin (TPM) N-terminal coiled--
coil domains to the ALK C-terminal kinase domain,
producing two ALK fusion genes, TPM4–ALK and
TPM3–ALK, which encode oncoproteins with constitutive
kinase activity [102]. Like their soft tissue counterparts,
more than 90% of pulmonary and pleural synovial sarco-
mas demonstrate a chromosomal translocation t(X;18)
(SYT-SSX) [103,104]. Detection of this translocation can
be very helpful for confirming thediagnosis of synovial sar-
coma in this unusual location. Most pulmonary hamarto-
mas show abnormalities of chromosomal bands 6p21,
12q14–15, or other regions [105], corresponding tomuta-
tions of high-mobility group (HMG) proteins, a family of
nonhistone chromatin-associated proteins that serve an
important role in regulating chromatin architecture and
gene expression [106].

Pleural Malignant Mesothelioma

Clinical and Pathologic Features

Malignantmesothelioma (MM) is anuncommon, aggres-
sive tumor arising from mesothelial cells on serosal sur-
faces, primarily the pleura and peritoneum, and less
often the pericardium or tunica vaginalis. The most
important risk factor for MM is exposure to the subset
of asbestos fibers known as amphiboles (crocidolite and
amosite) [107]. The incidence of this tumor in the
United States peaked in the early to mid-1990s, and
appears to be declining, likely related to decreases in
the use of amphiboles since their peak period of importa-
tion in the 1960s [107]. These tumors are characterized
by long latency periods between asbestos exposure and
clinical presentation of the tumor, with a mean of 30–
40 years [108]. Radiation, a nonasbestos fiber known as
erionite, and potentially other processes associated with
pleural scarring have also been implicated in the causa-
tion of smaller numbers of cases of malignant mesotheli-
oma [108], and a role for Simian virus 40 (SV40) in the
genesis of this tumor has been suggested by some, but
remains controversial [109,110].

Pleural MM most commonly arises in males over the
age of 60. Presenting features typically include a hemor-
rhagic pleural effusion associated with shortness of
breath and chest wall pain. Weight loss and malaise are
common. By the time the tumor is discovered, patients
usually have extensive involvement of the pleural sur-
faces. With progression, the tumor typically invades the
lung, chest wall, and diaphragm. Lymph nodemetastasis
can cause superior vena caval obstruction, and cardiac
tamponade, subcutaneous nodules, and contralateral
lung involvement can also occur. From the time of
diagnosis, the median survival is 12 months [110].
Treatment may include surgery, chemotherapy, radio-
therapy, immunotherapy, or other treatments, often
in combination [110]. The intent of surgery is usually
palliative. Whether extrapleural pneumonectomy with

chemotherapy and radiotherapy can lead to cure is
unclear [111]. New agents are currently under investiga-
tion for their potential to improve the life expectancy and
quality of life in patients with this aggressive malignancy.

Gross pathologic features of MM include pleural
nodules which grow and coalesce to fill the pleural cavity
and form a thick rind around the lung. A firm tan
appearance is common, and occasionally the tumor
can have a gelatinous consistency (Figure 18.23). Exten-
sion along the interlobar fissures and invasion into the
adjacent lung, diaphragm, and chest wall are character-
istic. Further spread can occur into the pericardial cavity
and around other mediastinal structures, and distant
metastases can also develop.

Histologically, MM manifests a wide variety of histo-
logic patterns. The major histologic categories include
epithelioid mesothelioma, sarcomatoid mesothelioma,
desmoplastic mesothelioma, and biphasic mesotheli-
oma [108]. Epithelioidmesothelioma consists of round,
ovoid, or polygonal cells with eosinophilic cytoplasm
and nuclei that are usually round with little cytoatypia
(Figure 18.24). These cellsmost often form sheets, tubu-
lopapillary structures, or gland-like arrangements, and
some tumors can have a myxoid appearance due to pro-
duction of large amounts of hyaluronate. Sarcomatoid
mesothelioma is composed of malignant-appearing
spindle cells occasionally accompanied bymature sarco-
matous components (osteosarcoma, chondrosarcoma,
others). Desmoplastic mesothelioma can be a diagnos-
tic challenge due to its frequently bland appearance
and resemblance to organizing pleuritis. It consists of
variably atypical spindle cells in a dense collagenous
matrix (Figure 18.25). Helpful features for separating

Figure 18.23 Malignant mesothelioma. The tan/white
tumor involves the entire pleura surrounding and compressing
the underlying parenchyma, which appears congested but
relatively unremarkable.
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this tumor from organizing pleuritis include invasion of
chest wall muscle or adipose tissue and necrosis.
Biphasic mesotheliomas include both epithelioid and
sarcomatoid elements, each comprising at least 10% of
the tumor [108].

Pathologic diagnosis of MM has been greatly assisted
by the expanded availability of antibodies for use in
immunohistochemistry [112]. Mesothelial differentia-
tion can be supported by immunoreactivity with cytoker-
atin 5/6, calretinin (Figure 18.26), HBME-1, D2–40, and
other antibodies. Histologic distinction of epithelioid

mesotheliomas from metastatic ACs is a common need
in practice, and a panel approach using calretinin and
cytokeratin 5/6, with other antibodies reactive with ACs
(CEA, MOC-31, Ber-EP4, leu M1, B72.3, and others) will
usually be successful. Electron microscopy can also be
helpful in difficult cases by demonstrating long thin
microvilli in many MMs with an epithelioid component.
Pan-cytokeratin staining is helpful for supporting a diag-
nosis of sarcomatoid or desmoplastic MM as opposed to
sarcoma, since most (but not all) sarcomas will not stain
for pan-cytokeratin. Other mesothelial and mesenchy-
mal markers can also be useful for assisting in the differ-
entiation of MM from histologically similar sarcomas.

Precursor lesions for MM have not been clearly
defined from a histologic standpoint, although it is
likely that an in situ stage exists [108]. The term atypi-
cal mesothelial hyperplasia has been recommended
for surface (noninvasive) proliferations of mesothelial
cells of uncertain malignant potential [108].

Molecular Pathogenesis

Exposure to asbestos fibers is believed to trigger the
pathobiological changes leading to the majority of
MMs. Currently, it is believed that asbestos may act as
an initiator (genetically) and promoter (epigeneti-
cally) in the development of MMs [113]. The degree
to which tumorigenesis results from direct interactions
of the fibers with the mesothelial cells, or through
other mechanisms involving oxidative stress (or both),
is unresolved [113,114]. Multiple chromosomal altera-
tions are often noted in MMs, and inactivation of TSGs
plays an important part in the pathogenesis of MM
[113]. A variety of genetic abnormalities have been
reported including deletions of 1p21–22, 3p21, 4p,
4q, 6q, 9p21, 13q13–14, 14q, and proximal 15q, mono-
somy 22, and gains of 1q, 5p, 7p, 8q22–24, and 15q22–

Figure 18.25 Malignant mesothelioma, desmoplastic.
Abundant dense collagen is characteristic of this tumor,
and is shown in the upper right. Tumor cells are spindle
shaped and relatively cytologically bland. The slit-like
spaces observed in the dense collagen are another
frequent feature. The tumor infiltrates adipose tissue, which
is helpful in confirming that the tumor is a mesothelioma,
as opposed to organizing pleuritis.

Figure 18.26 Malignant mesothelioma (immunohisto-
chemical stain for calretinin). The tumor demonstrates
cytoplasmic and nuclear staining (brown) for calretinin, which
is expressed by many epithelioid malignant mesotheliomas.

Figure 18.24 Malignant mesothelioma, epithelioid. This
neoplasm consists of sheets of polygonal cells with pleomor-
phic nuclei and also forms some papillary structures (left).
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25 [108,115]. Themost common genetic abnormality in
MM is a deletion in 9p21 encompassing the CDKN2A
locus encoding the tumor suppressors p16INK4a and
p14ARF, which participate in the p53 and Rb pathways
and inhibit cell cycle progression (Figure 18.2)
[113,116]. Recent studies have shown that SV40 large
T antigen (present in some MMs) inactivates the TSG
products Rb and p53, raising the possibility that asbestos
and SV40 could act as co-carcinogens in MM and sug-
gesting that perturbations of Rb- and p53-dependent
growth-regulatory pathways may be involved in the path-
ogenesis of MM [115]. Other common findings include
inactivatingmutations with allelic loss in the TSGneuro-
fibromin 2 (NF2), found at chromosome 22q12 [117],
and inactivation of CDKN2A/p14ARF and GPC3 (another
TSG) by promoter methylation [108]. Loss of CDKN2A/
p14ARF also results in MDM2-mediated inactivation of
p53 [116]. However, in MMs, unlike many other epithe-
lial tumors, mutations in the TP53, RB, and RAS genes
are rare [118].

The Wnt signal transduction pathway is also abnor-
mally activated in MMs and appears to play a role in
pathogenesis [119]. Activation of the pathway leads
to accumulation of b-catenin in the cytoplasm and its
translocation to the nucleus. Interactions with TCF/
LEF transcription factors promote expression of multi-
ple genes including c-myc and Cyclin D. The mecha-
nism of activation does not appear to involve
mutations in the b-catenin gene, but may instead
involve more upstream components of the pathway,
such as the disheveled proteins [119]. Recent evidence
also suggests that the phosphatidylinositol 3-kinase
(PI3–K/AKT) pathway is frequently activated in MMs,
and that inhibition of this pathway can increase sensitiv-
ity to a chemotherapeutic agent [120]. TheWilms’ tumor
gene (WT1) is also expressed in most MMs, but its role in
the pathogenesis of MM is unclear [114]. Finally, EGFR
signaling in MMs has recently become a focus of greater
attention, and there are some data showing that the
EGFR is an early cell membrane target of asbestos fibers
and is linked to activation of the MAPK cascade [113].
Unfortunately, a Phase II clinical trial of gefitinib treat-
ment in patients with MMs did not show effectiveness,
despite EGFR overexpression in over 97% of cases
[121]. Another study found that common EGFR muta-
tions conferring sensitivity to gefitinib are not prevalent
in human malignant mesothelioma [122]. Further
investigation continues into new, potentially efficacious
agents for the treatment of MM.

NON-NEOPLASTIC LUNG DISEASE

Non-neoplastic pulmonary pathology comprises inflam-
matory and fibrosing diseases of the conducting airways,
alveoli, vessels, and lymphoid tissue. This pathologymay
be localized or diffuse, may either have an obvious etiol-
ogy or be idiopathic, andmay cause injury that is repara-
ble or irreparable. Most importantly, an understanding
of non-neoplastic lung pathology plays a vital role in
the clinical management of these diseases. This section
covers the major types of obstructive and interstitial

diseases, the vascular lesions, the pneumonias, the occu-
pational diseases, the major histiocytic conditions, and
the most common developmental anomalies. This list
does not include all of the non-neoplastic diseases that
can affect the lung, but it represents those that are
responsible for the majority of illness. Also, the condi-
tions highlighted within each of these categories are
those about which we best understand the molecular
biology of the disease mechanisms.

OBSTRUCTIVE LUNG DISEASES

Obstructive lung diseases are characterized by a
reduction in airflow due to airway narrowing. This
airflow reduction occurs, in general, by two basic
mechanisms: (i) inflammation and injury of the air-
way, resulting in obstruction by mucous and cellular
debris within and around the airway lumen; and (ii)
destruction of the elastin fibers of the alveolar walls,
causing loss of elastic recoil and subsequent prema-
ture collapse of the airway during the expiratory
phase of respiration. There are four major obstructive
lung diseases: asthma, emphysema, chronic bronchi-
tis, and bronchiectasis.

Asthma

Clinical and Pathologic Features

Asthma is a chronic inflammatory disease of the airways
that affects more than 150 million people worldwide.
The prevalence of disabling asthma has increased over
200% since 1969, ranging from as low as 1% in rural
Ethiopia to over 20% among children in parts of Central
and South America [123]. In the United States, asthma
affects approximately 8%–10% of the population and
is the leading cause of hospitalization among children
less than 15 years of age [123]. Clinically, the disease is
defined as a generalized obstruction of airflow with a
reversibility that can occur spontaneously or with ther-
apy. It is characterized by recurrent wheezing, cough,
or shortness of breath resulting from airway hyperactiv-
ity andmucus hypersecretion. The hyperresponsiveness
is a result of acute bronchospasm and can be elicited for
diagnostic purposes using histamine or methacholine
challenges. The key feature of these symptoms is that
they are variable—worse at night or in the early morn-
ing, and in some people worse after exercise. It has pre-
viously been assumed that these symptoms are separated
by intervals of normal physiology. However, evidence is
now accumulating that asthma can cause progressive
lung impairment due to chronic morphologic changes
in the airways. The treatment strategies for this complex
disease are myriad. In atopic individuals, allergen avoid-
ance should be the primary therapy. For example, in
children, reducing exposure to house dust mites early
in life decreases sensitization and the incidence
of disease. For those who do develop the disease, avoid-
ance of allergens later in life improves symptom
control. Established treatments for asthma flairs include
inhaled corticosteroids, and short-acting and long-
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acting b2-adrenoceptor agonists. Phosphodiesterase
(PDE) inhibitors such as theophylline have been used
for decades to treat asthmatic bronchoconstriction, but
both cardiac and central nervous systems side effects have
limited their use. Newer PDE inhibitors without side
effects include non-xanthine drugs such as rofumilast.

The pathologic changes to the airways in asthma are
very similar to those seen in chronic bronchitis. They
consist of a thickened basement membrane with epi-
thelial desquamation, goblet cell hyperplasia, and sub-
epithelial elastin deposition. In the wall of the airway,
smooth muscle hypertrophy and submucosal gland
hyperplasia are also present (Figure 18.27). In acute
asthma exacerbations, a transmural chronic inflamma-
tory infiltrate with variable amounts of eosinophilia
may be present, resulting in epithelial injury and des-
quamation that can become quite pronounced. One
sees clumps of degenerating epithelial cells mixed with
mucin in the lumen airway. These aggregates of degen-
erating cells are referred to as Creola bodies and can
be seen in expectoratedmucin from these patients. Also
present in these sputum samples are Charcot-Leyden
crystals, rhomboid-shaped structures that represent
breakdown products from eosinophil cytoplasmic gran-
ules (Figure 18.28). The changes seen in the walls of
these airways represent long-term airway remodeling
caused by prolonged inflammation. This remodeling
may play a role in the pathophysiology of asthma. The
amount of airway remodeling is highly variable from
patient to patient, but remodeling has been found even
in patients withmild asthma. Currently, the effect of the
treatment on this chronic pathology is unclear [124].

Molecular Pathogenesis

The pathogenesis of asthma is complex, and most likely
involves both genetic and environmental components.
Most experts now see it as a disease in which an insult
initiates a series of events in a genetically susceptible

host. No single gene accounts for the familial compo-
nent of this disease. Genetic analysis of these patients
reveals a prevalence of specific HLA alleles, polymorph-
isms of FcERiB, IL-4, and CD14 [125,126]. Asthma can be
classified using a number of different schema. Most
commonly, asthma is divided into two categories: atopic
(allergic) and nonatopic (nonallergic). Atopic asthma
results from an allergic sensitization usually early in life
and has its onset in early childhood. Nonatopic asthma
is late-onset and, though the immunopathology has
not been as well studied, probably has similar mecha-
nisms to atopic asthma. Although this nosology is conve-
nient for purposes of understanding themechanisms of
the disease, most patients manifest a combination of
these two categories with overlapping symptoms.

Th0 pathogenetic mechanisms of both types encom-
pass a variety of cells and their products. These include
airway epithelium, smooth muscle cells, fibroblasts, mast
cells, eosinophils, and T-cells. The asthma response
includes two phases: an early response comprising an
acute bronchospastic event within 15–30 minutes after
exposure, and a late response that peaks approximately
4–6 hours and that can have prolonged effects. If one
wants to understand this complex response, it is best to
divide it into three components: (i) a type 1hypersensitiv-
ity response, (ii) acute and chronic inflammation, and
(iii) bronchial hyperactivity.

Type 1 Hypersensitivity In general, human asthma
is associated with a predominance of Type 2 helper
cells with a CD4þ phenotype. These Th2-type cells
result from the uptake and processing of viral, aller-
gen, and environmental triggers that initiate the
episode. The processing includes the presentation of
these triggers by the airway dendritic cells to naive T-cells
(Th0), resulting in their differentiation into populations
of Th1 and Th2. The Th2 differentiation is a result of IL-
10 release by the dendritic cells, and the Th2 cells then

G

Figure 18.27 Asthma. The bronchial wall from a patient
with asthma shows marked inflammation with eosinophils,
mucosal goblet cell hyperplasia (G), and an increase in the
smooth muscle.

Figure 18.28 Asthma. Charcot-Leyden crystals are
rhomboid-shaped structures within a mucous plug from an
airway of an asthmatic patient. In addition, there are abundant
eosinophils. These crystals are made of breakdown products
of eosinophils, including major basic protein.
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further propagate the inflammatory reaction in two ways.
First, they release a variety of cytokines such as IL-4, IL-5,
and IL-13 that mediate a wide variety of responses. IL-4
and IL-13 stimulate B-cells and plasma cells to produce
IgE, which, in turn, stimulates mast cell maturation and
the release of multiple mediators, including histamine
and leukotrienes. Second, these Th2 cells secrete IL-5
that, together with IL-4, also stimulates mast cells to
secrete histamine, tryptase, chymase, and the cysteinyl
leukotrienes causing the bronchoconstrictor response
that occurs rapidly after the exposure to the allergen.
IL-5 from these lymphocytes also recruits eosinophils to
the airways and stimulates the release of the contents of
their granules, including eosinophil cationic protein
(ECP), major basic protein (MBP), eosinophil peroxi-
dase, and eosinophil-derived neurotoxin. These com-
pounds not only induce the bronchial wall hyperactivity
but are also responsible for the increased vascular perme-
ability that produces the transmural edema in the
airways.

The cells can differentiate into Th1 cells as a result of
IL-12 produced by dendritic cells. These Th1 cells pro-
duce interferon-gamma (IFN-g), IL-2, and lymphotoxin,
which play a role in macrophage activation in delayed-
type hypersensitivity reactions as seen in diseases such as
rheumatoid arthritis and tuberculosis [123]. These Th1
cells are predominantly responsible for defense against
intracellular organisms and are more prominent in nor-
mal airways and in airways of patients with emphysema
than in asthmatics. However, in severe forms of asthma,
Th1 cells are recruited and have the capacity to secrete
tumor necrosis factor (TNF)-a and IFN-g, whichmay lead
to the tissue-damaging immune response one sees in
these airways (Figure 18.29) [127,128].

Acute and Chronic Inflammation The role of acute
and chronic inflammatory cells, including eosino-
phils, mast cells, macrophages, and lymphocytes, in
asthma is evident in the abundance of these cells in
airways, sputum, and bronchoalveolar samples from
patients with this disease. The number of eosinophils
in the airways correlates with the severity of asthma
and the amount of bronchial hyperresponsiveness.
Proteins released by these cells including ECP, MCP,
and eosinophil-derived neurotoxin cause at least
some of the epithelial damage seen in the active form
of asthma. Neutrophils are prominent in the more
acute exacerbations of asthma and are probably
recruited to these airways by IL-8, a potent neutrophil
chemoattractant released by airway epithelial cells
[123]. These cells also release proteases, reactive oxy-
gen species (ROS), and other proinflammatory medi-
ators that, in addition to the epithelial damage, also
contribute to the airway destruction and remod-
eling that occurs in the more chronic forms of this
disease. The susceptibility of the epithelium in
asthma to this oxidant injury may be increased due
to decreased antioxidants such as superoxide dismu-
tase in these lungs [129]. Finally, mast cells are acti-
vated to release an abundance of mediators through
the binding of IgE to FceRI, high-affinity receptors
on their surface. Allergens bind to IgE molecules
and induce a cross-linking of these molecules, lead-
ing to activation of the mast cell and release of a
number of mediators, most notably histamine, tryp-
tase, and various leukotrienes, including leukotriene
D4 (LTD4), and interact with the smooth muscle to
induce contraction and the acute bronchospastic
response [130].
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Figure 18.29 Inflammation in asthma. Inflammatory cascade in allergic asthma involves presentation of the allergen by an
antigen-presenting cell to Th2 cells. This causes a release of multiple cytokines that lead to the recruitment of eosinophils,
macrophages, and basophils [adapted from 128].
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Bronchial Hyperactivity The cornerstone of asthma is
the hyperactive response of the airway smooth muscle.
The mechanism by which this occurs combines neural
pathways and inflammatory pathways. As stated, the
inflammatory component of this response comes pre-
dominantly from the mast cells. The major neural
pathway involved is the nonadrenergic noncholinergic
(NANC) system. Although cholinergic pathways are
responsible for maintaining the airway smooth muscle
tone, it is the NANC system that releases bronchoactive
tachykinins (substance P and neurokinin A) that bind
to NK2 receptors on the smooth muscle and cause the
constriction that characterizes the acute asthmatic
response [123].

In addition to these acute mechanisms, the airway
also undergoes structural alterations to its formed ele-
ments. In the mucosa, these changes include goblet
cell hyperplasia and basement membrane thickening.
Within the submucosa and airway wall, increased depo-
sition of collagen and elastic fibers results in fibrosis
and elastosis, and both the smooth muscle cells and
the submucosal glands undergo hypertrophy and
hyperplasia. These irreversible changes are a conse-
quence of chronic inflammatory insults on the airways
through mechanisms that include release of fibrosing
mediators such TGFb and mitogenic mediators such
as epidermal and fibroblast growth factors (EGF,
FGF). The exact mechanisms by which this occurs are
not clearly defined, but the similarity of these factors
with those involved in branching morphogenesis of
the developing lung has led to a focus on the effect
of inflammation on the interaction of the epithelium
with the underlying mesenchymal cells [128].

Chronic Obstructive Lung Disease (COPD) –
Emphysema/Chronic Bronchitis

Clinical and Pathologic Features

The term chronic obstructive pulmonary disease
(COPD) applies to emphysema, chronic bronchitis,
and bronchiectasis, those diseases in which airflow lim-
itation is usually progressive, but, unlike asthma, not
fully reversible [131]. The prevalence of COPD world-
wide is estimated at 9%–10% in adults over the age of
40 [132]. Though there are different forms of COPD
with different etiologies, the clinical manifestations of
the most common forms of the disease are the same.
These include a progressive decline in lung function,
usually measured as decreased forced expiratory flow
in 1 second (FEV1), a chronic cough, and dyspnea.
Emphysema and chronic bronchitis are the most com-
mon diseases of COPD and are the result of cigarette
smoking. As such, they usually exist together in most
smokers. Chronic bronchitis is defined clinically as a
persistent cough with sputum production for at least
3 months in at least 2 consecutive years without any
other identifiable cause. Patients with chronic bronchi-
tis typically have copious sputum with a prominent
cough, more commonly get infections, and typically
experience hypercapnia and severe hypoxemia, giving

rise to the clinical moniker blue bloater. Emphysema
is the destruction and permanent enlargement of the
air spaces distal to the terminal bronchioles without
obvious fibrosis [133]. These patients have only a
slight cough, while the overinflation of the lungs is
severe, inspiring the term pink puffers.

The pathologic features of COPD are best understood
if one considers the whole of COPD as a spectrum of
pathology that consists of emphysematous tissue destruc-
tion, airway inflammation, remodeling, and obstruction
[134]. The lungs of patients with COPD usually contain
all of these features, but in varyingproportions. Thepath-
ologic features of chronic bronchitis include mucosal
pathology that consists of epithelial inflammation, injury,
and regenerative epithelial changes of squamous and
goblet cell metaplasia. In addition, the submucosa shows
changes of remodeling with smooth muscle hypertrophy
and submucosal gland hyperplasia. These changes are
responsible for the copious secretions characteristic of
this clinical disease, although studies have reported no
consistent relationship between these pathologic fea-
tures of the large airways and the airflow obstruction
[135].

The pathology definition of emphysema is an abnor-
mal, permanent enlargement of the airspaces distal to
the terminal bronchioles accompanied by destruction
of the alveolar walls without fibrosis [133]. The four
major pathologic patterns of emphysema are defined
by the location of this destruction. These include cen-
triacinar, panacinar, paraseptal, and irregular emphy-
sema. The first two of these are responsible for the
overwhelming majority of the clinical disease. Centriaci-
nar emphysema (sometimes referred to as centrilobular)
represents 95% of the cases and is a result of destruction
of alveoli at the proximal and central areas of the pul-
monary acinus, including the respiratory bronchioles
(Figure 18.30). It predominantly affects the upper lobes

Figure 18.30 Centrilobular emphysema. Tissue destruc-
tion in central area of the pulmonary lobule is demonstrated in
this lung with a mild centrilobular emphysema. The pattern
of tissue destruction is in the area surrounding the small
airway where pigmented macrophages release proteases in
response to the cigarette smoke.
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(Figure 18.31). Panacinar emphysema, usually associated
with a1-antitrypsin (aAT) deficiency, results in a destruc-
tion of the entire pulmonary acinus from the proximal
respiratory bronchioles to the distal area of the acinus,
and affects predominantly the lower lobes (Figure 18.32).
The remaining two types of emphysema, paraseptal and
irregular, are rarely associated with clinical disease. In
paraseptal emphysema, the damage is to thedistal acinus,
the area that abuts the pleura at the margins of the
lobules. Damage in this area may cause spontaneous
pneumothoraces, typically in young, thin men [136].
Irregular emphysema is tissue destruction and alveolar

enlargement that occurs adjacent to scarring, secondary
to the enhanced inflammation in the area. Though this
is a common finding in a scarred lung, it is of little if
any clinical significance to the patient.

Though the emphysema in these lungs plays the
dominant role in causing the obstruction, small airway
pathology is also present. Respiratory bronchiolitis
refers to the inflammatory changes found in the distal
airways of smokers. These consist of pigmented macro-
phages filling the lumen and the peribronchiolar air-
spaces and mild chronic inflammation and fibrosis
around the bronchioles (Figure 18.33). The pigment
in these macrophages represents the inhaled particu-
late matter of the cigarette smoke that has been pha-
gocytized by these cells. The macrophages in turn
release proteases, which destroy the elastic fibers in
the surrounding area, resulting in the loss of elastic
recoil and the obstructive symptoms.

Molecular Pathogenesis

In general, COPD is a result of inflammation of the
large airways that produces the airway remodeling
characteristic of chronic bronchitis as well as inflam-
mation of the smaller airways that results in the
destruction of the adjacent tissue and consequent
emphysema. The predominant inflammatory cells
involved in this process are the alveolar macrophages,
neutrophils, and lymphocytes. The main theories of
the pathogenesis of COPD support the interaction
of airway inflammation with two main systems in
the lung: the protease–antiprotease system and the
oxidant–antioxidant system. These systems help to pro-
tect the lung from the many irritants that enter the
lung via the large pulmonary surface area that inter-
faces with the environment.

Figure 18.31 Centrilobular emphysema. This sagittal cut
section of a lung contains severe centrilobular emphysema
with significant tissue destruction in the upper lobe and
bulla forming in the upper and lower lobes.

Figure 18.32 Panacinar emphysema. Tissuedestruction in
panacinar emphysema occurs throughout the lobule, producing
a diffuse loss of alveolar walls unlike that of centrilobular
emphysema with more irregular holes in the tissue.

Figure 18.33 Respiratory bronchiolitis. Present in the
lumen of the small bronchiole (B) and extending into the
surrounding alveolar spaces are pigmented macrophages in
a lung from a smoker. The pigment in these macrophages
represents particulates from the cigarette smoke and
stimulates the release of the proteases that are responsible
for the tissue destruction in centrilobular emphysema.
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In the protease–antiprotease system, proteases are
produced by a number of cells, including epithelial cells
and inflammatory cells that degrade the underlying
lung matrix. The most important proteases in the lung
are the neutrophil elastases, part of the serine protease
family, and the metalloproteinases (MMPs) produced
predominantly by macrophages. These proteases can
be secreted in response to invasion by environmental
irritants, most notably infectious agents such as bacteria.
In this setting, their role is to enzymatically degrade the
organism. However, proteases can also be secreted by
both inflammatory and epithelial cells in a normal lung
to repair and maintain the underlying lung matrix pro-
teins [137]. To protect the lung from unwanted destruc-
tion by these enzymes, the liver secretes antiproteases
that circulate in the bloodstream to the lung and inhibit
the action of the proteases. In addition, macrophages
that secreteMMPs also secrete tissue inhibitors of metal-
loproteinases (TIMPs). A delicate balance of proteases
and antiproteases is needed to maintain the integrity
of the lung structure. An imbalance that results in a rel-
ative excess of proteases (either by overproduction of
proteases or underproduction of their inhibitors) leads
to tissue destruction and the formation of emphysema.

This imbalance occurs in different ways in the two
major types of emphysema: centriacinar and panaci-
nar. In centriacinar emphysema, caused primarily by
cigarette smoking, there is an overproduction of pro-
teases primarily due to the stimulatory effect of chemi-
cals within the smoke on the neutrophils and
macrophages. Though the exact mechanism is not
completely understood, most studies support that nic-
otine from the cigarette smoke acts as a chemoattrac-
tant, and ROS also contained in the smoke, stimulate
an increased release of neutrophil elastases and MMPs
from activated macrophages, leading to the destruc-
tion of the elastin in the alveolar spaces [137]. This
inflammatory cell activation may come about through
the activation of the transcription factor NFkB that
leads to TNFa production [132]. In addition, the elas-
tin peptides themselves may attract additional inflam-
matory cells to further increase the protease secretion
and exacerbate the matrix destruction [137].

Unlike centriacinar emphysema, panacinar emphy-
sema is most commonly caused by a genetic deficiency
of antiproteases, usually due to alpha-1 anti-trypsin
(aAT) deficiency, a condition that affects approxi-
mately 60,000 people in the United States [138]. aAT
deficiency is due to a defect in the gene that encodes
the protein aAT, a glycoprotein produced by hepato-
cytes and the main inhibitor of neutrophil elastase.
The affected gene is the SERPINA1 gene (formerly
known as P1), located on the long arm of chromosome
14 (14q31–32.3). The genetic mutations that occur
have been categorized into four groups: base substitu-
tion, in-frame deletions, frame-shift mutations, and
exon deletions. These mutations usually result in mis-
folding, polymerization, and retention of the aberrant
protein within the hepatocytes, leading to decreased
circulating levels. aAT deficiency is an autosomal co-
dominant disease with over 100 allelic variants, of
which the M alleles (M1–M6) are the most common;

these alleles produce normal serum levels of a less-
active protein [139]. Individuals who manifest the lung
disease are usually homozygous for the alleles Z or S
(ZZ and SS phenotype) or heterozygous for the 2 M
alleles (MZ, or SZ phenotype) [139]. An aAT concen-
tration in plasma of less than 40% of normal confers
a risk for emphysema [140]. In individuals with the
ZZ genotype, the activity of aAT is approximately
one-fifth of normal [141].

The second system in the lung involved in the path-
ogenesis of emphysema is the oxidant–antioxidant sys-
tem. As in the protease system, the lung is protected
from oxidative stress in the form of ROS by antioxi-
dants produced by cells in the lung. ROS in the lung
include oxygen ions, free radicals, and peroxides.
The major antioxidants in the airways are enzymes
including catalase, superoxide dismutase (SOD), gluta-
thione peroxidase, glutathione S-transferase, xanthine
oxidase, and thioredoxin, as well as nonenzymatic anti-
oxidants including glutathione, ascorbate, urate, and
bilirubin [142]. The balance of oxidants and antioxi-
dants in the lung prevents damage by ROS. However,
cigarette smoke increases the production of ROS by
neutrophils, eosinophils, macrophages, and epithelial
cells [143]. Evidence that damage to the lung epithe-
lium and matrix is a direct result of ROS includes
the presence of exhaled H2O2 and 8-isoprostane,
decreased plasma antioxidants, and increased plasma
and tissue levels of oxidized proteins, including vari-
ous lipid peroxidation products. In addition to this
direct effect, ROS may also induce a proinflammatory
response that recruits more inflammatory cells to the
lung. In animal models, cigarette smoke induces the
expression of proinflammatory cytokines such as IL-6,
IL-8, TNFa, and IL-1 from macrophages, epithelial
cells, and fibroblasts, perhaps through activation of
the transcription factor NFkB [144,145] (Figure 18.34).
Finally, there is some evidence that cigarette smoke
further disturbs the oxidant–antioxidant balance in
the lung by depleting antioxidants such as ascorbate
and glutathione [132].

Bronchiectasis

Clinical and Pathologic Features

Bronchiectasis represents the permanent remodeling
and dilatation of the large airways of the lung most
commonly due to chronic inflammation and recurrent
pneumonia. These infections usually occur because
airway secretions and entrapped organisms cannot be
effectively cleared. This pathology dictates the clinical
features of the disease, which include chronic cough
with copious secretions and a history of recurrent
pneumonia. The five major causes of bronchiectasis
are infection, obstruction, impaired mucociliary
defenses, impaired systemic immune defenses, and
congenital. These may produce either a localized or
diffuse form of the disease. Localized bronchiectasis
is usually due to obstruction of airways by mass lesions
or scars from previous injury or infection. Diffuse
bronchiectasis can result from defects in systemic
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immune defenses in which either innate or adaptive
immunity may be impaired. Diseases due to the former
include chronic granulomatous disease (CGD), and
diseases due to the latter include agammaglobulin-
emia/hypogammaglobulinemia and severe combined
immune deficiencies. Defects in the mucociliary
defense mechanism that is responsible for physically
clearing organisms from the lung may also cause dif-
fuse bronchiectasis. These include ciliary dyskinesias
that result in cilia with aberrant ultrastructure and cys-
tic fibrosis (CF). Congenital forms of bronchiectasis
are rare but do exist. The most common include Mou-
nier-Kuhn’s syndrome and Williams-Campbell syn-
drome, the former causing enlargement of the
trachea and major bronchi due to loss of bronchial
cartilage, and the latter causing diffuse bronchiectasis
of the major airways probably due to a genetic defect
in the connective tissue [146,147].

The pathology of bronchiectasis is most dramatically
seen at the gross level. One can see dilated airways

containing copious amounts of infected secretions
and mucous plugs localized either to a segment of the
lung or diffusely involving the entire lung as in cystic
fibrosis (Figure 18.35). Microscopic features include
chronic inflammatory changes similar to those of
chronic bronchitis but with ulceration of the mucosa
and submucosa leading to destruction of the smooth
muscle, and elastic in the airway wall and the charac-
teristic dilatation and fibrosis. These enlarged airways
contain mucous plugs comprising mucin and abundant
degenerating inflammatory cells, a result of infections
that establish themselves in these airways following the
loss of the mucociliary defense mechanism. Bacteria
may be found in these plugs, most notably P. aeruginosa.

Molecular Pathogenesis

The pathogenetic mechanism of bronchiectasis is com-
plex and depends on the underlying etiology. In gen-
eral, the initial damage to the bronchial epithelium is
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Figure 18.34 Pathogenesis of chronic obstructive pulmonary disease. Inflammatory cells including alveolar
macrophages, lymphocytes, and neutrophils are involved in generating inflammation, proteolysis, and oxidative stress in
chronic obstructive pulmonary disease caused by cigarette smoke. Antioxidants and antiproteases help to inhibit these
effects. Profibrotic mediators stimulate fibroblasts and myofibroblasts to repair and remodel the lung after this injury
[adapted from 145].
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due to aberrant mucin (cystic fibrosis), dysfunctional
cilia (ciliary dyskinesias), and ineffective immune sur-
veillance (defects in innate and antibody-mediated
immunity), leading to a cycle of tissue injury, repair,
and remodeling that ultimately destroys the normal air-
way. The initial event in this cycle usually involves dys-
function of the mucociliary mechanism that inhibits
the expulsion from the lungs of organisms and other
foreign substances that invade the airways. This may be
due to defects in the cilia or the mucin. Ciliary defects
are found in primary ciliary dyskinesia, a genetically het-
erogeneous disorder, usually inherited as an autosomal
recessive trait that produces immotile cilia with clinical
manifestations in the lungs, sinuses, middle ear, male
fertility, and organ lateralization [148]. Over 250 pro-
teins make up the axoneme of the cilia, but mutations
in 2 genes, DNAI1 and DNAH5, which encode for
proteins in the outer dynein arms, most frequently
cause this disorder [149]. In CF the main defect affects
the mucin. In patients with this autosomal recessive
condition, there is a low volume of airway surface
liquid (ASL) causing sticky mucin that inhibits normal
ciliary motion and effective mucociliary clearance of
organisms. This is due to a defect in the cystic fibrosis
transmembrane conductance regulator (CFTR) gene,
located on chromosome 7 that encodes a cAMP-acti-
vated channel which regulates the flow of chloride ions
in and out of cells and intracellular vacuoles, helping to
maintain the osmolality of the mucin. This protein is
present predominantly on the apical membrane of the
airway epithelial cells, though it is also involved in
considerable subapical, intracellular trafficking and

recycling during the course of its maturation within
these cells. This genetic disease manifests in multiple
other organs that depend on chloride ion transport to
maintain normal secretions, including the pancreas,
intestine, liver, reproductive organs, and sweat glands
[150].

The geneticmutations in CF influence the CFTR traf-
ficking in the distal compartments of the protein secre-
tary pathway, and various genetic mutations produce
different clinical phenotypes of the disease. Over 1600
mutations of the CFTR gene have been found. However,
only four of these mutations occur at a frequency of
greater than 1%. These mutations are grouped into five
classes according to their functional deficit: Group I,
CFTR is not synthesized; Group II, CFTR is inadequately
processed; Group III, CFTR is not regulated; Group IV,
CFTR shows abnormal conductance; Group V, CFTR
has partially defective production or processing.
Approximately 70% of CF patients are in Group II and
have the same mutation, F508D CFTR, a deletion of
phenylalanine at codon 508 [154]. In these patients,
most of the CFTR protein is misfolded and undergoes
premature degradation within the endoplasmic reticu-
lum, though a small amount of the CFTR protein is
present on the apical membrane and does function nor-
mally. CF patients may have a combination of genetic
mutations from any of the five groups. However, those
patients with the most severe disease involving both
the lungs and pancreas usually carry at least two muta-
tions from Group I, II, or III [151].

Systemic immune deficiencies cause bronchiectasis
through the establishment of persistent infection and
inflammation. There are four major categories of
immune deficiencies. The first category consists of a num-
ber of genetic diseases that cause either agammaglobulin-
emia or hypogammaglobulinemia. These include X-
linked agammaglobulinemia (XLA) and common vari-
able immunodeficiency (CVI). XLA is caused by a muta-
tion of the Bruton’s tyrosine kinase (BTK) gene that
results in the virtual absence of all immunoglobulin iso-
types and of circulating B lymphocytes. In CVI there is a
marked reduction in IgG and IgA and/or IgM, associated
with defective antibody response to protein and polysac-
charide antigens. As expected, both of these diseases
increase susceptibility to infections from encapsulated
bacteria. The second category of immune deficiency is
hyper-IgE syndrome, a disease with markedly elevated
serum IgE levels that is characterized by recurrent staphy-
lococcal infections. The third category is chronic granulo-
matous disease (CGD), a genetically heterogeneous
group of disorders that have a defective phagocytic respi-
ratory burst and superoxide production, inhibiting the
ability to kill Staphylococcus spp. and fungi such as Aspergil-
lus spp. Finally, severe combined immune deficiency
(SCID) comprises a group of disorders with abnormal
T- cell development and B-cell and/or natural killer cell
maturation and function, predisposing these patients to
Pneumocystis jiroveci and viral infections [152].

After the initial insult, the subsequent steps in thedevel-
opment of bronchiectasis include destruction of the epi-
thelial cells and bronchial wall connective tissue matrix
by the proteases and ROS secreted by the neutrophils.

Figure 18.35 Cystic fibrosis. This sagittal cut section of a
lung from a patient with cystic fibrosis demonstrates a diffuse
bronchiectasis illustrated by enlarged, cyst-like airways. This
is the typical pathology for cystic fibrosis. The remainder of
the lung contains some red areas of congestion.
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This proinflammatory milieu is produced by multiple fac-
tors. First, infections can persist in these lungs due to
defective host immune systems and mechanisms certain
organisms have developed to evade these immune
defenses. For example, Pseudomonas aeruginosa, changes
from a nonmucoid to a mucoid variant and also releases
virulence factors to protect against phagocytosis [153].
Second, in the case of cystic fibrosis, neutrophils are
directly recruited by proinflammatory cytokines, such as
interleukin-8 (IL-8), released from the bronchial epithe-
lial cells as a result of the defective CGFT protein [154].
Finally, the necrotic cellular debris and other breakdown
products act as chemoattractants that recruitmore inflam-
matory cells to the airway wall, further exacerbating the
damage.

The final phase of the repair and remodeling
begins when macrophages invade and recruit fibro-
blasts that secrete collagen, leading to the fibrosis seen
in the pathology. However, in the absence of effective
airway clearance mechanisms, these ectatic airways
remain a reservoir of infection that continues the cycle
of inflammation and tissue destruction.

INTERSTITIAL LUNG DISEASES

Idiopathic Interstitial Pneumonias – Usual
Interstitial Pneumonia

Clinical and Pathology Features

The idiopathic interstitial pneumonias (IIPs) comprise
a group of diffuse infiltrative pulmonary diseases with
a similar clinical presentation characterized by dys-
pnea, restrictive physiology, and bilateral interstitial
infiltrates on chest radiography [155]. Pathologically,
these diseases have characteristic patterns of tissue
injury with chronic inflammation and varying amounts
of fibrosis. By recognizing these patterns, a pathologist
can classify each of these entities and predict progno-
sis. However, the pathologist cannot establish the etiol-
ogy, since these pathologic patterns can be seen in
multiple clinical settings.

The pathologic classification of these diseases, orig-
inally defined by Liebow and Carrington in 1969
[156], has undergone important revisions over the
past 35 years with the latest revision by the American
Thoracic Society/European Respiratory Society in 2003
[157]. The best known and most prevalent entity of
the IIPs is idiopathic pulmonary fibrosis (IPF), which
is known pathologically as usual interstitial pneumonia
(UIP). UIP is a histologic pattern characterized by
patchy areas of chronic lymphocytic inflammation with
organizing and collagenous type fibrosis. These
patients usually present with gradually increasing
shortness of breath and a nonproductive cough after
having had symptoms for many months or even years.
Imaging studies usually reveal bilateral, basilar disease
with a reticular pattern [155]. Therapy begins with cor-
ticosteroids, advancing to more cytotoxic drugs such as
methotrexate and cytoxan, but most current therapies
are not effective in stopping the progression of the dis-
ease. The current estimates are that 20/100,000 males

and 13/100,000 females have the disease, most of
whom progress to respiratory failure and death within
5 years [158].

The pathology is characterized by a leading edge of
chronic inflammation with fibroblastic foci that begin
in different areas of the lung at different times. These
processes produce a variegated pattern of fibrosis, usu-
ally referred to as a temporally heterogenous pattern
of injury [159]. Because it occurs predominantly in the
periphery of the lung involving the subpleura and in-
terlobular septae, the gross picture is one of more
advanced peripheral and basilar disease (Figure 18.36).
The progression from inflammation to fibrosis includes
interstitial widening, epithelial injury and sloughing,
fibroblastic infiltration, and organizing fibrosis within
the characteristic fibroblastic foci. Deposition of colla-
gen by fibroblasts occurs in the latter stages of repair.
The presence of the abundant collagen produces stiff
lungs that are unable to clear the airway secretions, lead-
ing to recurrent inflammation of the bronchiolar epi-
thelium with eventual fibrosis and breakdown of the
airway structure. This remodeling produces mucous-
filled ectatic spaces giving rise to the gross picture of
honeycomb spaces, which is seen in the advanced
pathology (Figure 18.36) [160].

Molecular Pathogenesis

Theories of the pathogenesis of IPF have evolved over
the past decade. Early theories favored a primary
inflammatory process, while current theories favor
the concept that the fibrosis of the lung proceeds in-
dependently of inflammatory events and develops
from aberrant epithelial and epithelial-mesenchymal
responses to injury to the alveolar epithelial cells
(AECs) [161]. The AECs consist of two populations:
the type 1 pneumocytes and the type 2 pneumocytes.
In normal lungs, type 1 pneumocytes line 95% of the
alveolar wall, and type 2 pneumocytes line the remain-
ing 5%. However, in lung injury, the type 1 cells, which
are exquisitely fragile, undergo cell death, and the
type 2 pneumocytes serve as progenitor cells to regen-
erate the alveolar epithelium [162]. Though some
studies have suggested that repopulation of the type
2 cells depends on circulating stem cells, this concept
remains to be fully proven. According to current con-
cepts, the injury and/or apoptosis of the AECs initiates
a cascade of cellular events that produce the scarring
in these lungs. Studies of AECs in lungs from patients
with IPF have shown ultrastructural evidence of cell
injury and apoptosis as well as expression of proapop-
totic proteins. Further, inhibition of this apoptosis by
blocking a variety of proapoptotic mechanisms such
the Fas-Fas ligand pathway, angiotensin, and TNFa
production, and caspase activation can stop the pro-
gression of this fibrosis [163].

The result of the AEC injury is the migration, prolif-
eration, and activation of the fibroblasts and myofibro-
blasts that leads to the formation of the characteristic
fibroblastic foci of the UIP pathology and the deposi-
tion and accumulation of collagen and elastic fibers
in the alveoli (Figure 18.37). This unique pathology
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may be a result of the increased production of profi-
brotic factors such as transforming growth factor-a
(TGFa) and TGFb, fibroblastic growth factor-2, insu-
lin-like growth factor-1, and platelet-derived growth
factor. An alternative pathway might involve overpro-
duction of inhibitors of matrix degradation such as
TIMPs (tissue inhibitors of matrix production) [164].
In support of the former mechanism, fibroblasts
isolated from the lungs of IPF patients exhibit a profi-
brotic secretory phenotype [165].

Multiple factors, such as environmental particulates,
drug or chemical exposures, and viruses may trigger
the initial epithelial injury, but genetic factors also play
a role. Approximately 2%–20% of patients with IPF
have a family history of the disease with an inheritance
pattern of autosomal dominance with variable pene-
trance. Two genetic mutations have been implicated
in this familial form of IPF. One large kindred has
been reported with a mutation in the gene encoding
surfactant protein C, and six probands have been

A B

Figure 18.37 Usual interstitial pneumonia. The microscopic features of UIP lungs are characterized by inflammation and
fibrosis that demonstrate the temporally heterogenous pattern of pathologic injury with normal, inflamed, and fibrotic areas of
the lung, all seen at a single lower power view. (A) The leading edge of inflammation is represented by deposition of new
collagen in fibroblastic foci. These consist of fibroblasts surrounded by collagen containing mucopolysaccharides highlighted
in blue by this connective tissue stain (B).

A B

Figure 18.36 Usual interstitial pneumonia. A sagittal cut of a lung involved by usual interstitial pneumonia reveals the
peripheral and basilar predominance of the dense, white fibrosis (A). A higher power view of the left lower lobe highlights
the remodeled honeycomb spaces in the area of the lung with the endstage disease (B).
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reported with heterozygous mutations in genes hTERT
or hTR, encoding telomerase reverse transcriptase
and telomerase RNA, respectively, resulting in mutant
telomerase and short telomeres [166].

Diffuse Alveolar Damage

Clinical and Pathology Features

Adult respiratory distress syndrome (ARDS) represents
a constellation of clinical, radiologic, and physiologic
features in patients with acute respiratory failure that
can occur after a variety of insults. ARDS is defined
by clinical criteria that include a rapid onset of severe
hypoxemia that is refractory to oxygen therapy, the
presence of abnormal chest radiographs with evidence
of bilateral alveolar filling and collapse, increased pul-
monary artery occlusion pressure, and a resistance to
improved oxygenation regardless of mechanical venti-
lation therapy [167]. Treatment of ARDS includes
eliminating the underlying cause, protective ventila-
tion strategies that improve oxygenation, and support-
ive treatment that may include administration of
corticosteroids.

The pathology of ARDS is diffuse alveolar damage
(DAD), whose histologic picture is one of inflamma-
tion and fibrosis that diffusely involves all of the struc-
tures of the alveolus and is similar throughout the
affected areas of the lung [168]. DAD is divided into
three major phases that follow each other chronologi-
cally after the original insult. These are exudative, pro-
liferative, and fibrotic DAD. The initial injury primarily
involves the epithelium of the alveolar wall and the
endothelium in the capillary, causing the destruction
and sloughing of the type 1 pneumocytes into the alve-
olar space and a breakdown of the tight junctions of
the endothelium. In combination, these two events
result in the loss of the epithelial-endothelial barrier
of the alveolus and leakage of plasma from the capil-
lary into the alveolar space. This flooding of the air-
space with fluid markedly decreases oxygen exchange
and causes the hypoxia that these patients experience.
In addition, acute inflammatory changes of the endo-
thelium also cause thrombi to form in vessels, adding
to a decreased amount of blood circulating through
the lung and further compromising gas exchange. As
air is brought into the alveoli, the positive pressure
within the alveolar space forces the plasma against
the alveolar wall, producing a membranous morphol-
ogy referred to as hyalin membranes characteristic of
the first phase of DAD, referred to as exudative DAD
(Figure 18.38).

This initial injury is followed by a sequence of events
that represent the lung’s efforts to repair itself. First,
type 2 pneumocytes undergo hyperplasia and re-epithe-
lialize the alveolar wall after the loss of the type 1 cells.
This re-establishes the epithelial barrier and, because
these cells secrete surfactant, results in increased sur-
factant production, which lowers the surface tension of
the alveolus and inhibits its collapse. Because of the
increased numbers of type 2 pneumocytes, this is known
as the proliferative phase of DAD (Figure 18.38). In the

final phase of DAD, fibrotic DAD, fibroblasts migrate in
from the adjacent interstitium to the alveolar space and
produce organizing and irreversible fibrosis within both
the alveolar space and the interstitium. In addition to
this mechanism, fibrosis may also occur in those areas
where alveolar walls collapse when surfactant is de-
creased during the initial insult. The histopathologic
picture during this fibrotic phase is one of thickened
alveolar septa, intra-alveolar granulation tissue, micro-
cyst formation, and areas of irregular alveolar scarring.
In rare cases, these microcysts progress to large cysts,
an adult equivalent of bronchopulmonary dysplasia.

Molecular Pathogenesis

The cellular events of DAD are complex and incom-
pletely understood. In general, the disease can be broken
down into twophases. In the first, a large influxof neutro-
phils and plasma enter the alveolar space. The role the
neutrophils play in the initial cellular injury and death
is unclear, but it is known that they are necessary for this
injury to occur. In addition, clinical studies have shown
that within the peripheral blood and bronchoalveolar
lavages (BAL) of these patients, neutrophils are present
along with a myriad of proinflammatory cytokines, such
as IL-8, IL-1, andTGFa, all of which are capable of recruit-
ing them to the lung. Also present in these fluids are
mediators that recruit fibroblasts such as TGFb. All of
these mediators are probably the result of upregulation
of NFkB, a proinflammatory transcription factor, in
alveolar macrophages. The adherence of neutrophils to
the capillary endothelium in the lung occurs through
adhesionmolecules such as selectin, integrin, and immu-
noglobulins. Neutrophil adherence and subsequent
transmigration through the endothelium of the lung
capillaries may cause some endothelial damage. How-
ever, most speculate that ROS and reactive nitrogen

Figure 18.38 Diffuse alveolar damage. This microscopic
image reveals both the exudative (right side) and
proliferative (left side) phases of diffuse alveolar damage.
The eosinophilic hyaline membranes outline the alveolar
space (AS), and Type 2 pneumocytes are present on the
surface of the adjacent alveolar walls (TY2).
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species (RNS) secreted by the neutrophils modulate
the majority of this injury [169]. This is supported by
the finding that patients with ARDS have products of
oxidative damage such as hydrogen peroxide (H2O2) in
the exhaled breath and myeloperoxidase and oxidized
aAT in the BAL.

The cell injury and death of the type 1 pneumocytes
most likely occurs via two mechanisms: lipopolysaccha-
ride (LPS)-induced caspase-dependent apoptosis and
hyperoxia-induced cell death through apoptosis andnon-
apoptotic mechanisms [170]. In the former, LPS, an
immunogenic component of the outer membrane of
gram-negative bacteria, may trigger innate immune and
inflammatory responses via toll-like receptors that bind
Fas-associated death domain protein and caspase-9, lead-
ing to epithelial cell death. In hyperoxia-induced cell
death, hyperoxia may induce the expression of angio-
poietin 2 (Ang2) in lung epithelial cells. Ang2 is an angio-
genic growth factor that can activate caspase pathways and
lead to apoptotic cell death [170]. Cell death in ARDS is
not limited to these mechanisms, and further study of
many of pathways by which this can occur is needed.

Lymphangioleiomyomatosis

Clinical and Pathologic Features

Lymphangioleiomyomatosis (LAM) is a rare systemic
disease of women, usually in their reproductive years
(average age of 35 years), that is characterized by a
proliferation of abnormal smooth muscle cells giving
rise to cysts in the lungs, abnormalities in the lymphat-
ics, and abdominal tumors, most notably in the
kidneys. In addition to sporadic cases (denoted as S-
LAM), LAM also affects 30% of women with tuberous
sclerosis (denoted as TSC-LAM), a genetic disorder
with variable penetrance associated with seizures, brain
tumors, and cognitive impairment [171,172]. Global
estimates indicate that TSC-LAM may be as much as
5-fold to 10-fold more prevalent than S-LAM, though
at least some suggest that TSC-LAM may have a milder
clinical course than S-LAM [172]. Clinically, LAM
patients usually present with increasing shortness of
breath on exertion, obstructive symptoms, spontane-
ous pneumothoraces, and chylous effusions or with
abdominal masses consisting of either angiomyo-
lipomas and/or lymphangiomyomas. Chest imaging
studies characteristically reveal hyperinflation with
flattened diaphragms and thin-walled cystic changes.
Mortality at 10 years from the onset of symptoms is
10%–20% [173].

LAM appears as small, thin-walled cysts (0.5–5.0 cm)
randomly throughout both lungs [174] (Figure 18.39).
Microscopically, LAM lungs contain a diffuse infiltra-
tion of smoothmuscle cells, predominantly around lym-
phatics, veins, and venules. Most notably, one finds
smooth muscle cells in the subpleural with hemosid-
erin-laden macrophages in the adjacent field, and the
macrophages are also seen on bronchoalveolar lavage
specimens from these patients. The hemosiderin
pigment in these lungs is thought to be secondary to
microhemorrhages from the obstruction of the veins

(Figure 18.40) [175]. The smooth muscle cells in LAM
react to antibodies to HMB-45, a premelanosomal pro-
tein. Other melanosome-like structures are also found
in LAM cells, suggesting that these cells have character-
istics of both smooth muscle and melanosomes [176].

Molecular Pathogenesis

The lesional cells in LAM are smooth muscle-like with
both spindled and epithelioid morphology [177].
These cells are the same in both S-LAM and TSC-LAM

Figure 18.39 Lymphangioleiomyomatosis. The sagittal
section of an upper lobe from an explanted lung from a
patient with LAM demonstrates cystic features of the red/
brown lung parenchyma that are characteristic of this
disease.

Figure 18.40 Lymphangioleiomyomatosis. The micro-
scopic view of the LAM lung reveals cysts lined by spindled
smooth muscle cells (SM). Scattered macrophages sur-
rounding these cysts contain brown hemosiderin pigment.
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and are a clonal population although they lack other
features of malignancy [178]. Molecular studies reveal
that the abnormal LAM cell proliferation is caused by
mutations in one of two genes linked to tuberous sclero-
sis: tuberous sclerosis complex 1 or 2 (TSC1 or TSC2).
These two genes control cell growth and differentiation
through the Akt/mammalian target of rapamycin
(mTOR) signaling pathway [172]. In this pathway,
a growth factor receptor (such as insulin or PDGF recep-
tors) becomes phosphorylated when an appropriate
ligand binds, resulting in activation of downstream
effectors and ultimately Akt. The gene products of
TSC1 and TSC2 are hamartin and tuberin, which act as
dimers to maintain Rheb (a member of the Ras family)
in a GDP-loaded state via statins, acting as a break to
the Akt/mTOR pathway, thereby retarding protein syn-
thesis and cell growth. In LAM cells, loss-of-function
mutations in these two genes remove this inhibition,
leading to enhanced Rheb activation, mTOR activation
(with raptor), and subsequent phosphorylation of
downstreammolecules which result in uncontrolled cell
growth, angiogenesis, and damage to the lung tissue
(Figure 18.41) [179].

The abnormal proliferation of LAM cells is thought
to damage the lung through overproduction of matrix
metalloproteinases (MMPs), which degrade the con-
nective tissue of the lung architecture, destroy the alve-
olar integrity, and result in cyst formation with air
trapping [179]. These destructive capabilities of the
LAM cells are enhanced by their secretion of the
angiogenic factor VEGF-C, which is thought to cause
the proliferation of lymphatic channels throughout
the lung [179].

Sarcoidosis

Clinical and Pathologic Features

Sarcoidosis is a multisystemic disease that involves the
lung in over 90% of the cases [180]. It is most com-
mon in the 20–40-year age group and among females.
In the United States, African Americans are more com-
monly affected than Caucasians [181]. The clinical pic-
ture of sarcoidosis is variable, but most patients
present with systemic symptoms including fatigue,
weight loss, and fever. The most common finding on
chest imaging studies is bilateral hilar lymph node
enlargement and reticular, reticulonodular, and focal
alveolar opacities within the lung parenchyma [182].

Pulmonary sarcoidosis is characterized by granulo-
mas which consist of activated histiocytes, called epi-
thelioid histiocytes that form nodules ranging in size
from 15–20 microns (Figure 18.42) [183]. Unlike
infectious granulomas that usually contain areas of
central necrosis, the granulomas in pulmonary sarcoid-
osis are predominantly non-necrotizing [184]. Also,
the granulomas in sarcoidosis follow a distribution
along the lymphatics, which includes the area in the
subpleural, along the interlobular septae and around
the bronchovascular area containing the bronchiole
and branch of the pulmonary artery (Figure 18.42).
The granulomas occur much more commonly in the

upper lobes, leading to the predominant upper lobe
fibrosis and bronchiectasis that can be seen in long-
standing sarcoidosis [185].

Molecular Pathogenesis

Despite over 50 years of research on sarcoidosis, the etiol-
ogy remains unknown. Most agree that the disease is
probably a result of environmental triggers acting on a
genetically susceptible host [186,187]. A genetic basis of
sarcoidosis has been suggested by studies that demon-
strate familial clustering and racial variation [188,189].
Further, complex inheritance patterns for the disease
suggest that more than one gene may be involved
[190]. Several genes of themajor histocompatibility com-
plex (MHC) region of the genomehave been implicated.
Most are clustered on the short arm of chromosome 6
that encompasses the human leukocyte antigen (HLA)
domain. TheHLA class I MHCmolecules associated with
sarcoidosis are the HLA-B7 and HLA-B8 class I alleles
[191,192].HLAClass IImolecules implicated in suscepti-
bility include the HLA-DR alleles [193,194]. Genes other
thanMHC genes thought to regulate the susceptibility to
sarcoidosis include those for chemokines such as macro-
phage inflammatory protein-1a and RANTES (CCR5 and
CCR3) [195,196].

Environmental factors that have been implicated are
those that are aerosolized. Therefore, these environ-
mental agents have a mode of entry into the lungs and
can cause granulomas in the lung, similar to sarcoidosis.
These factors can be divided into two major categories,
which include infectious and noninfectious agents.
The mycobacteria have been the most extensively stud-
ied organisms. However, their role in this disease
remains controversial due to the difficulty in identifying
them by either culture or histochemical stains in sarcoid
tissue. Recently,molecular techniques have been able to
demonstrate mycobacterial nucleic acid in sarcoid tis-
sue [197,198]. However, even studies using this technol-
ogy have not produced consistent results, and the role of
these organisms in the disease requires further study.

The immune response in sarcoidosis has two major
features: (i) the initial event leading to granuloma for-
mation and (ii) the progression of this granulomatous
response to either resolution or fibrosis [199]. The for-
mation of the granulomas, triggered by activation of T-
cells and antigen-presenting dendritic histiocytes,
results in a release of proinflammatory cytokines and
chemokines, and recruitment, activation, and prolifera-
tion ofmononuclear cells, predominantly T-cells. These
activated T-cells are predominantly CD4-expressing
T-helper (Th) cells, which release IFN-g and IL-2. Alveo-
lar macrophages at the site release TNFa, IL-12, IL-16,
and other growth factors. This results in the granuloma
formation and alveolitis, the characteristic morphologic
features of the disease [200].

The second phase of this immunologic response that
leads to either resolution of the disease or persistence
of the granulomas and fibrosis is less well characterized.
Ongoing granuloma formation and inflammation may
be a result of the persistent presence of antigens, the
excessive synthesis of chemotactic factors, or the
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persistence of the mononuclear cells within the granulo-
mas. Importantly, the role of the T-cells in these granulo-
mas is to secrete cytokines that attract, stimulate, and
ultimately deactivate the fibroblasts that are responsible
for the fibrosis that is seen in the chronic disease. The bal-
ance between the profibrotic mediators such as TGFb,
insulin-like growth factor-I, platelet-derived growth factor
(PDGF), and the antifibrotic mediators, such as IFN-g,
probably dictates the natural history of sarcoidosis in
the lung [201]. Genes involved in macrophage-derived
cytokines, chemokines, and mediators of fibrosis are all
possible candidates for the underlying genetic cause of
this complicated disease.

Pulmonary Alveolar Proteinosis

Clinical and Pathologic Features

Pulmonary alveolar proteinosis (PAP) is a rare disease of
the lungs characterized by accumulation of surfactant in
the alveolar spaces. The names alveolar proteinosis, lipo-
proteinosis, or perhaps most accurately phospholipo-
proteinosis, apply equally to this entity. PAP takes three
forms clinically: (i) congenital (2%), (ii) secondary
(5%–10%), and (iii) idiopathic or primary (88%–93%)
[202–204]. PAP arises in previously healthy adults with
the median age at diagnosis of approximately 40 years
and a male-to-female ratio of 2.7:1. The clinical presenta-
tion is variable and usually includes an insidious onset
of slowly progressive dyspnea, a dry cough, and other
symptoms of respiratory distress, including fatigue and
clubbing. However, almost one-third of patients are
asymptomatic and are found clinically by abnormal chest
X-rays [205,206]. The secondary form of PAP can be
found in patients with environmental exposures, includ-
ing fine silica, aluminum, titanium dioxide, and kaolin
dust [206]. Also, secondary PAPmay be found in patients

with malignancies, most commonly hematologic malig-
nancies such as myelogenous leukemia [207,208].

Chest imaging studies in both the idiopathic and
secondary forms most commonly show fine, diffuse,
feathery nodular infiltrates, centered in the hilar areas,
sparing the peripheral regions [206]. On chest compu-
terized tomographs, the infiltrates may have a geomet-
ric-type shape, sometimes referred to as crazy paving
[209].

The most prominent microscopic feature of both idi-
opathic and secondary PAP is the filling of the alveoli
with finely granular period acid-Schiff-positive diastase-
resistant (PASD) acellular material (Figure 18.43). The

BV

IS

Figure 18.42 Sarcoidosis. (A) The distribution of granulomas in sarcoidosis follows the lymphatics in the lung, which
includes within the subpleural (SP), along the interlobular septae (IS), and around the bronchovascular areas (BV). (B) The
granulomas are composed of activated “epithelioid” histiocytes, usually containing multinucleated giant cells and surrounded
by a rim of T-lymphocytes.

Figure 18.43 Pulmonary alveolar proteinosis. The
microscopic features of this disease reveal a Periodic acid-
Schiff positive surfactant-like substance filling the alveoli that
otherwise show only a minimum of inflammatory changes.
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material consists of phospholipids (90%); surfactant
proteins A, B, C, and D (10%); and carbohydrate
(<1%) [210]. Alveolar macrophages (AMs) with promi-
nent foamy cytoplasm are commonly seen, while alveo-
lar septa are remarkably normal in appearance. In
some alveolar spaces there are denser, more solid
clumps of PAS-D-positivematerial. Definitive pathologic
differences between the idiopathic and secondary forms
of PAP have not been well documented [211,212].

Molecular Pathogenesis

The etiologies of the two adult forms of PAP have been
well studied with the most known about the idiopathic
variant. Theories of the pathogenesis of this form have
focused on the abnormal accumulation of the surfac-
tant-like material within the alveolar spaces. Since the
regulation of surfactant levels in the alveoli depends
on appropriate synthesis, recycling, and catabolism,
the two opposing hypotheses have included overpro-
duction versus decreased degradation of this material.

In normal hosts, surfactant is essential to maintain-
ing the low surface tension needed for proper alveolar
inflation and gas exchange. The critical role of main-
taining the proper composition and amount of surfac-
tant in the alveoli is performed by two cell types: type
2 pneumocytes and alveolar macrophages [213]. The
type 2 pneumocytes synthesize surfactant in the endo-
plasmic reticulum and Golgi, and store it as lamellar
bodies [213], which are then delivered to and fuse
with the apical plasma membrane, secreting the surfac-
tant into the airways [214]. Catabolism of surfactant is
carried out by type 2 pneumocytes and AMs. In PAP,
most evidence suggests that the clearance of surfactant
by the AM is decreased [203,215].

The first clue as to the underlying mechanism for this
defect in AM function came in 1994 when studies
revealed that knockout mice deficient in granulocyte-
macrophage colony-stimulating factor (GM-CSF) de-
velop lung lesions similar to those in patients with PAP
[216]. This rather serendipitous finding prompted
explorations centered on the AM and the effect dimin-
ished GM-CSF might have on its cellular functions.
Subsequent studies from humans with PAP revealed an
autoimmune mechanism by which a circulating neutra-
lizing antibody to GM-CSF blocked its binding to the
GM-CSF receptor, depressing the effect of GM-CSF on
the AMs [217–219]. Neutralizing antibodies to GM-CSF
have most often been identified in the idiopathic variant
of PAP. However, recently these antibodies have also
been reported in patients with secondary PAP [220].

Genes that control many functions in the AM are
controlled by signaling pathways initiated by GM-
CSF binding to the AM. One pathway is mediated
through a transcription factor PU.1 that controls
genes involved in surfactant degradation, among
other bactericidal functions [221,222]. Another tran-
scription factor, peroxisome-proliferator-activated
receptor g (PPARg), is also part of a pathway acti-
vated by GM-CSF. PPARg controls the expression of
genes involved in intracellular lipid metabolism.
AMs from patients with PAP have a deficiency of this

transcription factor, which is correctable by GM-CSF
therapy [223]. Overall, the lack of GM-CSF-initiated
signaling in AMs from patients with PAP leads to
inhibition of both PPARg and PU.1 pathways. This
results in decreased surfactant catabolism, intracellu-
lar lipid metabolism, and the accumulation of surfac-
tant in the alveoli (Figure 18.44).

PULMONARY VASCULAR DISEASES

Pulmonary Hypertension

Clinical and Pathologic Features

Pulmonary hypertension consists of a group of distinct
diseases whose pathology is characterized by abnormal
destruction, repair, remodeling, and proliferation of all
compartments of the pulmonary vascular tree, including
arteries, arterioles, capillaries, and veins. The classifica-
tion of these diseases has undergone a number of revi-
sions. The most recent revision (in 2003) groups these
diseases based on both their pathologic and clinical char-
acteristics [224]. There are five major disease categories
in the current classification system: (i) pulmonary arterial
hypertension (PAH); (ii) pulmonary hypertension with
left heart disease; (iii) pulmonary hypertension asso-
ciated with lung disease and/or hypoxemia; (iv) pulmo-
nary hypertension due to chronic thrombotic and/or
embolic disease; and (v) miscellaneous causes, including
sarcoidosis, histiocytosis X, and lymphangioleiomyoma-
tosis. The clinical course ofmost patients with pulmonary
hypertension begins with exertional dyspnea, and pro-
gresses through chest pain, syncope, increasedmean pul-
monary artery pressures and, eventually, right heart
failure. The rate of this clinical progression varies among
patients, from a few months to many years [225]. Treat-
ment of these diseases focuses on blocking themediators
involved in the pathogenesis of the diseases. However,
current therapies rarely prevent progression of the dis-
ease, and lung transplantation provides the only hope
for long-term survival.

The major group of this classification, PAH, can be
subdivided into familial PAH, idiopathic PAH, PAH
associated with other conditions (such as connective tis-
sue diseases, HIV, congenital heart disease), and PAH
secondary to drugs and toxins (such as anorexigens,
cocaine, and amphetamines). In these diseases, the pri-
mary pathology is localized predominantly in the small
pulmonary arteries and arterioles. However, two other
diseases in this group, pulmonary veno-occlusive disease
and pulmonary capillary hemangiomatosis, involve pre-
dominantly other components of the pulmonary vascu-
lature, the veins, and the capillaries, respectively. The
pathologic changes seen in the pulmonary vessels of
these patients primarily reflect injury to and repair of
the endothelium. Early pathologic changes include
medial hypertrophy and intimal fibrosis that narrows
and obliterates the vessel lumen. These are followed by
remodeling and revascularization, producing a prolifer-
ation of abnormal endothelial-lined spaces. These struc-
tures are known as plexogenic lesions and are the
pathognomonic feature of PAH (Figure 18.45). In the
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most severe pathologic lesions, these abnormal vascular
structures become dilated or angiomatoid-like and may
develop features of a necrotizing vasculitis with trans-
mural inflammation and fibrinoid necrosis.

Molecular Pathogenesis

Though the exact pathogenetic mechanism of PAH
remains unknown, research over the past 10 years has
begun to offer some clues. The familial form of PAH,
with a 2:1 female-to-male prevalence, has an autosomal
dominance inheritance pattern with low penetrance.
The genetic basis for this has been found to be germ-
line mutations in the gene encoding the bone mor-
phogenetic protein receptor type 2 (BMPR2). These
mutations account for approximately 60%–70% of
familial PAH and 10%–25% of patients with sporadic
PAH [233]. Approximately 140 BMPR2 mutations have
been identified in familial PAH, each resulting in a
loss of receptor function, either through alteration in
transcription of the gene through missense, nonsense,
or frameshift alterations in the codon or by RNA spic-
ing mistakes [226].

Figure 18.44 Pulmonary alveolar proteinosis. In alveoli of patients with PAP, anti-GM-CSF antibodies produced by B-cells
block binding of the GM-CSF to alveolar macrophages (AM), which leads to impaired lipid metabolism and undegraded surfactants.

Figure 18.45 Pulmonary hypertension. A plexogenic
lesion in a lung from a patient with idiopathic pulmonary
hypertension reveals slit-like spaces (upper right corner)
emerging from a pulmonary artery. These remodeling
vascular spaces represent the irreversible damage done to
these vessels in this disease.
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The mechanism by which a single mutation to the
BMPR2 gene induces vascular smooth muscle prolifer-
ation and decreased apoptosis that is not completely
understood, but it most likely involves defects in the
BMPR2 signaling pathway. BMPR2 is a receptor for a
family cytokines (BMPs) that are members of the
TGFb superfamily of proteins that play a role in the
growth and regulation of many cells, including those
of the pulmonary vasculature. In the vascular smooth
muscle cells of the lung, TGFb signaling causes a pro-
liferation of smooth muscle in pulmonary arterioles,
while BMPR2 signaling causes an inhibition of the pro-
liferation of these cells, favoring an apoptotic environ-
ment. The BMPR2 signaling occurs through an
activation of a receptor complex (BMPR1 and BMPR2)
that leads to phosphorylation and activation of a num-
ber cytoplasmic mediators, most notably the Smad pro-
teins (Mothers against decapentaplegic). These Smad
proteins, especially the Smad 1, Smad 5, and Smad
8 complex with Smad 4, translocate to the nucleus

where they target gene transcription that induces an
antiproliferative effect in the cell. In familial PAH,
the BMRPR2 gene mutation may lead to insufficient
protein product and subsequent decreased protein
function, in this case decreased BMPR2 receptor func-
tion, decreased Smad protein activation, and decreased
antiproliferative effects in the vascular smooth muscle
cells. The imbalance between the proproliferative
effects of the TGFbs and the antiproliferative effects of
the BMPs results in the formation of the vascular lesions
of PAH (Figure 18.46) [227,228].

Despite these advances, questions regarding the
pathogenesis of PAH remain. Most notably, why do
only 10%–20% of patients with the mutation develop
clinical disease? Some speculate that genes confer sus-
ceptibility but a second hit is required to develop the
clinical disease, such as modifier genes or environmen-
tal triggers, perhaps drugs or viral infections [227,229].
In addition, though BMPR2 mutations have been
found in both the familial and the idiopathic form of
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Figure 18.46 Bone-morphogenetic-protein signaling pathway. 1 and 2: BMPR1 and BMPR2 are present on most cell
surfaces as homodimers or hetero-oligomers. With ligand (bone morphogenetic proteins; BMP) binding, a complex of
ligand, two type I receptors, and two type II receptors is formed. 3: After ligand, two type I receptors and two type II
receptors phosphorylate the type I receptor in its juxtamembrane domain. 4: The activated type I receptor then
phosphorylates a receptor-regulated Smad (R-Smad); thus, the type I receptors determine the specificity of the signal. 5:
Once activated by phosphorylation, the R-Smads interact with the common mediator Smad 4 to form hetero-oligomers that
are translocated to the nucleus. 6: In the nucleus, the Smad complex interacts with transcription factors and binds to DNA
to induce or suppress transcription of target genes. (Reprinted with kind permission from Runo JR and Loyd JE. (2003).
Primary pulmonary hypertension. Lancet 316:1533–1544 [228]).
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PAH, they are present in only 30% of all PAH patients,
suggesting that further research is needed to uncover
additional etiologic agents.

Pulmonary Vasculitides

Pulmonary vasculitides present as diffuse pulmonary
hemorrhage and are usually caused by one of three
major pulmonary vasculitis syndromes: Wegener’s
granulomatosis, Churg-Strauss syndrome, and micro-
scopic polyangiitis. All three diseases have similar clin-
ical presentations and considerable overlap in their
pathologic features as small vessel systemic vasculitides
that affect the lung as well as other organs, most nota-
bly the kidney.

Clinical and Pathologic Features

Wegener’s granulomatosis (WG) is an unusual disease
that affects the upper and lower respiratory tract and
the kidneys. It usually presents between 40 and 60 years
of age and is slightly more common inmen than women.
The clinical presentation depends on the affected organ,
but when the lung is involved, hemoptysis is the major
presenting symptom. Chest imaging studies may show a
variety of patterns, most commonly bilateral ground glass
opacities with masses, usually in the lower lobes that may
cavitate. Immunologic testing of peripheral blood or end
organ tissue can be helpful in revealing characteristic
immunofluorescent staining patterns for antineutro-
philic cytoplasmic antibody (ANCA), an antibody that
targets two substances: proteinase 3 (PR3) andmyeloper-
oxidase (MPO).When present in either the blood or the
tissue, the pattern of immunofluorescent staining can be
cytoplasmic (cANCA) or perinuclear (pANCA). The for-
mer pattern ismore commonly seen inWegener’s granu-
lomatosis, and the latter is more commonly seen in
microscopic polyangiitis and Churg-Strauss syndrome
(CSS).

CSS is a systemic disorder defined by the presence
of asthma, peripheral blood eosinophilia, and systemic
vasculitis. Similar to WG, it usually presents between 40
and 60 years of age, and a clinical diagnosis requires a
history of asthma, a peripheral blood eosinophilia,
neuropathy, an abnormal chest imaging study, and
sinusitis. Other organs involved include the heart, the
central nervous system, kidneys (though less com-
monly than WG), gastrointestinal tract, and skin. Chest
imaging usually shows patchy, multifocal infiltrates;
masses and cavitation are rare. Laboratory tests reveal
positive pANCA tests in 70% of patients.

Microscopic polyangiitis (MPA) is similar to both WG
and CSS in that it is a systemic vasculitis that involves
the lung andusually presents in the fourthor fifth decade
of life. The clinical onset is usually sudden with fever,
weight loss, myalgias, and arthralgias. The kidney is the
main organ involved, and MPA is the most common
cause of pulmonary-renal syndrome. Lung involvement
occurs in approximately 50% of the patients, and skin
and upper respiratory tract are other common sites.
Similar to WG and CSS, ANCA testing is helpful with

positive pANCA in 80% of patients. Chest imaging usu-
ally shows bilateral infiltrates without masses, similar to
CSS. Treatment for all three diseases is immunosuppres-
sion with glucocorticoids or cyclophosphamide, and all
three usually respond well, although WG has a greater
relapse rate after treatment than either CSS or MPA
[230].

The pathology of WG, CSS, and MPA have overlap-
ping features of an acute and chronic vasculitis that
involves medium- and small-sized vessels in the lung.
The inflammatory cell infiltrate that destroys the blood
vessels is both lymphocytic and neutrophilic, and areas
of fibrinoid necrosis are seen. However, in WG, there
are characteristic areas of microabscesses that lead to
masses of geographic necrosis with basophilia. Scattered
multinucleated giant cells are present, but no well-
formed granulomas are seen. This helps to distinguish
it from other vasculitides and infection (Figure 18.47).
Similarly, the pathology of CSS has distinguishing
features, with the early pathology characterized by an
eosinophilic pneumonia with areas of loosely formed
granulomas with central necrosis containing degenerat-
ing eosinophils (Figure 18.48). The infiltrate is predom-
inantly eosinophils, but neutrophils, lymphocytes, and
plasma cells are also present. Capillaritis can be seen in
WG, CSG, and MPA, and all three have hemosiderin
deposition present, both within alveolar macrophages
and deposited in the connective tissue of the intersti-
tium and the vessel walls.

Molecular Pathogenesis

The pathogenesis of these three pulmonary hemor-
rhage syndromes is similar to the mechanisms of these
diseases in the kidney. In general, these diseases in the
lung and the kidney represent immune-mediated

Figure 18.47 Wegener’s granulomatosis. The inflam-
mation in lungs involved by Wegener’s granulomatosis
includes neutrophilic microabscesses in a stellate pattern.
Giant cells are commonly seen in the surrounding areas.
These lesions are thought to be the early form of the larger
areas of geographic necrosis that produces the mass-like
nodules found in these lungs.
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necrotizing vasculitides that have few or no immune
deposits in the vessels but exhibit the presence of ANCA
autoantibodies tomyeloperoxidase (MPO) and protein-
ase 3 (PR3), the components of primary granules of
neutrophils. MPA and CSS are primarily diseases of
MPO antibodies, and WG is primarily a disease of PR3
antibodies. The mechanism by which the ANCAs are
induced is not known but may be part of an autoim-
mune response to environmental exposures early in life.
These autoantibodies then inflict damage on the vessels
through a mechanism that is not yet completely under-
stood. One theory suggests that circulating ANCAs bind
to PR3 andMPO on the surface of neutrophils and initi-
ate a respiratory burst, degranulation, and apoptosis.
ROS and proteases are released and inflict endothelial
and tissue damage on the adjacent vessel. The ANCA
bindingmay also induce the release of proinflammatory
cytokines and chemokines such as IL-1 and TNFa that
further contribute to the vascular inflammation. The
second theory postulates that circulating immune com-
plexes of excess ANCA antigen (MPO or PR3) and
ANCA autoantibodies attach to the vascular endothe-
lium and activate complement that results in the chemo-
taxis and adhesion of inflammatory cells, causing these
cells to undergo a respiratory burst and, as in the first
theory, release of ROS and proteases that cause the vas-
cular endothelial damage. In both theories, it is impor-
tant to remember that MPO and PR3 are also present
in monocytes and that ANCA autoantibodies may be
involved with monocytes in similar ways to release
inflammatory mediators [231].

PULMONARY INFECTIONS

Infectious diseases of the lung are a common cause of
pulmonary disease given the constant exposure of the
lungs to the environment. Various organisms are

capable of causing these infections, including com-
mon viruses and bacteria, as well as more uncommon
fungi, parasites, and protozoa. The diagnosis of the
specific etiologic agent can be challenging given that
most have similar clinical features and many are diffi-
cult to identify in the lung tissue. This brief overview
of the defense mechanisms the lung uses to protect
itself will serve to introduce the pathology of these
lung infections.

Overview of Pathogenesis of Lower
Respiratory Tract Infections

Anatomic Defenses

The lung has multiple anatomic mechanisms by which
it defends itself against invasion by various pathogens.
First, the upper nasal cavities and respiratory tract
serve as anatomic barriers to inhaled organisms. The
ciliated epithelium and torturous cavities of the
sinuses screen large organisms (typically larger than
10 microns). For those particles that venture further
down the respiratory tract, the cough reflex that the
upper trachea elicits serves to expel them up and
out. Second, the mucociliary tree of the upper respira-
tory tract captures organisms that evade these two
mechanisms. The bronchial epithelium contains cilia
of up to 20 microns in length that extend into the
air surface liquid (ASL). The ASL is a bilayer of 50–
100 microns in thickness consisting of a low-viscosity
or watery lower layer that is covered by a high-viscosity
or gel upper layer secreted by adjacent goblet cells.
This sticky upper layer serves to trap organisms, and
the coordinated beating of the cilia moves these
entrapped invaders up this mucociliary escalator to
the larynx, where they can be expectorated.

Soluble Mediators

Present in the secretions of the large airways and within
the surfactant lining the alveolar walls are soluble medi-
ators secreted by various cells. These mediators include
lysozyme and lactoferrin, which lyse bacteria and inhibit
their growth; the defensins and cathelicidins, small pep-
tides both with microbicidal properties; and surfactant
proteins A and D at the alveolar level, which bind to
microorganism and enhance phagocytosis and also
have direct bactericidal activity [232].

Cells of Innate Immunity

The major cells of the innate immune response of the
lung are the alveolar macrophages (AM) and the
polymorphonuclear leukocytes (PMN). Neutrophils
phagocytize and destroy bacteria such as S. aureus,
S. pneumoniae, and H. influenzae through a respiratory
burst that generates NADPH oxidase-dependent ROS.
In some instances, AMsmay ingest but not kill an organ-
ism. This occurs with such organisms as Mycobacterium
spp., Nocardia spp., and Legionella spp. Because of the
ability of these organisms to continue to replicate within

Figure 18.48 Churg-Strauss Syndrome. An eosinophilic
infiltrate invades the wall of a medium-sized artery in this
lung from a patient with CSS. The surrounding lung also
contains a dense infiltrate of eosinophils, lymphocytes, and
plasma cells.
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the AM, cell-mediated immunity is required for their
complete elimination. Patients with defects in NADPH
oxidase are especially prone to respiratory infections
by such organisms as S. aureus, Nocardia spp. andAspergil-
lus spp.

Bronchial epithelial cells are important in innate
immunity through secretion of cytokines and mole-
cules including IL-1, IL-5, IL-6, IL-8, and granulocyte-
macrophage colony-stimulating factor (GM-CSF).
These molecules attract macrophages as well as neu-
trophils and other inflammatory cells to the area to
enhance the inflammatory response to the organism
[233]. Bronchial epithelial cells also serve an impor-
tant role in recognizing pathogens through pattern-
recognition receptors (PRRs).

Natural killer (NK) cells are involved in the innate
immune response with surface receptors that recog-
nize cells infected with viruses such as RSV, influenza,
parainfluenza, and rhinovirus. The NK cells release
IFN-g, which recruit other immune cells to add to
the antiviral response.

Dendritic cells are tissue histiocytes positioned
around the airways and lymphatics in the lung that rec-
ognize pathogens and their antigens and trigger the
proliferation and amplification of antigen-specific T-
cells. This immune response bridges the innate
immune response to the adaptive immune responses
and is especially important in fungal infections. This
mechanism is mediated through toll-like receptors
(TLRs) that are able to distinguish pathogens from
self-components by triggering cytokine production
through NFkB and AP-1 and expressing co-stimulatory
molecules necessary for this T-cell activation [234].

Adaptive Immunity

For those organisms that evade the basic, innate
immunity of the lung, there are adaptive immune
mechanisms that encompass both humoral and cellu-
lar immune mechanisms. Humoral immunity is an
important defense against encapsulated bacteria, most
notably S. pneumoniae, and for other pyogenic bacteria
such as H. influenzae, and Staphylococci spp., and resolu-
tion of these infections requires the production of IgG
antibodies to the organisms. Cellular immunity is espe-
cially important against such respiratory viral infec-
tions as influenza, RSV, CMV, varicella, and also
against opportunistic infections. These viruses induce
a CD4þ and CD8þ T-cell response that clears the lung
of these viruses within 8–10 days post infection.

Granulomas

Granulomas are a common inflammatory response to
both pathogens and foreign material. The most notable
granulomatous infections in the lung are due to myco-
bacteria and fungal organisms. Activation of CD4þ
T-cells by these organisms leads to proliferation and dif-
ferentiation of these CD4þ T-cells into T-helper-1 cells.
The release of IFN-g by the Th-1 cells activates lung
macrophages to form epithelioid macrophages that

have an increased ability to kill the microorganisms
and express surface molecules that promote cell-to-cell
fusion into giant cells. In addition, activation of these
macrophages results in the release of numerous cyto-
kines including IFN-g and TNFa. In patients who are
deficient in CD4þ T-cells or IFN-g, granuloma forma-
tion is very poor, altering the pathologic picture of these
infections. This effect is most obvious in the nontuber-
culous mycobacterial infections, which have numerous
patterns of injury depending on the immune status of
their host.

Clinical Overview

Pneumonias can be broadly categorized into one of
five major clinicopathologic categories, including
(i) community-acquired pneumonias (acute and atypi-
cal), (ii) nosocomial pneumonias, (iii) aspiration pneu-
monias and lung abscess, (iv) chronic pneumonias, and
(v) pneumonias in immunocompromised hosts. Each
type presents with a characteristic clinical pattern and
may be caused by any of several pathogens so that treat-
ment is many times empiric.

The first category comprises community-acquired
pneumonias (CAP). These represent the majority of the
lung infections that receive medical treatment, usually
on an outpatient basis, with low (<1%) mortality.
Patients hospitalized for these infections typically have
other comorbidities. The responsible organisms include
respiratory syncytial virus (RSV); rhinovirus, parain-
fluenza, and influenza virus; bacteria, including Myco-
plasma pneumoniae and rickettsia; and most notably
Chlamydia pneumonia. Chlamydia causes what is termed
atypical pneumonia with a clinical course characterized
by a progressive onset of fever without chills, a dry cough,
and chest imaging that reveals focal infiltrates. Acute or
typical CAP presents abruptly with high fever, chills, pro-
ductive cough, and radiographs with lobar or segmental
consolidation. The most common pathogens are Strepto-
coccus pneumoniae, Haemophilus influenza, Staphylococcus
aureus, andMoraxella catarrhalis.

The second category, nosocomial pneumonias, con-
sists of infections acquired within the hospital or from
healthcare associated facilities. These infections are usu-
ally found in patients with predisposing risk factors and
are a major source of morbidity and mortality, with some
studies reporting a mortality range of 20%–50%. The
most common risk factors include respiratory ventilation,
artificial airways, nasogastric tubes, supine positioning,
and medications that alter gastric emptying. The respon-
sible organisms include Klebsiella spp., Legionella spp.,
Staphylococcus aureus, and Pseudomonas aeruginosa.

The third category includes aspiration pneumonias
and lung abscesses. These infections occur in the
setting of patients with aberrant swallow or gag reflexes
that allow gastric or oral contents into the airways. The
organisms where necrosis and cavity formation occurs
include S. aureus, K. pneumoniae, the anaerobic oral
flora, and mycobacteria. Clinically, these infections
may have an acute course with fever and dyspnea or
a more insidious course, many times with patients first
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presenting with lung cavities, empyemas, or necrotiz-
ing pneumonias.

The fourth category, chronic pneumonias, includes
indolent infections that cause a localized mass-like
lesion in an otherwise healthy host. Nocardia and Acti-
nomyces spp. are the most common pathogens, but
mycobacteria and fungi may also cause these pneumo-
nias. The fifth category includes pneumonias that
occur in the setting of an immunocompromised
patient. These include a number of organisms that
otherwise would not act as pathogens such as the
viruses CMV and HSV, the fungi Aspergillosis and
Pneumocystis pneumonia, and the bacterium Mycobac-
terium avium complex.

Clinical and Pathologic Features

Bacteria

Streptococcus pneumoniae Streptococcus pneumoniae, a
gram-positive diplococcus also known as pneumococcus
or Diplococcus pneumonia, is a common cause of bacterial
pneumonia in infants and elderly patients, alcoholics,
diabetics, and patients with immunosuppression. This
pneumonia usually presents abruptly with chills, a cough
with rust-colored sputum and pleuritis, with high fevers,
tachycardia, and tachypnea. The characteristic gross
pathology is a lobar pneumonia that progresses from a
red acute phase to a gray organizing phase. A fibrinous
pleuritis is common, which eventually organizes to
entrap the lung parenchyma in a fibrous capsule [235].
The microscopic examination reveals abundant fibrin,
neutrophils, and extravasated red blood cells within the
alveolar space and congested capillaries.

Hemophilus influenzae Hemophilus influenzae is a gram-
negative bacillus that inhabits the upper respiratory
tract and can cause otitis media, epiglottitis, and men-
ingitis, and usually enters the lung through aspiration
or hematogenous spread. Six serotypes are defined
based on their capsular antigens, with Type B the most
common cause of pneumonias. This type of pneumo-
nia is most commonly found in children or in the
elderly with underlying chronic lung disease such as
emphysema, cystic fibrosis, bronchiectasis, in patients
with HIV infection, or in alcoholics. This bacterial
pneumonia is usually preceded by a viral or myco-
plasma infection that damages the mucociliary ele-
ments in the airways and allows for colonization by
H. influenzae. The symptoms include fever; a produc-
tive, purulent cough; and myalgias. The incidence of
this pneumonia as a common community-acquired
pneumonia in children is quite low due to the advent
of effective vaccines. However, it is increasing in inci-
dence as a nosocomial infection [236]. Like pneumo-
coccal pneumonia, the pathology of H. influenzae
pneumonia is in a lobar distribution with a neutro-
philic-rich infiltrate and a pleural effusion. Necrosis
and empyema may occur but are uncommon.

Staphylococcus aureus Staphylococcal pneumonia is
caused by Staphylococcus aureus, gram-positive cocci that

usually spread to the lung through the blood from other
infected sites, most often the skin. Though a common
community pathogen, it is found twice as frequently in
pneumonias in hospitalized patients. It often attacks the
elderly and patients with CF and arises as a co-infection
with influenza viral pneumonia. The clinical course is
characterizedbyhigh fevers, chills, a coughwithpurulent
bloody sputum, and rapidly progressing dyspnea. The
gross pathology commonly reveals an acute broncho-
pneumonia pattern (Figure 18.49) that may evolve into
a necrotizing cavity with congested red/purple lungs
and airways that contain a bloody fluid and thick mucoid
secretions. The histologic pattern is characterized by
a bronchopneumonia that spreads distally from the small
airways into to the alveolar spaces (Figure 18.50) to form
abscesses that connect with the pleural surface and
may result in empyemas. The treatment of this organism
has become increasingly problematic due to antibiotic-
resistant strains,most notablymethicillin-resistant S. aureus.

Figure 18.49 Bronchopneumonia. The cut surface of an
upper lobe of lung reveals scattered tan nodules surrounded
by red erythema, features of an early acute bronchopneumo-
nia. The tan areas represent the earliest inflammation
surrounding the small airways seen in Figure 18.50.

Figure 18.50 Acute bronchopneumonia. A microscopic
picture of an acute bronchopneumonia caused by
S. aureus reveals an abundant infiltrate of neutrophils filling
a small bronchiole and extending into the adjacent alveoli.

Part IV Molecular Pathology of Human Disease

344



Legionella pneumophila Legionella are gram-negative
bacilli found predominantly in aquatic habitats such
as lakes, rivers, and ponds. Standing pools of water
from humidifiers and other water outlets may be other
sources. Approximately 50% of air conditioners con-
tain these bacilli. Though 15 serogroups of Legionella
have been identified, 3 cause the overwhelming major-
ity of human pneumonia. The clinical disease takes
two forms: (i) Legionnaires’ disease, named after the
outbreak of pneumonia at the 1976 American Legion
convention in Philadelphia; and (ii) Pontiac fever, a
self-limiting flu-like disease with nonspecific symptoms.
Legionella pneumonia presents as a severe infection of
the lung with chills and rigors with a nonproductive
cough. It can progress rapidly to systemic symptoms
of nausea, vomiting, and diarrhea and can lead to
renal failure and death without immediate antibiotic
therapy. The infected lungs are remarkably red and
congested and appear to be distended with fluid. The
microscopic picture reveals fibrinopurulent exudates
that fill the alveolar space mixed with a necrotic, cellu-
lar infiltrate of degenerating neutrophils and mono-
cytes (Figure 18.51). Hyaline membranes may form
in the periphery of the lesions, and pleural effusions
consisting of fibrinoserous exudates are common.

Pseudomonas aeruginosa Pseudomonas aeruginosa is a
gram-negative bacillus that is found throughout the envi-
ronment and in 50% of the airways of hospitalized
patients. It usually enters the body through a disruption
of the epithelial surface by cuts, burns, or therapeutic
devices such as mechanical ventilators or intravascular
catheters. Pneumonias caused by this organism are usu-
ally found in intensive care units of hospitals and burn
units, in patients with underlying chronic lung diseases
including cystic fibrosis, emphysema, and in patients with
prolongedhospitalization. Thepathology is necrosis with
a bronchopneumonia pattern that usually consists of an
area of congestion and hemorrhage that is surrounded

by a halo of tan/white consolidation (Figure 18.52). A
necrotizing vasculitis with abundant organisms in vessel
walls can be seen, and cavitation is common (Figure
18.53). In treated lungs, healed cavities or pneumato-
celes may appear as smooth-walled fibrous cysts.

Figure 18.51 Legionella pneumonia. An eosinophilic
exudate containing neutrophilic and histiocyte debris
involves the alveolar of a lung infected by L. pneumoniae.

Figure 18.52 Pseudomonas aeruginosa. The cut surface
of this upper lobe of a lung reveals an erythematous patch
surrounded by a tan rim, characteristic of an acute
pneumonia caused by P. aeruginosa. As this infection
progresses, it can cavitate and result in abscesses and
pneumatoceles that are commonly seen in this pneumonia.

Figure 18.53 Pseudomonas aeruginosa. A microscopic
picture of a more advanced acute infection from P. aeruginosa
with abscess formation. The blue areas adjacent to the cavity
contain neutrophilic debris surrounding large vessels within
the lung. The cavity formation in this infection usually results
from an ischemic necrosis secondary to a vasculitis caused by
the organisms invading into these adjacent vessels.
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Other Gram-Negative Bacilli Gram-negative bacilli such
as Klebsiella pneumoniae, Acinetobacter, and various Enter-
obacteriaceae spp. are common nosocomial pathogens.
Similar to P. aeruginosa, these pathogens colonize the
oropharynx and are usually introduced into the lung
by inhalation or aspiration of oral contents. The most
notable of these is Friedlander’s pneumonia caused
by K. pneumoniae, the most common cause of gram-
negative bacterial pneumonia. This typically occurs
in men over 40 years of age, usually in the setting of
alcoholism, diabetes mellitus, or chronic lung disease.
These patients produce large amounts of thick, bloody
sputum, a product of the viscous mucopolysaccharide
capsule of the organism, and present with severe sys-
temic symptoms of hypotension and generalized weak-
ness. The pathology of these pneumonias is similar to
Pseudomonas pneumonia with marked cavitation and
abundant organisms on microscopic examination.

Nocardia spp. Nocardiosis of the lung is caused by
Nocardia asteroides, a gram-positive rod found in the soil
or organic matter. This infection is most common in
immunocompromised adult patients and can be seen
in the setting of pulmonary alveolar proteinosis,
chronic lung diseases, and mycobacterial and other
granulomatous diseases that affect the lung. Its clinical
course is indolent and usually begins 1–2 weeks before
the patient presents for medical therapy. Cough is
common, often with thick, purulent sputum. In the
immunocompromised setting, fever, chills, dyspnea,
and hemoptysis are common, and weight loss may
occur as the disease progresses. The pathology is
remarkable for suppurative abscess formation with
multiple cavities filled with green, thick pus. The
inflammatory infiltrate consists of neutrophils, macro-
phages, and abundant necrotic debris with epithelioid
histiocytes and giant cells within the wall of the cavity
(Figure 18.54). Empyema and pleura involvement
occur in the majority of cases.

Mycoplasma and Rickettsia Pneumonias Mycoplasma pneu-
moniae pneumonia is among the most common infec-
tions of the lower respiratory tract and usually occurs
in small epidemics in closed populations. It often pre-
sents with atypical features of a progressive onset, fever
without chills, a dry cough, diffuse crackles on physical
examination, and chest imaging studies that reveal
patchy interstitial infiltrates. The pathologic features
are a result of the attachment of the organisms to the
bronchiolar epithelium where they cause epithelial
injury and ulcerations through secretion of peroxide
[237]. In cases of severe infection, diffuse alveolar dam-
age may be present.

Chlamydial Pneumonia Chlamydia spp. causes pneumo-
nia in a variety of clinical settings. Chlamydia trachoma-
tis is an infection found predominantly in the
postnatal period, Chlamydia psittaci is the result of
direct transmission from infected birds, including
parakeets, parrots, and pigeons. Chlamydia pneumoniae
is the most common of the three and is a frequent
cause of community-acquired pneumonia. It typically
causes a very mild or asymptomatic infection with
fever, sore throat, and nonproductive cough. The
course of this infection may be severe in the elderly.
Chest imaging studies show alveolar infiltrates, and
pleural effusions are present in the majority of cases.
The pathology has not been well defined since the
infection is usually self-limited. However, in exper-
imental animal models there is a neutrophilic
response in the early stages, and an interstitial, peri-
bronchiolar, and perivascular infiltrate of lympho-
cytes, macrophages, and plasma cells in the latter
stages of the infection.

Mycobacteria

Mycobacteria, a major cause of lung infections, are
nonmotile, aerobic, catalase-producing, acid-fast
bacilli. Clinically significant lung infections can be
caused by M. tuberculosis and by a group of nontuber-
culous mycobacteria (NTM). The latter group con-
sists of over 100 species, of which three cause the
overwhelming majority of pulmonary disease. These
are M. avium-intracellulare (M. avium complex), M.
kansasii, and M. fortuitum-chelonae. Throughout his-
tory, tuberculosis (infection with M. tuberculosis) was
the major disease caused by these organisms and was
responsible for worldwide morbidity and mortality.
However, over the past two decades lung diseases
caused by NTM have become much more common
and now represent the majority of the pulmonary
mycobacterial disease.

Mycobacterium Tuberculosis Pulmonary tuberculosis is
spread by interpersonal contact through aerosolized
droplets. Once in the alveoli, the bacteria cause a
cell-mediated inflammatory response that is capable
of inducing granuloma formation and necrosis. As in
all infections, the extent of the disease is a function
of the host’s immune response. The most susceptible

Figure 18.54 Nocardia. A Fite stain reveals branching
filamentous organisms within an abscess caused by
N. asteroides.
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patients are those with certain conditions that include
immunosuppression, diabetes, malignancy, renal fail-
ure, among others. Clinically, an infected patient has
a productive cough, fever, and weight loss, and may
develop hemoptysis as the cavitation progresses and
erodes into the pulmonary vessels. Extensive involve-
ment of the lung can produce significant dyspnea
and pleuritic chest pain.

The pathology of tuberculosis is primarily that of
granuloma formation and acute pneumonia. The
granulomas are predominantly necrotizing, and the
pneumonia usually contains abundant fibrin and neu-
trophils that fill the alveolar spaces. The gross lesions
are referred to as caseous or cheese-like, because of
the amount of necrosis present. This caseous material
can extend into airways and is commonly coughed up
during the active disease. In chronic forms of the dis-
ease, the area can undergo fibrosis and involute into
a firm, hard scar. There are three major clinicopatho-
logic variants of the disease: (i) primary tuberculosis,
(ii) postprimary or reactivation tuberculosis, and (iii)
progressive fibrocavitary disease.

Primary tuberculosis. In this form of the disease, the
initial site of infection can be anywhere in the lung,
but is usually in the lower lobe or anterior segment
of the upper lobe, the areas that receive the most ven-
tilation. The lesion usually consists of a dense con-
solidation with acute pneumonia and necrotizing
granulomas. Cavitation may occur, especially in the
setting of immunocompromised hosts. From these
foci, the organisms may spread through the lympha-
tics to elsewhere in the lung, the hilar lymph nodes,
and the bloodstream, and lay dormant for long peri-
ods of time. The combination of the primary site of
infection and the involved hilar lymph nodes is
known as a Ghon complex [238].

Postprimary tuberculosis. This form of tuberculosis
represents reactivation of old, scarred primary lesions
long after the initial insult. The lesion can occur any-
where in the lung where the bacteria from the primary
lesion have spread, but is usually apical. It consists of a
focus or organizing pneumonia and fibrosis with cen-
tral caseation. In an active lesion, the typical parenchy-
mal pattern is an acute pneumonia with cavitation
that expands to include the surrounding lung with
aggregates of granulomas. The controversy surround-
ing this lesion arises as some evidence suggests that
these lesions represent exogenous reinfection. The
pathology of reactivation or reinfection may be indis-
tinguishable, although reactivation tuberculosis may
appear to arise out of a fibrotic, calcified chronic
lesion [239].

Progressive fibrocavitary disease. This form of the dis-
ease may arise out of either primary or postprimary
tuberculosis. However, the latter is the more common
scenario. The cavities that develop in this form of the
disease begin as a slowly progressive, necrotizing pneu-
monia with abundant granulomas (Figure 18.55). The
active disease may spread through the airways, causing
ulceration, necrosis, and fibrosis of the surrounding
bronchi and bronchioles. The extension of the disease
in this way depends on the host, and patients with

depressed immune systems can have large areas of
the lung involved with massive pulmonary necrosis.
Usually, a fibrous capsule develops in the area of the
cavitation, although inspissated necrotic material into
the adjacent airways remains a continuous source of
inflammation that can lead to reinfection and ongoing
scarring [240].

Nontuberculous Mycobacteria The nontuberculousmyco-
bacteria (NTM) are ubiquitous inhabitants of our envi-
ronment, isolated from soil, fresh and brackish water,
house dust, birds, animals, and food, and are increas-
ingly important in causing pulmonary disease. There
are currently more than 100 NTM species known. Those
organisms thought to be pathogenic to the lung include
the following:M. avium complex,M. kansasii,M. xenopi,
M. scrofulaceum, M. szulgai, M. simiae, M. fortuitum-chelo-
nei, and M. malmonense. Of these, M. avium-intracellular,
M. kansasii, and M. fortuitum-chelonei account for the
overwhelmingmajority of the pulmonary disease caused
by NTM. M. avium and M. intracellulare are usually
lumped together as Mycobacterium avium complex
(MAC) simply because most laboratories are not
equipped to distinguish between the two organisms.
The clinical presentation of these lung infections can
vary from minimally symptomatic small lesions discov-
ered by routine radiography to sudden hemoptysis from
advanced disease with severe cavitation (Table 18.5).
The two most characteristic lesions are those of diffuse
infiltrates in an immunocompromised patient, seen
most commonly in the HIV-positive population and an

Figure 18.55 Pulmonary tuberculosis. This sagittal cut
section of lung reveals a remarkable necrotic cavity in the
upper lobe of progressive fibrocavitary disease. Within the
right lower lobe, there is a tan white nodule, representing
infection that has spread through the airways to distal parts
of the lung.
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indolent inflammation of small airways, usually in the
right middle lung causing bronchiolectasis, found in
middle-aged women.

Viruses Most pulmonary infections are due to viruses
from four major groups: influenza, parainfluenza,
respiratory syncytial virus (RSV), and adenovirus
(Table 18.6) [241]. The clinical presentations of
these infections have some common features, includ-
ing insidious onset, nonproductive cough, fever, and
chest pain. Chest imaging studies usually reveal
bilateral, multifocal infiltrates, most without evi-
dence of cavitation or pleural involvement. These
infections are mild, self-limiting, and require no
more than supportive therapy except in immuno-
compromised hosts, where the clinical course can
be much more serious. Also, immunocompromised
patients are susceptible to other viruses such as
herpesvirus and cytomegalovirus pneumonias, which
are not common pathogens in normal hosts [242].
Since the 1980s, a subset of pulmonary viral infec-
tions has emerged with a much more aggressive
clinical course, most notably SARS, coronavirus,
and Hantavirus. These viruses present with systemic
symptoms of headache, myalgias, and weakness fol-
lowed by a deteriorating clinical course with respira-
tory distress, shock and, in over 50% of the cases,
death [243,244]. Therapy for most respiratory viral
infections is supportive, although antivirals are avail-
able for some viruses, mostly used in the setting of

immunocompromised patients. Ribavirin, a guano-
sine analogue, is the main antiviral used for RSV;
M2 inhibitors or adamantanes (amantadine and
rimantadine) are used against influenza A and neur-
aminidase inhibitors (oseltamivir and zanamivir) are
used against both influenza A and B [245]. Cytomeg-
alovirus is treated with ganciclovir, foscarnet, or
cidofovir, while herpesvirus is treated with acyclovir
[241].

The pathologic patterns of injury for most viruses
are similar, making morphologic distinctions among
them difficult. However, some characteristic pat-
terns emerge, most notably in those viruses that
cause cytopathic changes. Influenza, adenovirus,
SARS, coronavirus, and Hantavirus all cause an acute
lung injury pattern with diffuse alveolar damage, and
in the case of the latter two viruses, evidence of hem-
orrhage and edema. Influenza and adenovirus will
also cause a necrotizing bronchiolitis due to their
preferential infection of bronchial epithelial cells.
Finally, some viral infections can be distinguished
by their characteristic cytopathic inclusions. Adeno-
virus can be identified by characteristic smudge cells
that present in advanced stages of the disease and
represent adenovirus particles in the nucleus of an
infected cell (Figure 18.56). Cytomegalovirus has
both nuclear owl’s eye inclusions, as well as cytoplas-
mic inclusions (Figure 18.57). Herpesvirus has glassy
intranuclear inclusions and can also have multinu-
cleation (Figure 18.58).

Table 18.5 Clinical and Pathologic Features of Nontuberculous Mycobacterial
Respiratory Infections

Clinical Features Pathology Features Organisms

Asymptomatic nodule Hyalinized, calcified nodule M. avium complex
Immunocompromised Diffuse, histiocytic infiltrate M. avium complex
Elderly male with chronic lung disease Apical cavitary pneumonia M. avium complex
Indolent chronic small airway disease in women Chronic bronchitis and bronchiolitis M. avium complex
Hypersensitivity pneumonitis (‘Hot tub lung’) Interstitial pneumonitis with loosely formed

granulomas
M. avium complex

Table 18.6 Common Respiratory Viral Pathogens

Virus Family Genome Respiratory Infection

Influenza A,B Orthomyxoviridae Single-stranded RNA Pneumonia, Pharyngitis, Laryngitis
Parainfluenza 1,2,3 Paramyxoviridae Single-stranded RNA Pneumonia, Pharyngitis, Laryngitis
Adenovirus 1,2,3,4,5,7 Adenoviridae Double-stranded DNA Pneumonia, Pharyngitis, Laryngitis
Respiratory Syncytial Virus A,B Paramyxoviridae Single-stranded RNA Sinusitis, Pneumonia
CMV Herpesviridae Double-stranded DNA Laryngitis, Pneumonia
HSV Herpesviridae Double-stranded DNA Pharyngitis, Pneumonia
Hantavirus Bunyaviridae Single-stranded RNA Pneumonia
SARS virus Coronaviridae Single-stranded RNA Pneumonia
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Fungus

Fungi are larger and more complex than bacteria, and
their patterns of injury in the lung are different and in
general more destructive. These pathogens are com-
mon in our environment and enter the lungs through
inhalation. Though many fungi are capable of causing
pulmonary disease, most only inhabit the lung as colo-
nizers. Those of most concern for causing clinical dis-
ease include the endemic fungi of North America—
Histoplasma capsulatum, Blastomyces dermatitidis, and

Coccidioides immitis—and two fungi that are commonly
seen in immunocompromised hosts—Aspergillus fumi-
gatus and Pneumocystis jiroveci.

Histoplasma capsulatum Histoplasma capsulatum is a
dimorphic fungus most prevalent in the middle por-
tion of the United States from the Great Lakes to Ten-
nessee. The fungus is present in soil that has been
contaminated with guano and other debris by nesting
birds, most commonly blackbirds and chickens, and
by bats. The organism lives in the environment as
spores or conidia and germinates to form hyphae.
These structures divide to create the yeast forms,
which, when inhaled, induce granuloma formation in
the lung. Approximately 75% of people have skin tests
that are positive for exposure to H. capsulatum, but
most exposures do not cause clinical disease. Disease
typically occurs in people exposed to large amounts
of organisms, such as construction workers who move
large volumes of dirt or spelunkers who venture into
bat-ridden caves. The acute disease has flu-like symp-
toms which are self-limiting. Healed disease may leave
behind calcified granulomas in the lung that appear as
buckshot on chest imaging studies. The most chronic
forms of this disease may slowly progress, giving rise
to cavitating and fibrous lesions. In the immunocom-
promised host, disseminating histoplasmosis can be
seen, although reactivation is uncommon [246].

The pathology reveals characteristic necrotizing granu-
lomas distributed around the airways (Figure 18.59),
which contain silver-positive yeast forms of 2–4 microns.
These granulomas may resolve into scarred nodules,
which can calcify and produce the characteristic chest

Figure18.57 Cytomegalovirus. This alveolar macrophage
illustrates the microscopic features of a cell infected by
the CMV virus. The three features of these cells include
(i) cytomegaly, (ii) basophilic cytoplasmic inclusions, and
(iii) nuclear amphophilic inclusions.

Figure 18.58 Herpesvirus. Thismicroscopic photo is froma
lung of an immunocompromised patient with a herpetic simplex
pneumonia. In the center of the field is a multinucleated cell
representing the cytopathic features of an HSV infection in the
lung. These viral inclusions can be found in single cells or
syncytia and represent Cowdry A herpetic nuclear inclusions.

Figure 18.56 Adenovirus. The microscopic features of a
severe adenovirus infection in this immunocompromised
patient are that of a necrotizing pneumonia with cellular
debris within the alveolar space. The viral inclusions are
present within the dark nucleus in the center of the field.
These cells are called smudge cells due to the obscuring of
the nuclear features by these viral inclusions.
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images. Cavities may form in the apices with progres-
sion of the disease, and the disseminated form of the
disease has an abundance of organisms both within
macrophages in the lung and throughout many organs
in the body.

Blastomyces dermatitidis Blastomyces dermatitidis is also
endemic to the middle United States, including the
Ohio and Mississippi River valleys. It is found in
wooded terrain, usually during the wet seasons, put-
ting campers and outdoorsmen at risk. The clinical
disease takes two forms, cutaneous and systemic, the
latter beginning in the lungs through inhalation.
The acute pulmonary infection takes a nonspecific
form with fever, malaise, and chest pain. Imaging
studies may show either infiltrates or a mass-like infil-
trate. Thus, Blastomyces infection may mimic other dis-
eases, and the diagnosis may be delayed. Some
patients go on to chronic disease with cavitation or pro-
gressive pulmonary blastomycosis, which manifests as
acute respiratory distress syndrome, cavitary lesions,
and a poor prognosis [247].

The pathology of Blastomyces infection is similar to
histoplasmosis with necrotizing granulomas. However,
the lesions are larger, showingmore neutrophilic necro-
sis. The organisms are also larger (8–15 microns), with
prominent broad-based budding, and are apparent on
routine hematoxylin and eosin staining (Figure 18.60).

Coccidioides immitis Coccidioides immitis is found in the
semi-arid desert climate of the southwestern United
States. The organisms are inhaled as spores, causing
an acute disease characterized by fever, chills, chest
pain, dyspnea, and hemoptysis. Chest imaging studies
typically show consolidation and cavitation, and hilar
lymphadenopathy is common. Reactivation and dis-
semination are possible in patients with previous infec-
tion, whether or not they are immunocompromised
patients [248].

The pathology of pulmonary coccidioidomycosis
is neutrophilic, suppurative, and granulomatous. The
organisms appear as large spherules containing endo-
spores, visible on silver stains. The spherules are
30–100 microns in diameter and the endospores that
are released into the surrounding tissue proceed to
mature into new spherules (Figure 18.61). As in histo-
plasmosis, cavitating lesions may have hyphal forms
that begin to germinate.

Aspergillus Fumigatus Aspergilli are asexual mycelial
fungi that are ubiquitous in the environment as air-
borne aspergillus spores. They are weak pathogens

Figure 18.60 Blastomycosis. Blastomyces dermatitidis is
a yeast form found within necrotizing granulomas and
characterized by broad-based, single budding with a refractile
cell wall that can be seen on the Periodic-acid Schiff stain.

Figure 18.61 Coccidioidomycosis. Coccidioides immitis
can be found in lungs as a large spherule containing
endospores using a Grocott methenamine silver stain.
These spherules can rupture and endopores can spill into
the surrounding lung where they mature into new spherules.

Figure 18.59 Histoplasmosis. Necrotizing granulomas
centered on the airways within this lung are the characteristic
feature of acute histoplasmosis. Within the center of these
granulomas, one can find yeast form of H. capsulatum.
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that produce invasive infections predominantly in
immunocompromised hosts or in those with significant
chronic lung diseases. In tissue, aspergilli form septate
hyphae, 3–6 microns in diameter, with characteristic
acute-angle, dichotomous branching (Figure 18.62).
These organisms affect the lung in three major ways:
(i) saprophytic growth in bronchi or pre-existent cav-
ities; (ii) as an allergic or hypersensitivity reaction, pre-
dominantly in asthmatics; and (iii) invasive aspergillosis
in immunocompromised hosts [249,250]. As a sapro-
phyte, aspergillus produces surface growths or minute
masses of hyphae, usually in bronchiectatic cavities,
emphysematous bullae, or scars from previous lung
diseases such as tuberculosis or sarcoidosis. The pathol-
ogy is usually that of a fibrous-walled cavity containing
degenerating hyphae (Figure 18.63). In this setting,
hyphae do not invade into the lung tissue, but surface
erosion of a vascularized cavity may cause hemoptysis.
Aspergillus causes an immunologic response resulting
in mucoid impaction or eosinophilic pneumonia in
asthmatics, an entity known as allergic bronchopul-
monary aspergillosis (ABPA). Pathologically, one sees
mucoid plugs and superficial erosions of the airways with
histiocytic inflammation, with only rare hyphal frag-
ments present. The final form of the disease, invasive
pulmonary aspergillosis, is found in severely immuno-
compromised, neutropenic patients. The hyphae, which
disseminate through the blood, invade the blood vessels
causing thrombosis, hemorrhage, and infarction to form
typical targetoid lesions. This form of the disease has a
poor prognosis despite aggressive antifungal therapy.

Pneumocystis Jiroveci The taxonomy of Pneumocystis jir-
oveci (formerly Pneumocystis carinii) has changed over
the past decade. Previously thought to be a protozoan
based on the histological characteristics of its tropho-
zoite and cyst life forms, it has recently been placed in
the fungal kingdom after ribosomal RNA was found

to have sequences compatible with the ascomycetous
fungi [251]. The inability to culture Pneumocystis jiro-
veci has slowed the understanding of this organism.
Animal models have helped in defining the antigenic
and genotypic differences among the various Pneumo-
cystis organisms, which has led to the proposal for spe-
cies-specific strains, with P. jiroveci found in human
infections [252]. The molecular methods used for
the typing these species examine a number of gene
loci. Most importantly, sequence analysis of the thy-
midylate synthase (TS) and superoxide dismutase
(SODA) gene loci, the EPSP synthase domain of the
multifunctional arom gene, and the mitochondrial
small subunit ribosomal RNA (mtSSU rRNA) locus
have been used to distinguish the various Pneumocystis
species that infect different mammalian hosts [253].

Clinically, P. jiroveci causes disease predominantly in
the immunocompromised setting. Pneumocystis pneumo-
nia (PCP) has been found during recent times most
commonly in the AIDS population, but prior to this epi-
demic, it was found in malnourished infants and other
severely immunocompromised hosts. Because this
organism has not been cultured, the diagnosis of PCP
continues to be challenging. The clinical characteristics
are nonspecific and vary with the patient’s immune sta-
tus. In the HIV population, patients typically develop a
subacute onset of progressive dyspnea, a nonproductive
cough, malaise, and a low-grade fever. In the non-HIV
population, the presentation is more acute, with fulmi-
nant respiratory failure associated with cough and fever,
and usually requiring mechanical ventilation [254].
Chest imaging studies typically show bilateral, symmet-
ric, fine reticular interstitial infiltrates involving the peri-
hilar area, which spread to involve the entire lung.

Figure 18.62 Aspergillosis. Aspergillus fumigatus grows
within necrotizing cavities of the lung as branching septated
fungal hyphae, as seen on this Grocott methenamine silver
stain. Figure 18.63 Aspergilloma. Fungal hyphae from

Aspergillus fumigatus can colonize chronically inflamed
lungs with cavities and may grow to form fungal balls with
a dark, green color that are treated by surgical resection,
as seen in this case of a lobectomy specimen.
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Treatment is usually with trimethoprim/sulfamethoxa-
zole and intravenous pentamidine. Survival is 50%–
95% even in severely immunocompromised patients.

The life cycle of P. jiroveci consists of three stages:
trophozoite, cyst, and sporozoite. The trophozoite
form, which adheres to the type 1 epithelium, repli-
cates and enlarges through three precyst stages before
maturing into a cyst form that is found in the alveolar
space. Sporozoites develop within immature cysts
through meiosis and mitosis. The mature cyst contains
eight haploid sporozoites. The rupture of the cyst wall
releases sporozoites into the surrounding environment
where they mature into trophozoites.

The pathology of the infection is predominantly due
to the interaction of the organism with the epithelium.
The attachment of the organism to the lung epithelium
is via glycoprotein A present on the surface of the organ-
ism. The binding of the organism to the type 1 cell occurs
via surface receptors on the type 1 cell that include mac-
rophage mannose receptors. These interact with glyco-
protein A and activate pathways in the organism that
induce genes encoding for pathways that induce mating
and proliferation responses, and for the formation of
pheromone receptors, transcription factors, and hetero-
trimeric G-protein subunits [263]. In addition to these
genetic effects, the cyst wall contains chitins, polymers,
andother substances, inparticular, 1,3-glucan, thatmain-
tain its integrity and induce the inflammatory response of
the host. The 1,3-glucan in the wall of the organism sti-
mulates the release by the macrophages of reactive
oxidant species and the generation of potent proinflam-
matory cytokines, such as TNFa, which bind to the organ-
ism andexert a toxic effect.Once inside themacrophage,
the organism is incorporated into the phagolysosome
and degraded. TNFa also directly recruits other inflam-
matory cells including neutrophils, lymphocytes, and
circulating monocytes, and induces the release of IL-8
and IFN-g that recruit and activate inflammatory cells
[255]. In aggregate, the recruitment of these inflamma-
tory cells and the mediators they release is responsible
for the damage to the lung epithelium and endothelium
that is seen in this disease [255].

The pathology of PCP has typical and atypical
variants. Typically, the lung contains a dense intersti-
tial plasma cell pneumonia that expands alveolar
walls. The epithelium consists predominantly of Type
2 pneumocytes, and the alveolar spaces contain an eosi-
nophilic, frothy exudate, which contains fine, hemoxy-
lin-stained dots that represent a thickening in the cyst
wall (Figure 18.64). In this form of the disease, the
organisms are abundant and the diagnosis can usually
be made by bronchoalveolar lavage. Atypical patho-
logic variants include a necrotizing variant that has a
pattern similar to the typical form with exudative alve-
olar infiltrates, but which undergoes necrosis and cav-
ity formation. These cavities heal into fibrous-walled
cysts, similar in gross appearance to those found in
pseudomonas pneumonia. A third variant has well-
formed granulomas involving the airways, a pattern
common to histoplasmosis and tuberculosis. In this
form, the organisms are rare and very difficult to find,

even with tissue organismal stains. In general, the
pathologic pattern of injury depends on the host’s
immune status, with the typical pathology found in
severely immunocompromised hosts as the AIDS pop-
ulation and the atypical forms found in hosts with
immune systems that are less compromised.

PULMONARY HISTIOCYTIC DISEASES

Pulmonary Langerhans cell histiocytosis (PLCH) and
Erdheim-Chester disease are histiocytic diseases that pri-
marily affect the lung.Other histiocytic diseasesmay affect
the lung, such as Niemann-Pick disease, Gaucher disease,
Hermansky-Pudlak and Rosai-Dorfman disease, but these
are not considered primarily lung histiocytic diseases.

Pulmonary Langerhans’ Cell Histiocytosis

Clinical and Pathologic Features

Pulmonary Langerhans’ cell histiocytosis (PLCH) is
a disease of the dendritic histiocytes of the lung referred
to as Langerhans’ cells (LCs). This disease is part of a
group of diseases that are characterized by a prolifera-
tion of Langerhans cells in organs throughout the body
that range from a malignant systemic disease as is seen
in children [256] to the pulmonary variant that is seen
in adolescents and adults. PLCH is usually the result of
inflammatory or neoplastic stimuli in lungs of smokers
or in lungs involved by certain neoplasms [257].

Chest radiographs from patients with PLCH usually
reveal bilateral nodules, predominantly in the upper
lobes, which are worrisome for metastatic disease.
Treatment involves smoking cessation and steroid
therapy. Typically, the disease undergoes spontaneous
regression. Approximately 15%–20% of patients will
progress to irreversible end-stage fibrosis [258].

Figure 18.64 Pneumocystic jiroveci pneumonia. The
microscopic features of this pneumonia are characterized by
a foamy, eosinophilic infiltrate that fills the alveolar space.
Upon close inspection, fine blue dots can be seen that
represent the thickening in the cyst walls of the organism.
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The pathology of PLCH consists of airway-based
lesions with a proliferation of LCs. The early cellular
lesions contain a mixture of cells including Langer-
hans’ cells, lymphocytes, plasma cells, and eosinophils
(Figure 18.65). Though it was previously referred to as
eosinophilic granuloma, eosinophils are not the major
cell type present, and the lesion is, at best, a loosely
formed granuloma. Immunohistochemistry reveals
the LCs to be diffusely, strongly immunoreactive to S-
100 protein and CD1a. Ultrastructural analysis reveals
intracytoplasmic organelles called Birbeck granules, a
normal constituent of Langerhans’ cells, in greater
numbers in PLCH [259].

Molecular Pathogenesis

The pathogenetic mechanisms of PLCH focus on
defects in the homeostasis of dendritic cells (DCs) in
the lungs of smokers and the role tobacco smoke
may play in stimulating the proliferation of these cells
[260]. Some studies suggest that stimulation of alveo-
lar macrophages by chemicals in smoke results in
secretion of such cytokines as GM-CSF, TGFb, and
TNFa [261]. In transgenic mice, accumulation of
DCs around airways may be a result of excess GM-CSF
[262]. Other theories suggest that cigarette smoke sti-
mulates the secretion of bombesin-like peptide by the
neuroendocrine cells in the bronchiolar epithelium
and leads to a similar stimulation of alveolar macro-
phages and a cytokine milieu that promotes the proin-
flammatory proliferative changes [262].

Not all smokers get PLCH, leading to the sugges-
tion that only smokers with an underlying genetic sus-
ceptibility will develop the disease. Studies have

established that in some cases the LCs in PLCH are
clonal, suggesting that cellular abnormalities must play
some part in the pathogenesis of the diseases [263].
To support this, studies have shown genetic mutations
and allelic loss of tumor suppressor genes in smokers
with PLCH [264].

The mechanisms by which this proliferation of LCs
leads to the destruction of the bronchiolar epithe-
lium and the other observed pathology are unclear.
LCs in normal lungs have little ability to interact with
T-cells or act as effective antigen-presenting cells, but
the LCs of PLCH have a mature immunophenotype,
expressing B7-1 and B7-2, the co-stimulatory mole-
cules needed for lymphostimulatory activity [265].
Whether this more mature immune phenotype leads
to an unregulated immune response and destruction
of the bronchial epithelial cells is not known. How-
ever, some studies have shown that bronchiolar epi-
thelial cells may induce the expression of this
mature phenotype by secreting cytokines in response
to environmental stimulants such as cigarette smoke
or viral infections, or by the development of hyper-
plastic or dysplastic lesions that express new foreign
antigens [265].

Erdheim-Chester Disease

Clinical and Pathologic Features

Erdheim-Chester disease (ECD) is a systemic non-Lan-
gerhans’ cell histiocytosis of adults that most commonly
involves the long bones. Involvement of other organs,
including the lung, has been reported. Lung involve-
ment occurs in approximately 20%–35% of the cases,
and the patients usually present with cough, dyspnea,
rhonchi, and pleuritic pain. Radiographically, the lungs
reveal infiltrates in a lymphatic distribution, predomi-
nantly upper lobe, with prominent interstitial septal
markings that can mimic sarcoidosis [266–272].

Pulmonary involvement by ECD may have an unfa-
vorable prognosis, and the fibrosis that ensues is one
of the most frequently reported causes of death
[266,273]. The treatment of ECD is variable with corti-
costeroids, chemotherapy, surgical resection, and radi-
ation therapy reported [273].

Non-Langerhans’ cell histiocytes of dendritic cell
phenotype are the main cells present in this disease.
This infiltrate contains foamy histiocytes with scattered
giant cells, a scant number of lymphocytes or plasma
cells, and some fibroblasts. The histiocytes express
CD68 (macrophage antigen) and factor XIIIa (den-
dritic cell antigen), but express S-100 protein weakly
or not at all, and do not express CD1a. Ultrastructural
analysis reveals phagolysosomes, but no Birbeck gran-
ules are present [273]. This infiltrate that involves
the lung is usually present in the pleura and sub-
pleura, within the interlobular septa and around the
bronchovascular structures. The remainder of the lung
parenchyma is unremarkable, though fibrosis and
paracicatricial emphysema can appear in the late
stages of the disease [266].

Figure 18.65 Pulmonary langerhans cell histiocytosis.
This stellate-shaped scar represents the microscopic features
of long-standing PLCH. These lung scars are characteristically
found in the upper lung zones and represent chronic injury to
the small airways.
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Molecular Pathogenesis

The etiology of ECD is not known, but this rare disease
has been established as primarily a macrophage disorder
[274]. These histiocytes have abundant phagolysosomes
and express the antigen CD1a and are consistent with a
phagocytic cell, most likely closely related to alveolar
macrophages. The peripheral monocytosis and the
proinflammatory cytokine profile that is found in these
patients might suggest that the histiocytic infiltrate is a
result of systemic monocytic activation and invasion of
circulating monocytes into the tissues throughout the
body [275]. Recently, an ECD patient was successfully
treated by an agent toxic to monocytes, supporting
the theory that these cells play a part in the disease
[275]. Alternatively, end organ cytokine production by
local inflammatory cells resulting in proliferation and
differentiation of resident immature histiocyte popula-
tions may produce a similar picture. Another interesting
observation is that Erdheim-Chester has been reported to
occur in patients with Langerhans’ cell histiocytosis
[276], which may suggest that this is a disease where
macrophages transition between two different pheno-
types along the differentiation spectrum of tissue den-
dritic cells [276]. Whether this is a benign or malignant
proliferation has not been established.Of 5 patients stud-
ied, clonality has been demonstrated in 3 by polymerase-
chain reaction [277].

PULMONARY OCCUPATIONAL DISEASES

Environmental exposures are a major cause of lung
disease and can cause a wide spectrum of both acute
and chronic pathology. Many organic and inorganic
materials can cause lung damage, and because of their
similar patterns of injury and long latent periods, it
can be difficult to isolate the exact offending agent
without a thorough clinical history. The two occupa-
tional lung diseases presented here—asbestosis and
silicosis—represent pneumoconiosis, which are de-
fined as diseases which result in diffuse parenchymal
lung injury due to inhaled inorganic material. Both
have many pathologic patterns of injury that depend
on the amount and length of time of exposure, and
both can also cause neoplastic diseases of the lung.

Asbestosis

Clinical and Pathologic Features

Asbestos fibers are naturally occurring silicates that
are commonly used in construction materials such
as cement and insulation and in many textiles. They
can be separated into two groups based on their min-
eralogic characteristics. Serpentine fibers, named as
such because they are long and curly, include chryso-
tile asbestos. Amphibole fibers, more straight and
rodlike, include predominantly amosite and crocido-
lite asbestos. In the United States most of the asbestos
is chrysotile. The amphiboles are more pathogenic
and are responsible for most of the neoplastic and

non-neoplastic pulmonary diseases associated with
asbestos exposure.

By definition, asbestosis is bilateral diffuse interstitial
fibrosis of the lungs that can be attributed to asbestos
exposure. The disease, which mostly affects textile and
construction workers, is usually the result of direct expo-
sure over 15–20 years. The latency to clinical disease is
inversely proportional to the level of exposure. The
symptoms are a gradual onset of shortness of breath, a
cough with dry rales at the bases on inspiration, and dig-
ital clubbing. In the early disease, the chest x-ray shows
basilar disease that begins predominantly as thickening
of the subpleural, but progresses as infiltrates and fibro-
sis that involve the middle zone, eventually leading to
thickening of the airways and traction bronchiectasis.
The apex of the lung is usually spared. The clinical find-
ings are nonspecific and have considerable overlap with
UIP, so the diagnosis is usually made only when a history
of significant exposure is discovered.

The gross picture includes a bilateral lower lobe
gray/tan fibrosis with honeycomb changes in late dis-
ease. Microscopically, asbestosis can cause many pat-
terns of injury in the lung, but the most common is
collagenous deposition in the areas of the lymphatics
where the fibers are in the highest concentration. These
areas include the subpleural, interlobular septae, and
around the bronchovascular areas that contain a bron-
chiole and a branch of the pulmonary artery. Hyalinized
pleural plaques are a commonmanifestation of asbestos
exposure but are not specific for asbestos and can be
found in the absence of pulmonary parenchymal dis-
ease. Eventually, the fibrosis involves the alveoli beyond
the bronchioles and causes distortion of the lung archi-
tecture to form remodeled, dilated airspaces similar to
those seen in UIP. Distinguishing this fibrosis from
other forms of fibrosing lung disease can be difficult,
but the presence of ferruginous bodies, asbestos fibers
coated by iron, proteins, and amucopolysaccharide coat
are indicative of significant asbestos exposures and sup-
port this diagnosis (Figure 18.66) [278].

Figure 18.66 Asbestosis. This cytopathologic preparation
from a bronchoalveolar lavage specimen illustrates an
asbestos fiber coated by an iron-protein-mucopol-
ysaccharide substance and appears as a golden brown,
beaded structure known as a ferruginous body.
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Silicosis

Clinical and Pathologic Features

Silicosis results from chronic, high-dose exposure to
crystalline silica, which consists of silicon and oxygen
with trace amounts of other elements, usually iron.
The most common silica is quartz, which is present
in large amounts in such rocks as granite, shale, and
sandstone and is among the more fibrogenic of all sil-
ica types. Thus, occupations most at risk for silicosis
include sandblasting, quarrying, stone dressing, and
foundry work where exposure to quartz is high. The
disease takes three major clinical and pathologic forms
that have different clinical characteristics.

Simple or nodule silicosis is marked by the presence
of fine nodules �1 cm, on chest imaging studies, usually
in the upper lobes. Patients with this condition are typi-
cally asymptomatic, with normal respiratory physiology.
The pathology in these lungs reveals discrete, hard
nodules that have a green/gray color, centered either
on the small airways or in the subpleura. Microscopically,
these nodules have an early stellate shape that eventually
transforms to a more whorled appearance with dust-
laden macrophages scattered throughout it. Polarized
light examination reveals weakly birefringent material.

Complicated pneumoconiosis represents similar
pathologic findings only with larger and more circum-
scribed nodules, which coalesce into a large upper
lobe mass, a condition known as progressive, massive
fibrosis (Figure 18.67). These patients are symptomatic

with a productive cough and mixed pulmonary func-
tion tests with a reduced diffusing capacity as the fibro-
sis increases. Diffuse interstitial fibrosis may occur;
however, unlike asbestosis, this pattern is found in
pneumoconiosis. When complicated pneumoconiosis
is found with rheumatoid nodules in the setting of a
patient with rheumatoid arthritis, this is known as
Caplan’s syndrome.

Molecular Pathogenesis

The pathogenesis of both asbestosis and silicosis
depends upon inflammation and fibrosis caused by
the inhaled fibers. In humans, the amount of fiber
needed to cause fibrosis varies from person to person.
This may be related to a difference in fiber deposition
based on the size of the lungs or to the efficacy with
which the lung clears these fibers [256]. Some studies
have also suggested that fiber length determines the
amount of pathology. However, this association has
not been confirmed in humans for either asbestosis
or silicosis. In both diseases, it is known that other fac-
tors increase the risk of developing disease. For exam-
ple, smokers exhibit worse disease than nonsmokers
with similar exposures to asbestosis. The mechanism
for this effect is unclear, although speculation centers
on the inhibition of fiber clearance in smokers. Also,
it is known that smoking enhances the uptake of fibers
by pulmonary epithelial cells and in this way may
increase the fibrogenic and inflammatory cytokine
production by these cells.

The cellular mechanisms by which both asbestos
and silica fibers induce the inflammation and fibrosis
are mediated predominantly through alveolar macro-
phages. In the case of silica, it is known that the uptake
of these fibers into the alveolar macrophages is by way
of a scavenger receptor expressed on the surface of the
cell known as MARCO (macrophage receptor with a
collagenous structure). Once inside the cells, the
fibers activate the release of ROS that can lead to cellu-
lar and molecular damage through a number of path-
ways. First, ROS can directly cause lipid peroxidation,
membrane damage, and DNA damage. Second, silica-
induced free radicals can trigger phosphorylation of
cellular proliferation pathways through mitogen-acti-
vated protein kinases (MAPKs), extracellular signal
regulated kinases (ERKs), and p38. These pathways
are also involved in the proliferation of fibroblasts in
asbestosis and of mesothelial and epithelial cells in
the neoplastic diseases associated with the inhalation
of these fibers [279]. In addition, these fibers can acti-
vate proinflammatory pathways controlled by such
transcription factors as nuclear NFkB and activator
protein 1 (AP-1). These pathways result in the activa-
tion of the early response genes c-fos and c-Jun and
the release of proinflammatory cytokines such as IL-1
as well as fibrogenic factors such TNFa [280].

TNFa plays a prominent role in both diseases, and
its regulation has been studied in animal models
exposed to silica. It is now known that a transcription
factor labeled nuclear factor of activated T-cells
(NFAT) plays a key role in the regulation of TNFa.

Figure 18.67 Complicated pneumoconiosis/ progres-
sive massive fibrosis. This sagittal cut section of lung
reveals a large gray/black mass that extends from the apex
to include the majority of the lung. The patient had a long
history as a coal mine worker, and the microscopic sections
revealed abundant anthracotic pigment and scarring in this
area.
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Binding sites for NFAT have been found in the pro-
moter region of the TNFa gene. The mediation of sil-
ica-induced TNFa transcription is probably via O2- but
not H2O2 [280,281].

DEVELOPMENTAL ABNORMALITIES

Tracheal/Bronchial Atresias and
Sequestrations

Clinical and Pathologic Features

Atresia of the lung represents a premature closure of the
airway at any level of the bronchial tree including the
lobar, segmental, or subsegmental airways. Clinically,
these children usually present between 10 and 20 years
of age for symptoms of dyspnea, wheezing, recurrent
pneumonias, or for incidental findings on a chest imag-
ing study. These lesions are more common in the proxi-
mal segmental bronchi, right more often than left.
When atresia is associated with anomalies of the vascular
supply to the affected airway, the lesion represents a sep-
arate, aberrant segment of lung known as a sequestra-
tion, either intralobar or extralobar type.

The pathology of bronchial atresias and sequestra-
tions represents sequelae of chronic inflammation due
to the accumulation of secretions in these blind-end air-
ways. These features consist of cystically dilated airways
with mucus and parenchymal fibrosis with honeycomb
changes. In intralobar sequestrations (ILS), the anoma-
lous vessel is a muscular artery that enters through the
pleura from an aortic source, usually from the thoracic
area. ILS are separate, isolated areas of lung invested
with the normal visceral pleura without bronchial or
arterial connections (Figure 18.68). Extralobar seques-
trations (ELS) are pyramid-shaped accessory pieces of
lung that have their own pleura with an artery from the
lung but without airway connections.

Congenital Pulmonary Cystic Diseases

Clinical and Pathologic Features

The category of congenital pulmonary cystic diseases
represents the majority of congenital pulmonary dis-
ease and includes foregut cysts and cystic adenomatoid
malformations. Foregut cysts include bronchogenic,
esophageal, and thymic cysts that form from defects
in the foregut branching. Clinically, these cysts are
usually incidental findings on chest imaging studies,
but they can present with complications due to infec-
tion or hemorrhage.

Pathologic features of these cysts include subtle dif-
ferences that are usually only apparent after micro-
scopic examination. Grossly, these cysts usually arise
proximally either within the mediastinum (over 50%)
or in the proximal regions of the lungs, right more
commonly than left, along the esophagus, and rarely
within the lung parenchyma or below the diaphragm
[282]. Microscopically, each cyst contains a simple
cuboidal or columnar epithelium, ciliated or nonci-
liated, that may undergo squamous metaplasia. Distin-
guishing among the three types of cysts requires the
presence of other elements. Bronchogenic cysts have
submucosal glands and/or hyaline cartilage within
their walls, and thymic cysts may contain residual
thymus.

Congenital cystic adenomatoid malformations
(CCAM), now more commonly referred to as congeni-
tal pulmonary airway malformations (CPAM), are seg-
ments of lung with immature airways and alveolar
parenchyma. These are usually classified by their pre-
dominant cyst size into types 0–4. Type 1 cysts, which
contain a main large cyst of up to 10 cm, are the most
common. These cysts are distinguished from foregut
cysts upon the recognition in the CPAM of immature
alveolar duct-like structures connecting to the sur-
rounding lung parenchyma. This type of CPAM is also
notable, as it is known to undergo malignant transfor-
mation, usually to mucinous bronchioloalveolar cell
adenocarcinomas.

Molecular Pathogenesis

These anomalies arise due to defects during the vari-
ous stages of development and are best considered
within these developmental stages. The embryonic
stage occurs within the first 3–7 weeks of life when
the ventral wall of the foregut separates into the tra-
chea and esophagus and branches to form the left
and right lungs. The splanchnic mesenchyme that sur-
rounds this foregut forms the vascular and connective
tissues of the lungs. Defects in this phase result in com-
plete lack of lung development known as pulmonary
agenesis and incomplete separation of the trachea
and esophagus, causing tracheal-esophageal atresias
and fistulas. The pseudoglandular stage, between
weeks 7–17 of development, is a time of rapid develop-
ment of the conducting airways including the bronchi
and bronchioles and the expansion of the peripheral
lung into the acinar buds. The mesenchymal tissue

Figure 18.68 Intralobar sequestration. The tan and white
mass involving this left lower lobectomy specimen represents
chronic pneumonia and fibrosis in the sequestered area of the
lung. The dilated airways are features of an endstage fibrosis
that is commonly found in this entity.
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that surrounds these buds begins to thin, becomes vas-
cularized, and forms the cartilage that surrounds the
more proximal branching airways. During the canalic-
ular (week 17–24), saccular (weeks 24–38), and alveo-
lar (weeks 36 to maturity) stages of development, the
acinar buds continue to expand, and the mesenchyme
surrounding this continues to thin. During the canalic-
ular stage, the pulmonary vascular bed begins to orga-
nize, the distance between the blood in the vascular
spaces and the air in the alveoli narrows, and the respi-
ratory epithelium begins to form. The gas exchange
unit of the alveolus becomes functional during the sac-
cular stage with further differentiation of the respira-
tory epithelium to include Clara cells, ciliated and
nonciliated cells, and type 2 cells with the first produc-
tion of surfactant occurring during this period. This
gas exchange unit continues to mature during the
alveolar stage with the growth and septation of the
alveoli. This process continues postnatally through
6–8 years of age.

The different types of CPAMs arise at different
stages of development. CPAMs 0, 1, and 2 are a result
of defects during the early embryonic and pseudo-
glandular stages of development, producing pathology
with features of primitive alveolar buds and immature
and abnormal airway cartilage structures. CPAMs 3
and 4 result from abnormal formation of the more
distal airways and pulmonary parenchyma during the
canalicular, saccular, and alveolar phases, causing
pathology with immature alveolar, or alveolar simplifi-
cation with enlarged alveoli [283].

Various genetic defects in the pathways that control
lung morphogenesis have been associated with these
congenital lung diseases. Two major transcription fac-
tors are responsible for the normal branching mor-
phogenesis. The first, thyroid transcription factor-1
(TTF-1), is a member of the Nkx2.1 family of hemeo-
domain-containing transcription factors. This factor
plays a role in the lung epithelial-specific gene expres-
sion and proper lung bud development in the embry-
onic stage, as well as in the maturation of the
respiratory epithelium. The second major factor is
somatic hedgehog (SHH)/Gli, expressed by endoder-
mally derived cells and required for branching mor-
phogenesis. The development of the lung bud from
the foregut endoderm depends on the appropriate
expression of these lung-specific genes at the correct
time in development. In the presence of genetic
defects, aberrant lung development may occur. For
example, mutations of various types in the SHH/Gli
gene have been found to cause tracheoesophageal fis-
tulas, anomalous pulmonary vasculature, and aberrant
airway branching. Also, deletions in the TTF-1 gene are
associated with tracheoesophageal fistulas and a variety
of forms of lung dysgenesis [284]. Finally, factors pres-
ent in the surrounding mesenchyme play a role in
inducing the proper development of the pulmonary
endoderm. A prominent mesenchymal factor in this
process is fibroblast growth factor (FGF), which modu-
lates both the proximal and distal lung branching mor-
phogenesis. Deletions in this gene may cause lung
agenesis and tracheal malformations [284].

Surfactant Dysfunction Disorders

Clinical and Pathologic Features

Surfactant dysfunction disorders represent a heteroge-
nous group of inherited disorders of surfactant metab-
olism, found predominantly in infants and children.
Pulmonary surfactant includes both phospholipids
and surfactant proteins, designated surfactant proteins
A, B, C, and D (SP-A, SP-B, SP-C, SP-D), synthesized
and secreted by type 2 cells beginning in the canalicu-
lar stage of lung development. Damage to type 2 cells
during this time period can lead to acquired surfactant
deficiencies. However, more commonly these deficien-
cies are the result of genetic defects of the surfactant
proteins themselves.

The major diseases are caused by genetic defects in
the surfactant protein B (SFTPB, chromosome 2p12-
p11.2); surfactant protein C (SFTPC, chromosome
8p21); and adenosine triphosphate (APT)-binding cas-
sette transporter subfamily A member 3 (ABCA3, chro-
mosome 16p13.3). Defects in SFTPB and ABCA3 have
an autosomal recessive inheritance pattern, and
defects in SFTPC have an autosomal dominant pattern.
SP-B deficiency is the most common. It presents at
birth with a rapidly progressive respiratory failure and
chest imaging studies showing diffuse ground glass
infiltrates. The gross pathology in these lungs consists
of heavy, red, and congested parenchyma with micro-
scopic features that range from a PAP-like pattern to
a chronic pneumonitis of infancy (CPI) pattern. In
SP-B deficiency, the PAP pattern predominates with a
histologic picture of cuboidal alveolar epithelium and
eosinophilic PAS-positive material within the alveolar
spaces that appears with disease progression. In the
late stages of the disease, the alveolar wall thickens
with a chronic inflammatory infiltrate and fibroblasts.
This alveolar proteinosis-type pattern of injury can be
confirmed with immunohistochemical studies that
establish the absence of SP-B within this surfactant-like
material. Diseases due to ABCA3 or SFTPC deficiency
may present within a week of birth or years later; the
former has a poor prognosis, but the latter has a more
variable prognosis with some patients surviving into
adulthood. Indeed, SP-C mutations have also been
recognized in some families as a cause of interstitial
pneumonia and pulmonary fibrosis in adults [285].
The pathology of SP-C deficiency has more CPI fea-
tures and less proteinosis. In contrast, ABCA deficiency
can have either PAP or CPI features, with the former
present early in the disease and the latter present in
more chronically affected lungs [286].

Molecular Pathogenesis

The SP-B gene (SFTPB) is approximately 10 kb in length
and is located on chromosome2. There are over 30 reces-
sive loss-of-function mutations associated with the SFTPB
gene. However, the most common mutation is a GAA
substitution for C in codon 121, found in about 70% of
the cases. The lack of SP-B leads to an abnormal propor-
tion of phosphatidylglycerol and an accumulation of a
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pro-SP-C peptide, leading to the alveolar proteinosis-like
pathology.

SP-C protein deficiency is due to a defect in the
SFTPC gene localized to human chromosome 8. There
are approximately 35 dominantly expressed mutations
in SFTPC that result in acute and chronic lung disease.
Approximately 55% of them arise spontaneously, and
the remainder are inherited. The most common muta-
tion is a threonine substitution for isoleucine in codon
73 (I73T), found in 25% of the cases, including both
sporadic and inherited disease [287]. This mutation
leads to a misfolding of the SP-C protein, which in-
hibits its progression through the intracellular secretory
pathway, usually within the Golgi apparatus or the endo-
plasmic reticulum [288]. The absence of SP-C within the
alveolar space causes severe lung disease in mouse mod-
els. Infants with documented mutated proSP-C protein,
the larger primary translation product from which SP-C
is proteolytically cleaved, canhave respiratorydistress syn-
drome (RDS) or CPI. In older individuals, pathologic
patterns observed in the lungs with these mutations
include nonspecific interstitial pneumonitis (NSIP) and
UIP. In this affected adult population, the pathology
and age of disease presentation vary even within familial
cohorts, suggesting the involvement of a second hit, per-
haps an environmental factor [289].

The ABCA3 protein is amember of the family of ATP-
dependent transporters, which includes the CFTR, and
is expressed in epithelial cells. Mutation in this gene
results in severe respiratory failure that is refractory to
surfactant replacement. The cellular basis for the lack
of surfactant in patients with this genetic mutation is
not known. The presence of abnormal lamellar bodies
within the type 2 cells by ultrastructural analysis suggests
a disruption in the normal surfactant synthesis and
packaging in this disease. There is some evidence that
this gene contains promoters that share elements con-
sistent with their activation by the transcription factors
TTF-1 and Foxa7, and deletions in either or both of
these genes may play a role in this disease [289].
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INTRODUCTION

As we entered the 21st century, much of the progress
in the understanding of gastrointestinal disorders has
continued to center on the molecular underpinning
of gastrointestinal neoplasia. First, the development of
cancer in the setting of inflammatory conditions is well
represented by the association of H. pylori with gastric
cancer, and of inflammatory bowel diseases with colorec-
tal cancer. Second, the development of cancer in patients
with hereditary predisposition syndromes has shed light
not only in the mechanisms of hereditary neoplasia,
but has also led to major progress in the understand-
ing of the molecular basis of the more common forms
of sporadic cancer. The molecular characterization of
the steps of gastrointestinal neoplastic development
and progression has led to advances in disease diagnosis
and treatment, and has opened the opportunity for
development ofmore targeted approaches to cancer pre-
vention, surveillance, and novel therapeutics.

In this chapter, we will focus on the disease processes
that most clearly illustrate the concepts and advances in
molecular pathology of the gastrointestinal tract. This
includes neoplastic diseases associated with a back-
ground of chronic inflammation, well characterized
gastrointestinal hereditary cancer syndromes, and the
so- called sporadic cancers of the gastrointestinal tract,
primarily reviewing gastric and colonic carcinogenesis.

GASTRIC CANCER

Gastric carcinoma is the fourth most frequent cancer
worldwide, with highest rates in Asia and countries
such as Eastern Europe and areas of Central and South
America, while it is less frequent in Western countries
[1,2]. Overall, gastric cancer represents the second
most common cause of death from cancer (approxi-
mately 700,000/year) [2]. About two-thirds of the cases
occur in developing countries and 42% in China alone

[2]. In the United States, 21,259 new cases of stomach
cancer were estimated in 2007 [3].

Most gastric cancers develop as sporadic cancers, with-
out a well-defined hereditary predisposition. A small pro-
portion of gastric cancers arise as a consequence of a
hereditary predisposition caused by specific inherited
germ line mutations in critical cancer-related genes.

Nonhereditary Gastric Cancer

Risk Factors

Most nonhereditary gastric cancers, also referred to as
sporadic cancers, arise in a background of chronic gastri-
tis, which is most commonly caused byH. pylori infection
of the stomach [4–7]. There may be clustering of gastric
cancer within some affected families. Family relatives of
patients with gastric carcinoma have an increased risk
for gastric carcinoma of about 3-fold [8,9]. Patients with
both a positive family history and infection with a CagA
positive H. pylori strain were reported to have a greater
than 8-fold risk of gastric carcinoma as compared to
others without these risk factors [10].

The pathogenesis of gastric cancer is multifactorial,
resulting from the interactions of host genetic suscep-
tibility factors, environmental exogenous factors that
have carcinogenic activity such as dietary elements
and smoking [11–13], and the complex damaging
effects of chronic gastritis (reviewed in [14]). The diets
that have been implicated in increased risk of gastric
cancer are predominantly salted, smoked, pickled,
and preserved foods (rich in salt, nitrite, and pre-
formed N-nitroso compounds), and diets with reduced
vegetables and vitamin intake [11].

Chronic infection of the stomach by H. pylori is the
most common form of chronic gastritis (reviewed in
[15]). Therefore, since most gastric cancers develop
in a background of chronic gastritis,H. pylori is the most
significant known risk factor for the development of
gastric cancer.H. pylori was first implicated as the causal
agent of most cases of chronic gastritis and ulcers in
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the seminal studies of Warren and Marshal [16,17].
H. pylori was classified as a human carcinogen based
on a strong epidemiological association of H. pylori gas-
tritis and gastric cancer [4,18–20]. Overall, the risk of
gastric cancer in patients with H. pylori gastritis is 6-fold
higher than that of the population withoutH. pylori gas-
tritis [21]. The risk of gastric cancer increases exponen-
tially with increasing grade of gastric atrophy and
intestinal metaplasia, the risk of gastric cancer being
about 90 times higher in patients with severe multifocal
atrophic gastritis affecting the antrum and corpus of the
stomach than in individuals with normal noninfected
stomachs [22]. However, even nonatrophic gastritis, as
compared to healthy non-H. pylori infected individuals,
raises the gastric cancer risk to approximately 2-fold [5].

Additional evidence supporting the association of
H. pylori and gastric cancer includes (i) prospective
studies demonstrating gastric cancer development in
2.9% of infected patients over a period of about
8 years, and in 8.4% of patients with extensive atrophic
gastritis and intestinal metaplasia during a 10-year sur-
veillance [23–25]; (ii) development of animal models
that develop gastric cancer associated with H. pylori
infection, including Mongolian gerbils and mice
[26–30]; and (iii) eradication of H. pylori infection in
patients with early gastric cancer resulted in the
decreased appearance of new cancers [31,32]. H. pylori
eradication reduced the incidence of gastric cancer in
patients without atrophy and intestinal metaplasia at
baseline, suggesting that eradication may contribute
to preventing progression to gastric cancer [33].

Stepwise Progression of H. pylori Gastritis
to Gastric Carcinoma: Histologic Changes
of the Gastric Mucosa

The chronicity associated withH. pylori gastritis is critical
to the carcinogenic potential of the infection. H. pylori
infection is generally acquired during childhood and
persists throughout life unless the patient undergoes
eradication treatment [34–37]. Gastric cancer develops
several decades after acquisition of the infection, asso-
ciated with the progression of mucosal damage with
development of specific histological alterations [38].

H. pylori infection of the stomach activates both
humoral and cellular inflammatory responses within
the gastric mucosa involving dendritic cells, macro-
phages, mast cells, recruitment and expansion of
T-lymphocytes and B-lymphocytes, and neutrophils
[39,40]. Despite a continuous inflammatory response,
H. pylori organisms are able to evade the host immune
mechanisms and persist in the mucosa, causing
chronic gastritis.

Histologically, the progression of H. pylori associated
chronic gastritis to gastric cancer is characterized by a
stepwise acquisition of mucosal changes, starting with
chronic gastritis, progressive damage of gastric glands
resulting in mucosal atrophy, replacement of normal
gastric glands by intestinal metaplasia, and develop-
ment of dysplasia and carcinoma in some patients
(Figure 19.1) [4,19,41–43].

The potential role of bone marrow-derived stem cells
in chronic gastritis and H. pylori associated neoplastic
progression has recently been proposed based on studies
in animal models [30,44]. The current hypothesis is that
H. pylori associated inflammation and glandular atrophy
create an abnormal microenvironment in the gastric
mucosa that favors engraftment of bone marrow-derived
stem cells into the inflamed gastric epithelium. It is pos-
tulated that engrafted bone marrow-derived stem cells
do not follow a normal differentiation pathway and
undergo uncontrolled replication, progressive loss of dif-
ferentiation, and neoplastic behavior [30,44–46]. How-
ever, the potential role of bone marrow-derived stem
cells in human disease remains unclear.

Stomach cancers are classified according to the
WorldHealth Organization classification based on their
grade of differentiation into well, moderately, and
poorly differentiated adenocarcinomas [47,48]. In addi-
tion, gastric adenocarcinomas can be categorized into
intestinal and diffuse types (Lauren’s classification),
based on the morphologic features on H&E stained
tumor sections [47–49].

Gastric cancers arising on the inflammatory back-
ground of H. pylori-associated chronic gastritis are most
commonly intestinal type adenocarcinoma, which are
predominantly well to moderately differentiated adeno-
carcinomas, but diffuse type tumors, which are poorly
differentiated or are signet ring cell carcinomas, also
occur, and may develop in patients with gastric ulcers
and chronic active gastritis [20,23,50] (Figure 19.1).

Progression to gastric cancer is higher in patients
with extensive forms of atrophic gastritis with intestinal
metaplasia involving large areas of the stomach, includ-
ing the gastric body and fundus. This pattern of gastritis
has been described as pangastritis or multifocal atro-
phic gastritis [6,7,22,51,52]. Extensive gastritis involving
the gastric body and fundus results in hypochlorhydria,
allowing for bacterial overgrowth and increased carcino-
genic activity in the stomach through the conversion of
nitrites to carcinogenic nitroso-N compounds [53,54].
H. pylori-associated pangastritis is frequently seen in the
family relatives of gastric cancer patients, which may con-
tribute to gastric cancer clustering in some families [55].

Molecular Mechanisms Underlying Gastric
Epithelial Neoplasia Associated with
H. pylori Infection

How H. pylori gastritis promotes gastric carcinogenesis
involves an interplay of mechanisms that include
(i) a longstanding inflammation in the mucosa, with
increased oxidative damage of gastric epithelium, (ii) a
number of alterations of epithelial and inflammatory
cells induced by H. pylori organisms and by released bac-
terial products, (iii) inefficient host response to the
induced damage, and (iv) mechanisms of response
related to host genetic susceptibility, which may mediate
the variable levels of damage in different individuals.

H. pylori bacterial products and factors released by
activated or injured epithelial and inflammatory cells
both contribute to persistent chronic inflammatory
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Gastritis and Gastric Cancer

Hereditary Diffuse Gastric Canser

A1 A2

B1

A3 A4

B2

Figure 19.1 Gastric carcinogenesis: Stepwise Progression of H. pylori-Associated Gastric Cancer (Panels A1–A4),
and Hereditary Diffuse Gastric Cancer (Panels B1 and B2). Panel A1. Chronic active gastritis involving the mucosa of
the gastric antrum (H&E stain, original magnification 10�); Panel A2. Immunohistochemical stain highlights H. pylori
organisms with typical S and comma shapes, seen at higher magnification in the inset. H. pylori organisms typically appear
attached or adjacent to the gastric surface and foveolar epithelium (original magnification 40�); Panel A3. Gastric mucosa
with intestinal metaplasia and low-grade dysplasia/adenoma (H&E stain, original magnification 10�); Panel A4. Gastric
carcinoma of intestinal type (moderately differentiated adenocarcinoma) (H&E stain, original magnification 10�); Panels B1
and B2 (Courtesy of Dr. Adrian Gologan, Jewish General Hospital, McGill University). Gastric mucosa of patient with
hereditary diffuse gastric cancer (HDGC) with in situ signet ring cell carcinoma (arrow) (B1) and invasive signet ring cell
carcinoma expanding the lamina propria between the gastric glands (E), (H&E stain, original magnification 20�).
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response involving the activation of innate and acquired
immune responses in the infected gastric mucosa
[39,40]. This chronic and continuously active mucosal
inflammatory infiltrate is in part responsible for poten-
tial damage to the epithelium, through the release of
oxygen radicals [56], and the production of chemo-
kines that may alter the normal regulation of molecular
signaling in epithelial cells. H. pylori organisms and
released bacterial products, including the H. pylori viru-
lence factors (CagA and VacA), which may directly alter
the gastric epithelial cells as well as inflammatory cells,
leading to alterations of signaling pathways, gene tran-
scription, and genomic modifications. These changes
lead to modifications in cell behavior, such as increased
apoptosis and proliferation, as well as increased rates of
mutagenesis [57–62]. Once the neoplastic program is
activated, then gastric cancer may progress through
mechanisms similar to gastric cancers that do not arise
in a background of H. pylori infection.

A number of genetic susceptibility factors that
increase the risk of gastric cancer development in
H. pylori infected patients have been identified. Interleu-
kin-1 (IL-1) gene polymorphisms, in IL-1beta and IL-
1RN (receptor antagonist), have been shown to increase
the risk of gastric cancer and gastric atrophy in the pres-
ence of H. pylori. Individuals with the IL-1B-31*C or IL-
1B-511*T, and the IL-1RN*2/*2 genotypes are at
increased risk of hypochlorhydria, gastric atrophy, and
gastric cancer in response to H. pylori infection [63–66].
A gene polymorphism that may affect the function of
OGG1, a protein involved in the repair of mutations
induced by oxidative stress, was reported frequently in
patients with intestinal metaplasia and gastric cancer, sug-
gesting that deficient OGG1 function may contribute to
increasedmutagenesis during gastric carcinogenesis [67].

Mechanisms and Spectrum of Epigenetic
Changes, Mutagenesis, and Gene Expression
Changes of the Gastric Epithelium Induced by
H. pylori Infection

Epigeneticmodificationandmutagenesis precede tumor
development and accompany neoplastic progression
duringgastric carcinogenesis. Bothof these changeshave
been shown to occur inH. pylori gastritis and subsequent
preneoplastic and neoplastic mucosal lesions (reviewed
in [14]). The combined effects of epigenetic modifica-
tions, mutagenesis, and functional gene expression
changes in gastric epithelial cells in response to inflam-
matory mediators and bacterial virulence factors result
in abnormal gene expression and function in the various
stages of progression to gastric cancer (gastritis, intestinal
metaplasia, dysplasia, and cancer). The effects ofH. pylori
organismsongastric epithelial cells are likely to occur pri-
marily during the phase of gastritis and intestinal meta-
plasia, while additional molecular events associated with
neoplastic progression from dysplasia to invasive cancer
may be independent of H. pylori. However, the back-
ground inflammatory milieu associated with ongoing
chronic infection may influence the mechanisms of neo-
plastic progression.

During gastric carcinogenesis a number of genes are
regulated by CpG methylation of the promoter regions
at CpG sites, with potential promoter inactivation
(reviewed in [14]). For example, Kang et al. described
five different classes ofmethylation behaviors in chronic
gastritis, intestinal metaplasia, gastric adenoma, and
gastric cancer: (i) genes methylated in gastric cancer
only (GSTP1 and RASSF1A); (ii) genes showing low
methylation frequency in chronic gastritis, intestinal
metaplasia, and gastric adenoma, but significantly
higher methylation frequency in gastric cancer (COX-2,
MLH1, and p16); (iii) low and similar methylation fre-
quency in all gastric lesions (MGMT); (iv) genes with
high and similar methylation frequency in all gastric
lesions (APC and E-cadherin); and (v) genes showing an
increasing methylation frequency along the oncogenic
progression (DAP-kinase, p14, THBS1, and TIMP3)
[68]. Additional loci demonstrating an association of
H. pylori-chronic gastritis and CpG island hypermethy-
lation were recently reported [69]. In experimental con-
ditions, gastric epithelial cells co-cultured with H. pylori
undergo CpG methylation at several gene loci, includ-
ing the MLH1 gene promoter, which may contribute
to the observed deficiency of DNAmismatch repair asso-
ciated with H. pylori infection [62].

The mechanisms that regulate CpG methylation and
gene silencing during H. pylori-associated gastritis and
resulting gastric mucosal lesions are not currently
known. Recent studies showed that proinflammatory
interleukin-1-beta polymorphisms were associated with
CpG island methylation of target genes [70], and CpG
methylation of the E-cadherin promoter was induced in
cells treated with IL-1beta [71]. These data suggest that
components of the inflammatory cascade induced by
H. pylori may contribute to orchestration of the epige-
netic response in H. pylori-associated carcinogenesis.

Mutations are likely to accumulate during H. pylori
chronic gastritis because of increased damaging factors
in the mucosa and also because of overall deficiency of
some DNA repair functions (reviewed in [14]). DNA
damage during H. pylori gastritis is caused primarily
by reactive oxygen species (ROS), and reactive nitro-
gen species (RNS). Additionally, when mucosal atro-
phy develops, the resulting reduced acid levels may
allow the overgrowth of other bacteria and activation
of environmental carcinogens with mutagenic activity.

ROS are generated by inflammatory cells, as well as by
gastric epithelial cells after activation byH. pylori bacterial
products and cellular released cytokines. The increased
ROS levels are associated with increased expression
of inducible nitric oxide synthase (iNOS) and increased
production of nitric oxide (NO) [72–75]. Increased
cyclooxygenase (COX2) has also been reported in
H. pylori-associated gastritis and may contribute to
increased mutagenesis through oxidative stress [72–75].
Further, with reduced level of oxygen radical scavengers,
such as glutathione and glutathione-S-transferase, rela-
tively higher levels of oxygen radicals may accumulate
in the mucosa of H. pylori infected patients [76]. DNA
8-hydroxydeoxyguanosine (8OHdG) can be used as a
marker for oxidative DNA damage [61,77]. The gastric
mucosa with H. pylori gastritis and preneoplastic lesions
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(intestinal metaplasia and atrophy) contain increased
levels of DNA 8-hydroxydeoxyguanosine (8OHdG) and
the levels of 8OHdG in the gastric mucosa significantly
decrease after eradicationofH. pylori, supporting the role
of active infection in the accumulation of mutations
[61,77]. Mutations associated with oxidative damage
include pointmutations in genes involved in gastric carci-
nogenesis such as p53 [78].

Additionally, mutation accumulation during H. pylori
gastritis may be enhanced because of a relatively defi-
cient DNA repair system, with persistence of ROS-
induced mutations and uncorrected DNA sequence rep-
lication errors that are transmitted to future epithelial
cell generations. Several DNA repair systems are required
for correction of DNA damage occurring duringH. pylori
gastritis: (i) the DNA mismatch repair system, which
repairs DNA replication-associated sequence errors, and
(ii) several other proteins that primarily repair DNA
lesions induced by oxidative and nitrosative stress,
including MGMT and OGG1 glycosylase. The DNA mis-
match repair system functions through the action of
MutS proteins (MSH2, MSH3, and MSH6) and MutL
proteins (MLH1, PMS1, PMS2, and MLH3) [79–81].
DNA mismatch repair deficiency leads to frameshift
mutagenesis, which can generate mutations in the
coding region of genes, as well as in repetitive regions
known as short tandem repeats or microsatellite
regions. The mutations in microsatellite regions result
in microsatellite instability (MSI), which can be used
as surrogate markers of DNA mismatch repair defi-
ciency [82]. High levels of microsatellite instability
(MSI-H), defined as instability in greater than 30% of
themicrosatellite markers in a panel of 5 microsatellite
loci, correlate well with loss of DNA mismatch repair
function, and can be detected in tumor tissues with
generalized loss of expression of one of the main
DNA mismatch repair proteins (most commonly
MLH1 or MSH2) [82]. Several studies have reported
a role of relative DNA mismatch repair deficiency in
the mutation accumulation during H. pylori infection
[62,83–85]. In experimental conditions, when gastric
epithelial cells are co-cultured with H. pylori organ-
isms, the levels of DNA mismatch repair proteins,
including MSH2 and MLH1, are greatly reduced, and
both point mutations and frameshift/microsatellite
type mutations accumulate in the H. pylori exposed
cells [62,83]. In vivo microsatellite instability was
reported in 13% cases of chronic gastritis, 20%
of intestinal metaplasias, 25% of dysplasias, and 38%
of gastric cancers, indicating a stepwise accumulation
of MSI during gastric carcinogenesis [86]. Microsatellite
instability has been detected in intestinal metaplasia
from patients with gastric cancer in several studies,
indicating that MSI can occur in preneoplastic gastric
mucosa [84,87–91]. Several studies reported that
patients with MSI-positive tumors showed a significantly
higher frequency of active H. pylori infection, which
supports the notion that H. pylori infection can underlie
DNA mismatch repair deficiency and MSI in the various
steps of gastric carcinogenesis [84,92,93].

Deficient function of other genes involved in the
repair of oxidative stress-induced mutations may also

contribute tomutagenesis duringH. pylori gastritis. Repair
of 8-OHdG is accomplished by DNA repair proteins
including a polymorphic glycosylase (OGG1). This pro-
tein may be less efficient in carriers of a gene polymor-
phism that was reported frequently in patients with
intestinal metaplasia and gastric cancer [67]. O6-methyl-
guanine-DNA methyltransferase (MGMT) function
includes the repair of O6-alkylG DNA adducts. In the
absence of functional MGMT, these adducts mispair with
T during DNA replication, resulting in G-to-A mutations.
MGMT-promotermethylation has been reported in a sub-
set of cases ofH. pylori gastritis and in various stages of gas-
tric carcinogenesis, suggesting apossible role for thisDNA
repair protein in gastric carcinogenesis [94].

Gene expression analysis with microarrays has
revealed expression signatures associated with H. pylori
gastritis and gene expression induced by the effect of
H. pylori organisms in gastric epithelial cells, confirming
the increased expression of some genes by epithelial
cells in response to H. pylori (such as IL-8) and expand-
ing the knowledge of signaling pathways involved in
H. pylori pathogenesis [95–97].

Mutational, Epigenetic, Gene Expression
and MicroRNA Patterns of Gastric Intestinal
Metaplasia, Dysplasia/Adenoma, and Cancer

Intestinal metaplasia, dysplasia, and carcinoma repre-
sent cell populations with a clonal origin that manifest
epigenetic and genetic alterations incurred by the
non-neoplastic epithelium, as well as additional events
that occur during neoplastic progression. Figure 19.2
represents the main molecular events that characterize
gastric carcinogenesis.

Mutational events during gastric neoplastic develop-
ment and progression include MSI-type mutations,
chromosomal instability manifesting as loss of heterozy-
gosity (LOH), and point mutations of cancer-related
genes. High-level ofMSI is associated with loss of expres-
sion and promoter hypermethylation of MLH1 in gas-
tric adenomas and cancer [98–101]. MSI was reported
in 17%–35% of gastric adenomas [85,102,103], and
in 17%–59% of gastric carcinomas [84,85,102–107].
Gastric tumors with MSI-H may also harbor frameshift
mutations in the coding regions of cancer-related
genes, such as BAX, IGFRII, TGFbRII, MSH3, and
MSH6 [89,108–111]. In MSI-H adenomas, frameshift
mutations of TGFbRII were detected in 38%–88% of
the cases, BAX in 13%, MSH3 in 13%, and E2F-4
in 50% of the cases [112,113].

Point mutations and LOH at multiple gene loci have
been detected in intestinal metaplasia, adenomas, and
gastric carcinomas [91]. Mutations of p53 and APC genes
have been reported in intestinal metaplasia and gastric
dysplasia [78,114–117]. p53 mutations at exons 5 to
8 resulting inG:C toA:T transitions are detected in gastric
carcinogenesis [78,116]. APC mutations, including stop-
codon and frameshift mutations, were reported in 46%
of gastric adenomas and 5q allelic loss in 33% of informa-
tive cases of gastric adenoma [103] and in 45%of carcino-
mas [118]. K-rasmutations at codon 12 were reported in
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14% of biopsies with atrophic gastritis and in less than
10% of adenomas, dysplasia, and carcinomas [104,119].

Gene regulation through epigenetic modification
occurs at multiple steps of gastric carcinogenesis. Varia-
tions of CpGmethylation during the steps of disease pro-
gression from H. pylori gastritis, intestinal metaplasia,
and gastric cancer have been observed for some genes,
but not for others (reviewed in [14]). Genes that play a
role in cell cycle progression, DNA repair, cell adhesion,
and a number of tumor suppressor genes may be regu-
lated by epigenetic mechanisms through promoter
methylation. In gastric carcinogenesis CpG island meth-
ylation occurs in genes such as MLH1, p14, p15, p16, E-
cadherin, RUNX3, thrombospondin-1 (THBS1), tissue
inhibitor of metalloproteinase 3 (TIMP-3), COX-2, and
MGMT [68,120–124]. As pointed out in the previous sec-
tion, Kang et al. examined the methylation status of 11
genes, demonstrating the association of methylation
and chronic inflammation in the gastric mucosa [125].
A number of genes were re-expressed in gastric cancer
cell lines after treatment with the demethylating agent
5-aza-20-deoxycytidine, identifying putative candidate
genes involved in gastric carcinogens through epigenetic
silencing [126]. Seventeen new DNA methylation mar-
kers of gastric cancer, which may serve as useful
markers that may identify a distinct subset of gastric can-
cer, were recently reported [69].

Genome-wide gene expression analysis with microar-
rays has yielded a huge amount of information on gene
expression of the lesions associated with gastric carcino-
genesis, with identification of specific profiles that char-
acterize gastritis, intestinal metaplasia, intestinal versus
diffuse type gastric adenocarcinoma, and different gas-
tric cancer prognostic groups [127–133]. In several stud-
ies, microarrays were used to characterize the gene
expression levels in gastric cancer, chronic gastritis,
and intestinal metaplasia, and identified unique expres-
sion patterns defining preneoplastic lesions and tumor
subtypes [96,134,135]. Jinawath et al. reported a signa-
ture of diffuse-type cancers which exhibited altered

expression of genes related to cell-matrix interaction
and extracellular-matrix components, whereas intesti-
nal-type cancers had a pattern of enhancement of cell
growth [135]. Meireles et al. reported several combina-
tions of genes that could discriminate between normal
and tumor samples, and intestinal metaplasia cases were
characterized by a gene expression signature resembling
that of adenocarcinoma, supporting the notion that
intestinal metaplasia tissue might progress to cancer
[96,97]. The lack of reproducibility of studies using
microarrays for gene expression has limited the impact
of this technology to cancer applications. Further, many
of the observed expression signatures await additional
studies to confirm their significance in carcinogenesis,
and will require integration of expression data using
powerful computational methods.

MicroRNAs (miRNAs) are small noncoding RNAs
that have been shown to regulate gene expression
and may be aberrantly expressed in cancer. There are
only a few studies addressing miRNA alterations in
gastric carcinogenesis. Available data indicates that
most gastric cancers showed overexpression of miR-21
[136], while miR-218–2 was consistently downregulated
[137]. The functional implications of these findings
remain unclear and await further studies.

Familial Gastric Cancer

Genetic and Molecular Basis of Familial
and Hereditary Gastric Cancer

Familial gastric cancermay be inherited as an autosomal
dominant disease, occurring as the main tumor in
hereditary diffuse gastric cancer (HDGC) [138,139] or
as one of the types of tumors in a number of cancer pre-
disposing syndromes [140], but it may also occur as fam-
ily clustering of gastric cancer for which the etiology is
likely multifactorial [8,9,141]. Familial gastric cancer
represents less than 10% of all stomach cancers [142].
HDGC associated with germline mutations in the
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Figure 19.2 Stepwise Progression of Molecular Events During Gastric Carcinogenesis.
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E-cadherin gene account for 30% to 40% of known cases
of hereditary diffuse gastric cancer [139,143–146]. In up
to 70% of the cases of familial gastric cancer, the under-
lying genetic defect is unknown [147]. Gastric carcino-
mas represent one of the types of tumors occurring in
the following hereditary cancer syndromes: (i) Germ-
line mutations in the E-cadherin gene (CDH1) underlie
some but not all HDGC families of note, but germ-line
mutation in the E-cadherin gene does not occur in hered-
itary intestinal type gastric cancer families [147]; (ii) Li-
Fraumeni syndrome, associated with germline p53
mutations [148]; (iii) Hereditary nonpolyposis colon
cancer (HNPCC) [148], with most HNPCC-associated
gastric cancers representing the intestinal type
[149,150]; (iv) Gastric cancer may also occur in Peutz-
Jeghers syndrome (PJS) [151,152], where hamartoma-
tous polyps in the stomach occur in approximately
24% of patients, but the overall risk of gastric cancer is
small [151,152]; (v) Patients with familial adenomatous
polyposis (FAP) frequently develop fundic gland polyps
in the stomach, and may develop gastric adenomatous
polyps in about 10% of individuals with FAP, but the risk
of gastric cancer is small [153].

Hereditary Diffuse Gastric Cancer: Genetic Basis

The CDH1 gene, which encodes the protein E-cadherin,
is the only gene known to be associated with HDGC
[139,143–146]. Mutations in other genes may account
for susceptibility to HDGC, but the evidence is limited
[154]. Gastric cancer occurs in 5.7% of families with
the BRCA2 6174delT mutation [155], but the type of
gastric cancer in these families was not characterized.

The human CDH1 gene consists of 16 exons that
span 100 kb [156]. An excess of 30 germline patho-
logic mutations has been reported in families with
HDGC [143,157]. The identified mutations are scat-
tered throughout the gene and are truncating muta-
tions, caused by frameshift mutations, exon/intron
splice site mutations, point mutations, and missense
mutations [138,139,143,148,157].

Hereditary Diffuse Gastric Cancer: Molecular
Mechanisms, Clinical and Pathologic Features

Natural History and Pathologic Features The average
age of diagnosis of HDGC is 38 years, ranging from
14–69 years, with most cases occurring before the age
of 40 years [144,158]. The lifetime risk of gastric can-
cer, by age 80 years is 67% for men and 83% for
women. In addition to gastric cancer, women also have
a 39% risk for lobular breast cancer [144,158].

Histologically the adenocarcinomas in patients with
HDGC are characteristically poorly differentiated carci-
nomas with signet ring morphology (signet ring cell car-
cinomas) [138,142,159]. Tumor foci are initially
confined mostly in the superficial zone of the gastric
mucosa and appear to arise in the lower proliferative
zone of the gastric foveolae. Tumor foci may be multifo-
cal. In situ signet ring cell carcinoma, characterized by dis-
orderly oriented signet ring cells within glands or
foveolar epithelium, may be observed (Figure 19.1).

Grossly, the tumors extend through the gastric layers
and gastric wall with the development of so-called linitis
plastica. These tumors do not arise in a background of
intestinalmetaplasia and gastric atrophy or dysplastic pre-
neoplastic lesions and are not involved in the progression
to cancer. E-cadherin and b-catenin immunohistochem-
istry shows reduced to absent expression in both the in
situ and invasive areas of the tumor [142].

Molecular Mechanisms and Pathologic Correlates In
hereditary diffuse gastric cancer with known germ
line mutations, E-cadherin loss of function caused
by pathologic mutations underlie the development
of cancer. However, up to 70% of cases of familial gas-
tric cancer of diffuse type do not have a well-defined
genetic defect. In HGDC cases, loss of E-cadherin
expression is also associated with a transcriptional
downregulation of the wild-type CDH1 allele by pro-
moter hypermethylation [160].

E-cadherin is a member of the cadherin family of
transmembrane glycoproteins, characterized by five
extracellular domains and a cytoplasmic domain [161].
E-cadherin has been shown to be essential for establish-
ing and maintaining the polarized differentiated organi-
zation of epithelia. It plays important roles in signal
transduction, gene expression, differentiation, and cell
motility. The activity of E-cadherin in cell adhesion is
dependent upon its association with the actin cytoskele-
ton through the interaction with the catenin (a-catenin,
b-catenin, and g-catenin) family of proteins [162,163].
Loss of E-cadherin expression is seen in most diffuse
gastric cancers, including sporadic-type gastric carci-
nomas of diffuse type, and in lobular breast cancer
[164,165]. The E-cadherin/catenin complex is impor-
tant to suppress invasion andmetastasis and cell prolifer-
ation [166]. Somatic mutation of E-cadherin is
associated with increased activation of epidermal growth
factor receptor (EGFR) followed by enhanced recruit-
ment of the downstream signal transduction, and activa-
tion of Ras [167]. The activation of EGFR by E-cadherin
mutants in the extracellular domain explains the
enhanced motility of cancer cells in the presence of an
extracellular mutation of E-cadherin [167].

Hereditary Diffuse Gastric Cancer: Genetic Testing
and Clinical Management Criteria for consideration
of CDH1 molecular genetic testing in individuals with
diffuse gastric cancer have been recommended
[140,147,157]. These criteria are applicable to North
America, Northern Europe, and other regions of low
gastric cancer incidence, but they may be too broad
in regions of high gastric cancer incidence. The cri-
teria are as follows: (i) two or more cases of gastric can-
cer in a family, with at least one diffuse gastric cancer
diagnosed before 50 years of age; (ii) three or more
cases of gastric cancer in a family, diagnosed at any
age, with at least one documented case of diffuse gas-
tric cancer; (iii) an individual diagnosed with diffuse
gastric cancer before 45 years of age; (iv) an individual
diagnosed with both diffuse gastric cancer and lobular
breast cancer (but no other criteria met); (v) one fam-
ily member diagnosed with diffuse gastric cancer and
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another with lobular breast cancer (but no other
criteria met); (vi) one family member diagnosed with
diffuse gastric cancer and another with signet ring
colon cancer (but no other criteria met).

Sequence analysis of the CDH1 gene is the current
test recommended for confirmation of the diagnosis.
The clinical management of individuals who have an
identified CDH1 cancer-associated mutation varies
from intense surveillance for early detection of gastric
cancer or prophylactic gastrectomy.

COLORECTAL CANCER

Colorectal cancer is one of the most frequent types of
cancer. Worldwide colorectal cancer ranks fourth in
frequency in men and third in women, with approxi-
mately one million cases annually [2]. Men and
women are similarly affected [2]. In the United States
there are approximately 150,000 new cases of colorec-
tal cancer per year [168,169]. Most colorectal cancers
do not develop in association with a hereditary cancer
syndrome and are known as sporadic colon cancer.
Several hereditary colon cancer syndromes have been
characterized (Table 19.1). The most frequent is
Lynch syndrome or HNPCC, representing 3%–4% of
colorectal cancers [170]. Familial adenomatous poly-
posis (FAP) represents about 1%, and the remaining

cancer syndromes (Table 19.1) are responsible for less
than 1% of colorectal cancers [171].

Sporadic Colon Cancer

Colon cancers generally arise from precursor lesions of
the colonic epithelium described histologically as dyspla-
sia or adenoma, with progression to high-grade dysplasia
(previously referred to as carcinoma in situ) and invasive
adenocarcinomas (Figure 19.3). Adenomas are classified
into tubular, tubulovillous, or villous adenomas. The epi-
thelium that constitutes colonic adenomas displays cyto-
logic features of dysplasia. In the initial steps, adenomas
consist of epithelium with low-grade dysplasia, which
may progress to high-grade dysplasia and invasive adeno-
carcinomas (Figure 19.3). Recently, another type of neo-
plastic lesions described as serrated adenomas has been
described in the colon [172–174] (Figure 19.4).

The molecular pathways of colon cancer develop-
ment include a stepwise acquisition of mutations, epige-
netic changes, and alterations of gene expression,
resulting in uncontrolled cell division and manifesta-
tion of invasive neoplastic behavior. The molecular
changes underlying colonic neoplasia correlate rela-
tively well with histopathological variants. However,
more than one pathway can lead to the development
of adenocarcinomas with similar morphology. The

Table 19.1 Gastrointestinal Hereditary Cancer Syndromes and Other Polyposis Syndromes [309,317]

Syndrome Inheritance Key Clinical Features Gene
Gene Product
Function

Familial Adenomatous
Polyposis and Variants:

Autosomal
dominant

>100 colonic adenomas, near
100% lifetime risk for colorectal
carcinoma

APC Growth inhibitory:
b-catenin sequestration;
targeting of b-catenin
for destruction.- Gardner FAP plus CHRPE, osteomas,

desmoid tumors
- Turcot* FAP plus medulloblastoma,

glioblastomal
- Attenuated FAP >15 but <100 colonic

adenomas
MYH-associated polyposis Autosomal

recessive
FAP-like presentation; no APC
mutation identifiable

MYH DNA damage repair

Hereditary nonpolyposis
colorectal cancer
(HNPCC; Lynch
syndrome) and variants:

Autosomal
dominant

70%–85% lifetime risk for
colorectal carcinoma;
predisposition for extracolonic
malignancy including
endometrial

MSH2
MLH1
MSH6
PMS2
MLH3

DNA mismatch repair

- Muir-Torre HNPCC plus sebaceous
tumors and extracolonic
malignancies

Peutz-Jeghers Autosomal
dominant

Hamartomatous gastrointestinal
polyps; predisposition for
multiple extracolonic
malignancies

STK11 Serine/threonine kinase

Cowden and **BRR
syndrome

Autosomal
dominant

Hamartomatous gastrointestinal
polyps

PTEN Protein phosphatase

Juvenile Polyposis Autosomal
dominant

Hamartomatous gastrointestinal
polyposis; increased risk for
colorectal carcinoma

SMAD4
BMPR1A
ENG

TGF beta signaling

CHRPE: Congenital Hypertrophy of the Retinal Pigment Epithelium.
*Two-thirds of Turcot syndrome occur in patients with APC gene mutation and one third in DNA mismatch repair gene mutation.
** BRR: Bannayan-Ruvalcaba-Riley syndrome
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Sporadic CRC Pathway IBD CRC Pathway

Normal Colon Chronic colitis

Low-grade
dysplasia

Adenoma

Adenocarcinoma Adenocarcinoma

Figure 19.3 Stepwise Progression of Colorectal Neoplasia: Progression of Neoplasia in Sporadic Colorectal Cancer
and in Inflammatory Bowel Disease-Associated Colitis. In the sporadic colorectal cancer pathway, adenomas
characterized in the early stages by low-grade epithelial dysplasia precede the development of high-grade dysplasia, which
may then progress to invasive adenocarcinoma. In IBD-associated neoplasia, the background colonic mucosa reveals
variable degrees of chronic colitis, and eventually foci of low-grade dysplasia develop, which in turn may progress to high-
grade dysplasia and invasive adenocarcinoma. The morphologic features of the neoplastic lesions significantly overlap
between sporadic colorectal cancer and IBD-associated neoplasia, but the inflammatory environment that characterizes
chronic colitis dictates a number of different molecular mechanisms of neoplastic development and progression.
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Figure 19.4 Colorectal Cancer Pathways: Histopathology and Molecular Correlates. Panels A and B: The Serrated
Pathway. Adenocarcinomas that develop through the serrated pathway arise from serrated polyps that include traditional
serrated adenomas; (A) and sessile serrated adenomas (B), (H&E stain, original magnification 5� and 10�, for panels
A and B, respectively). Traditional serrated adenomas show both serrated architecture and dysplasia similar to that seen in
adenomatous mucosa, whereas sessile serrated adenomas reveal architectural abnormalities but no evidence of classic
dysplasia. Panels C and D: The Microsatellite Instability Pathway. Poorly differentiated colonic adenocarcinoma with
prominent intratumoral lymphocytes, best seen in the inset (C), (H&E stain, original magnification 10�). By
immunohistochemistry, the tumor cells are negative for MSH2, while the surrounding lymphocytes and stromal cells show
preserved expression of MSH2 protein in the non-neoplastic cell nuclei (D), (Immunohistochemistry, original magnification
10�). (E) The presence of microsatellite instability in the tumor DNA is demonstrated by microsatellite instability at the
microsatellite markers BAT25 and BAT26 characterized by the appearance of new PCR amplification peaks of smaller size
(tailed arrows) as compared to non-neoplastic DNA from the same patient (arrow tip).
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main molecular pathways of colorectal cancer develop-
ment characterized to date include (i) the chromo-
somal instability pathway (CIN) [175–177], (ii) the
microsatellite instability pathway (MSI) [177–179], and
(iii) the CpG island methylator pathway (CIMP)
[180,181] (Figure 19.5).

Most colon cancers progress through aCINpathway in
which large genomic alterations include aneusomy,
gains, and losses of chromosomal regions. The tumors
that primarily develop through the CIN or tumor
suppressor pathway develop frequent cytogenetic
abnormalities and allelic losses [182,183] (Figure 19.5).
The molecular mechanisms underlying CIN are poorly
understood. CIN appears to result from deregulation of
the DNA replication checkpoints and mitotic-spindle
checkpoints. Mutation of the mitotic checkpoint regula-
tors BUB1 and BUBR1, and amplification of STK15 are
seen in a subset of CIN-colon cancers (reviewed in
[184]). In colorectal cancers that follow the CIN or
tumor suppressor pathway, the dominant genomic
abnormality is inactivation of tumor-suppressor genes,
such as APC [185] (chromosome 5q), p53 (chromosome
17p), DCC (deleted in colon cancer), SMAD2, and
SMAD4 (chromosome 18q) [186,187]. APC gene muta-
tions occur early in colonic neoplasia. APC mutations
are detected in aberrant crypt foci (ACF), the lesion that
precedes the development of adenomas, and have been
detected in 50% of sporadic adenomas and 80% of spo-
radic colon cancers [188–190] (Figure 19.5). DCC gene
loss occurs late in neoplastic progression, with frequent
deletion in carcinomas (73%) and in high-grade adeno-
mas (47%) [191,192]. The tumor suppressor gene p53
is also involved in the later steps of colon carcinogenesis.
The p53 protein has DNA binding activity, contains a
transcription activation domain, and regulates target
genes that mediate cell cycle arrest, apoptosis, and
DNA repair. In the sporadic colonic carcinogenesis
pathway, p53 gene mutations occur in adenomas with
high grade dysplasia (50%) and carcinomas (75%)
[193] (Figure 19.5). The most common mutations are
missense point mutations of one allele followed by

deletion of the second allele, resulting in LOH of the
p53 gene locus on chromosome 17p [191,194,195].

The activation of oncogenes contributes to both the
development and the progression of neoplasia. The ras
family of oncogenes is frequently activated in cancer. Acti-
vation of ras leads to activation of several signaling path-
ways including the Raf/MAPK, PI3K/Akt, and Mekk/
JNK pathways. Ras mutations in tumors characteristically
arepointmutations at codons 12, 13, and61ofK-ras, which
result in a constitutively activated protein [196]. K-ras
mutations have been observed in the first stages of colonic
neoplasia in aberrant crypt foci [197]. Sporadic, FAP-asso-
ciated, and CpG island methylator colorectal neoplasms
have the highest rates of activating K-ras mutations
(50%–80%), while K-ras mutations are rare in both spo-
radic MSI-H and HNPCC-associated cancers [198–201].
In sporadic colorectal carcinogenesis, K-ras mutation
mainly occurs during the formation of ACF [197,202]
(Figure 19.5). Of note, in FAP, somatic mutation of APC
predominantly occurs during ACF formation, followed
by K-rasmutation [197]. Inactivation ofAPC results in acti-
vation of Wnt/beta-catenin signaling, which in turn can
induce chromosomal instability in colon cancer [203].

The MSI pathway is seen in approximately 15% of
sporadic colorectal cancers [204–206]. The MSI path-
way was first characterized in HNPCC or Lynch syn-
drome [207–210]. Tumors arising through the MSI
pathway are characterized by an underlying deficiency
of DNA mismatch repair proteins. The main DNA mis-
match repair proteins are MLH1, MSH2, MSH6, and
PMS2. Loss of function of one of the main DNA mis-
match repair proteins results in high levels of muta-
genesis, a molecular phenotype described as MSI
[211,212]. Through the use of a recommended panel
of five microsatellite loci, tumors can be classified by
their levels of microsatellite instability. Tumors with
high-level MSI (MSI-H) reveal loss of expression of
main DNA mismatch repair proteins in tumor cells.
In sporadic carcinomas MSI is usually caused by loss
of expression of MLH1, secondary to MLH1 promoter
hypermethylation, while in HNPCC the underlying
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Figure 19.5 Molecular Events in the Stepwise Lesions of Sporadic Colorectal Carcinogenesis.
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defect is caused by inherited mutations of one of the
DNA mismatch repair genes [204–206,213,214]. The
deficiency of DNA mismatch repair may facilitate the
accumulation of secondary mutations in cancer-related
genes. In both sporadic and familial MSI-H colon
cancers, mutational inactivation of the TGFbRII gene
by MSI occurs in 80% of tested cancers and is fre-
quently a late event, occurring at the transition from
adenoma to cancer [215]. Studies comparing HNPCC
cancers and sporadic MSI colon cancers show that
HNPCC tumors are more frequently characterized by
aberrant nuclear beta-catenin. Aberrant p53 expres-
sion, 5q loss of heterozygosity, and K-ras mutation is
infrequent in both MSI-cancer groups [201]. Despite
sharing a similar underlying pathway (DNA mismatch
repair deficiency), there are differences between spo-
radic CRC with MSI and HNPCC-associated tumors.
Sporadic MSI-H cancers are more frequently poorly
differentiated, mucinous, and proximally located than
HNPCC tumors [201,216,217]. In sporadic MSI-H can-
cers, contiguous adenomas are frequently serrated
lesions, while traditional adenomas are usually seen
in HNPCC. Lymphocytic infiltration is common in
both types of tumors [201,218–220] (Figure 19.4).

The CpG island methylator phenotype (CIMP)
pathway is characterized by widespread CpG methyl-
ation in neoplasms [221,222]. Epigenetic regulation
is important in cancer development and progression.
The presence of extensive CpG methylation in the
CIMP pathway may result in inactivation of impor-
tant genes involved in tumorigenesis. For example,
the DNA repair protein MGMT may be inactivated
by promoter hypermethylation in sporadic colorectal
cancer (39%–42%) [223], and hypermethylation can
be detected in 49% of adenomas [224]. The promoter
hypermethylation of MLH1 as indicated previously
triggers the MSI pathway accelerating neoplastic
progression.

Recent studies indicate that the CpG island methyla-
tor phenotype underlies microsatellite instability in most
cases of sporadic colorectal cancers associated with
MLH1 hypermethylation, and is tightly associated with
BRAFmutation in sporadic colorectal cancer [225].How-
ever, only about one-third of CIMP-positive tumors are
MSI-H. Thus, CIMP appears to be independent ofmicro-
satellite status [225]. Several studies have confirmed that
CIMP-positive tumors are associated with BRAF muta-
tions, wild-type TP53, inactive WNT/b-catenin, and
low-level of genomic instability of the CIN-type
[180,181,221,222,226–228].

CIMPphenotype is frequent in lesions of the serrated
pathway [229]. BRAFmutations are also associated with
serrated colorectal lesions, while K-ras mutations are
associated with hyperplastic polyps and adenomas with
tubulovillous morphology [229,230]. Sessile serrated
adenomas characteristically have frequent BRAF muta-
tion (78%), but have rare K-ras mutations (11%)
[230]. In contrast, hyperplastic polyps and tubulovillous
adenomas show frequent K-rasmutation (70%and 55%,
respectively), whereas BRAF mutation is rare in these
lesions (20% and 0%, respectively) [229,230]. MLH1
promoter methylation is frequent in serrated polyps

from patients with cancers showing MSI but not in the
lesions from patients with MSS cancers, suggesting that
serrated adenomas may give rise to sporadic colorectal
carcinomas with MSI [231].

Molecular Mechanisms Of Neoplastic
Progression In Inflammatory Bowel Disease

Natural History of Neoplasia in Inflammatory
Bowel Disease

Inflammatory bowel diseases (IBD) include both ulcera-
tive colitis and Crohn’s disease. Most studies of neoplasia
in IBD have been conducted in patients with ulcerative
colitis (UC). Patients with inflammatory bowel disease
have an increased risk of dysplasia and colorectal cancer,
associated with longstanding chronic colitis. Colorectal
adenocarcinomas in IBD develop from foci of low-grade
dysplasia, which may progress to high-grade dysplasia
and ultimately invasive carcinoma (Figure 19.3). The risk
of colon cancer for patients with IBD was reported to
increase by 0.5%–1.0% every year after 8–10 years of
diagnosis [232]. CRC in IBD has an incidence 20-fold
higher and is detected on average on patients 20 years
younger than colorectal cancer in the non-IBD popula-
tion [233,234].

Molecular Mechanisms of CRC Development and
Progression in IBD-Associated Colitis

In inflammatory bowel disease associated colitis, there
is a continued inflammatory environment of the
mucosa (Figure 19.3) with damage of the colonic epi-
thelium associated with increased cell proliferation
and deregulation of apoptosis. Driving factors in
the inflammation-associated cancer pathway include
the increased oxidative damage with associated muta-
genesis caused by the heightened inflammatory infil-
tration of the mucosa, resulting in a stepwise
progression of neoplastic lesions. The molecular
players of IBD-associated carcinogenesis are similar
to those seen in sporadic colorectal carcinogenesis,
but the timing of occurrence of molecular events is dif-
ferent (Figure 19.6).

During chronic colitis, there is activation of NF-kB in
the epithelium [235]. NF-kB activates the expression
of COX2; several proinflammatory cytokines including
IL-1, TNFa, IL-12p40, and IL-23p19; antiapoptotic
factor inhibitor of apoptosis protein (IAP); and B-cell
leukemia/lymphoma (Bcl-xL) [236] (Figure 19.5).
Prostaglandins and cytokines such as IL-6 are released
in the inflammatory milieu and activate intracellular
serine-threonine kinase Akt signaling [237,238], with
inhibition of proapoptotic factors p53, BAD, and
FoxO1, and increased cell survival [239,240].

In colitis-associated cancers, genetic instability
includes CIN and MSI, similar to sporadic colon can-
cers, occurring in 85% and 15% of the cases, respec-
tively [241,242]. In UC-associated colon cancers, APC
mutations or LOH of the APC locus are seen in 14%
to 33% of cancers [243–246]. APC mutations occur
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late in UC-neoplasia, in the transition from high-
grade dysplasia to carcinoma [241]. This is in con-
trast with sporadic colon carcinogenesis, where the
APC gene is mutated in the majority (80%) of tumors
and occurs early in the neoplastic process [215]. This
significant difference in the timing of genetic events
in IBD-associated versus sporadic colon carcinogene-
sis is likely due to the inflammatory environment in
IBD. Since other molecular mechanisms, such as the
activation of NF-kB in colonic epithelial cells by
inflammatory-cell released cytokines, promote cell
proliferation and inhibit apoptosis, APC inactivation
may not be necessary to drive the early steps of coli-
tis-associated carcinogenesis [235].

The tumor suppressor gene p53 is mutated at a high
rate in both sporadic and UC colon cancers, but in
contrast to sporadic cancers, in UC p53 mutations
occur earlier in the colitis-associated carcinogenesis
pathway [247–250]. Mutations in p53 were detected
in 19% of biopsies without dysplasia, with the fre-
quency increasing with higher grades of dysplasia
[251]. This is in contrast with sporadic CRC in which
p53 mutations and LOH are associated with the pro-
gression from high-grade adenoma to cancer [215].
Early loss of function of p53 in UC-associated carcino-
genesis contributes to the rapid progression to colon
cancer observed in these patients. Epithelial cells with
deficient p53 function have a survival advantage. In
the normal mucosa, where there is limited DNA dam-
age, p53 induces p21 gene expression and delays cell
cycle progression in S-phase to allow for repair of the
damaged DNA. If DNA damage is more extensive,
p53 can induce apoptosis, preventing DNA replication
and persistence of significant mutations in daughter
cells [252]. In the inflamed mucosa, early mutation
of p53 is associated with inflammation related oxida-
tive damage. The reduced DNA repair, also caused by
the inflammatory environment, together with the
increased mutation burden and the reduced ability to

remove cells with significant mutations, results in
clonal selection, expansion of neoplastic cells, and
tumor development.

In MSI-positive UC colon cancers, the cause of MSI-
H is loss of MLH1 protein expression associated with
MLH1 by promoter hypermethylation [253]. However,
MSI in the non-neoplastic mucosa is significantly more
frequent in the colitic mucosa as compared to the
background mucosa of sporadic colon cancers [235].
This may be explained by reduced expression and
function of DNA repair enzymes induced by oxidative
stress free-radicals [254,255]. These data point to a
role of deficient DNA mismatch repair without com-
plete loss of gene expression underlying mutagenesis
in the epithelium before overt neoplasia becomes his-
tologically apparent.

In contrast to sporadic colon cancers, inUC-associated
colon cancers with MSI, TGFbRII mutations are much
less common, observed in only 17% of these cancers
(Figure 19.6) [241], typically occurring early in the neo-
plastic process [256].

Another mechanism that contributes to neoplastic
development and progression in UC-associated colo-
rectal cancer is epigenetic gene regulation, in particu-
lar CpG island hypermethylation. Methyl binding
proteins recognize hypermethylated sites and recruit
histone deacetylases, leading to histone deacetylation,
chromatin condensation, and inactivation of genes.
Several genes have been reported to be hypermethy-
lated in dysplasia and/or cancer in UC, including
genes that have been reported as targets of CpG island
methylation in sporadic colorectal cancer [257], such
as the MLH1 promoter [253,258], and the p16INK4a
promoter regions [259]. Issa et al. reported an
increased methylation level in high-grade dysplasia
(HGD) of patients with UC versus controls without
UC, for estrogen receptor (ESR1), MYOD, p16 exon
1, and CSPG2, and hypermethylation of three of these
genes had similar methylation in the colitic mucosa of
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patients with HGD [260]. The p16 methylation levels
averaged 2% in the mucosa of controls, 3% in UC
patients who had mucosa without dysplasia, 8% in
the normal appearing epithelium of patients with
HGD/CA, and 9% in the dysplastic epithelium
(HGD/CA) [260]. Additionally, they found that meth-
ylation was present not just in the neoplastic mucosa
but also in the non-neoplastic-appearing epithelium
from UC patients with HGD/cancer, suggesting that
the increased levels of methylation are widespread in
the inflammation-afflicted colon and occur early
in the process of tumorigenesis, preceding the histo-
logical appearance of dysplasia [260].

Methylation of the hyperplastic polyposis gene 1
(HPP1) was observed in 50% of UC adenocarcinomas
and in 40% of dysplasias. In contrast, no non-neoplas-
tic UC mucosa showed HPP1 methylation [261]. Meth-
ylation of the CDH1 promoter was detected in 93% of
the patients with dysplastic biopsy samples, in contrast
to only 6% of the patients without dysplasia and by
immunohistochemistry areas of dysplasia displayed
reduced E-cadherin expression levels [262]. In IBD,
promoter hypermethylation of the gene for DNA
repair protein O6-methylguanine-DNA methyltransfer-
ase (MGMT) was detected in 16.7% adenocarcinomas
and in 3.7% of mucosal samples with mild inflamma-
tion [223]. Notably, MGMT is more frequently methy-
lated in sporadic adenomas and carcinomas than in
IBD [223,224]. Extensive methylation characteristic
of the CIMP phenotype was observed in 17% of the
UC-related cancers, while global DNA methylation
measured with a LINE-1 assay was seen in 58% of
UC-associated cancers [263].

Activation of the Raf/MEK/ERK (MAPK) kinase
pathway-either through ras or BRAF mutation was
detected in 27% of all UC-related cancers. Nondysplas-
tic UC mucosa of patients with UC-cancer did not show
BRAFmutations, indicating thatBRAFmutations are not
an initiating event in UC-related carcinogenesis, but are
associated with mismatch-repair deficiency through
MLH1 promoter hypermethylation in advanced lesions
[264]. Conversely, K-ras mutations may occur in dyspla-
sia, but also in villous regeneration and active colitis
[265]. K-ras mutations are inversely correlated with
BRAFmutations in UC cancers, in that all tested UC can-
cers with K-ras mutations had an intact BRAF gene and
the cancers with BRAF mutations had an intact K-ras
gene [264].

IBD-Associated Neoplasia: Diagnosis and Clinical
Management

The most significant predictor of the risk of malig-
nancy in IBD is the presence of dysplasia on colonic
biopsies. Colonoscopy with biopsies to rule out dyspla-
sia is currently used during follow-up of patients with
inflammatory bowel disease [266]. The current patho-
logical diagnosis of dysplasia relies on a classification
based on morphological criteria established in the
early 1980s, and includes the following categories: (i)
negative for dysplasia; (ii) indefinite/indeterminate

for dysplasia; and (iii) positive for low-grade dysplasia
(LGD), high-grade dysplasia (HGD), or invasive cancer
[267].

The identification of definitive dysplasia places a
patient with chronic IBD in a higher risk group requir-
ing frequent repeat colonoscopies or colonic resec-
tion. Through use of currently available histological
methods, it is often difficult to determine whether a
lesion represents dysplasia or a reactive process, and
a diagnosis indicating indefinite/indeterminate for
dysplasia is rendered, requiring additional colonos-
copy. The identification of molecular markers of dys-
plasia for a more accurate screening of dysplasia in
IBD patients remains a high priority [253].

Hereditary Nonpolyposis Colorectal Cancer

Hereditary Nonpolyposis Colorectal Cancer:
Genetic and Molecular Basis

HNPCC is an autosomal dominant cancer predis-
position syndrome, characterized by early onset of
CRC and tumors from other organs, including endo-
metrium, ovary, urothelium, stomach, brain, and
sebaceous glands [82,170,268,269]. HNPCC with
underlying DNA mismatch repair mutations and char-
acteristic MSI-positive tumors represent the HNPCC/
Lynch syndrome, while a group of patients with clini-
cal features of HNPCC but lacking DNA mismatch
repair gene mutations represent a separate group of
tumors [270]. HNPCC/Lynch syndrome is estimated
to represent 4%–6% of all colorectal cancer cases
[170]. At the molecular level, HNPCC/Lynch syn-
drome patients inherit germ-line mutations in one of
the DNA mismatch repair genes, leading to defects in
the corresponding DNA mismatch repair proteins
[82,268]. Mutations are found most commonly in the
MLH1 and MSH2 and less frequently in the MSH6
and PMS2 genes [216,271–276].

HNPCC/Lynch syndrome is subdivided into Lynch
syndrome I, characterized by colon cancer susceptibil-
ity, and Lynch syndrome II, which shows all the fea-
tures of Lynch syndrome I, but patients are also at
increased risk for carcinoma of the endometrium,
ovary, and other sites [170]. The spectrum of tumors
that occur in patients with HNPCC is referred to as
HNPCC cancers and includes carcinomas of the colon
and rectum, small bowel, stomach, biliary tract, pancreas,
endometrium, ovary, urinary bladder, ureter, and renal
pelvis [82,277]. Sebaceous gland adenomas and kerato-
acanthomas are part of the Muir-Torre syndrome, and
tumors of the brain, usually glioblastomas, are seen in
the Turcot syndrome [82,277] (Table 19.1).

The DNA MMR genes encode the MutS proteins
(MSH2, MSH3, and MSH6) and the MutL pro-
teins (MLH1, PMS1, PMS2, and MLH3) [79,81]. Func-
tional DNA MMR requires the formation of MutS and
MutL complexes between the different MMR proteins
[79,278–281]. The MSH2 protein interacts with either
MSH6, forming the MutS-alpha complex, or with
MSH3, forming the MutS-beta complex. MutS-alpha

Part IV Molecular Pathology of Human Disease

378



and MutS-beta complexes bind to post-DNA replica-
tion mismatched sequences. The MutS-alpha complex
is required to repair base-base mispairs and small
insertion or deletion mispairs, while the MutS-beta
complex is primarily involved in the correction of
insertion or deletion mispairs [282–284]. MutL hetero-
dimers bind MutS-alpha or MutS-beta [79]. MutL het-
erodimers include MutL-alpha (MLH1 and PMS2),
which appear to be responsible for most of the DNA
MMRs. The MutL-beta heterodimer (MLH1 and
PMS1) does not appear to be significantly involved in
DNA mismatch repair [285,286].

Known germline mutations of DNA MMR genes in
HNPCC affect the coding region of MLH1 (approxi-
mately 40%), MSH2 (approximately 40%), MSH6
(approximately 10%), and PMS2 (approximately 5%)
[101,210,211,287,288].

Hereditary Nonpolyposis Colorectal Cancer:
Natural History, Clinical and Pathologic
Features, and Molecular Mechanisms

The average age of presentation of colorectal cancer in
HNPCC patients is 45 years of age. Tumors are often
multiple or associated with other synchronous or meta-
chronous neoplasms of the HNPCC-cancer spectrum
[82,170,277,289]. In addition to colorectal cancers,
patients may present with tumors of the Muir-Torre
syndrome or with the Turcot syndrome [82,277].

In HNPCC/Lynch syndrome patients, the lifetime
risk of colorectal cancer is up to 80%, and it is up to
60% for endometrial carcinoma [82]. Colorectal can-
cers are located in the proximal colon in two-thirds
of cases [201,289], and have detectable microsatellite
instability (MSI) in more than 90% of the cases [289].

A few histopathologic features are characteristi-
cally associated with MSI-H colorectal adenocarcino-
mas that may suggest the possibility of HNPCC
(Figure 19.4). These features are not specific to
HNPCC cancers, in that they are also seen frequently
in sporadic MSI-H tumors and in some tumors that
are MSS. Three major histopathologic groups of MSI-
H cancers can be recognized: (i) poorly differentiated
adenocarcinomas, also described as medullary type
cancers; (ii) mucinous adenocarcinomas and carcino-
mas with signet ring cell features; and (iii) well to mod-
erately differentiated adenocarcinomas. The presence
of prominent intratumoral-infiltrating lymphocytes
(TILs) is the most predictive finding of MSI-H status
(Figure 19.4). TILs may be particularly numerous
in poorly differentiated cancers, but also occur in
the other morphologic types of HNPCC associated
cancers. The intratumoral-infiltrating lymphocytes
are CD3-positive T-cells and most are CD8-positive
cytotoxic T-lymphocytes. Peritumoral lymphocytic
inflammation and lymphoid aggregates forming
a Crohn’s-like reaction are also frequent in MSI-H
carcinomas [201,216–220,290].

Patients with HNPCC develop adenomas more fre-
quently and at an earlier age than noncarriers of
DNA mismatch repair gene mutations [291]. In

HNPCC, patients develop one or few colonic adeno-
mas of traditional type (tubular adenomas and tubulo-
villous adenomas) [201,218–220]. The progression
from adenoma to invasive carcinoma occurs rapidly,
in many patients being less than 3 years, contrasting
to a mean of 15 years in patients without HNPCC
[291,292]. Detection of colonic adenomas in HNPCC
mutation carriers occurs at a mean age of 42–43 years
(range 24–62 years) [291,293,294]. Compared to spo-
radic adenomas, HNPCC adenomas are more fre-
quently proximal in the colon, and more frequently
show high-grade dysplasia [291,295]. In HNPCC a sig-
nificant association was found between MSI-H and
high-grade dysplasia in adenomas, with associated loss
of either MLH1 or MSH2 [296]. Based on these find-
ings it was recommended that immunohistochemical
staining/MSI testing of large adenomas with high-
grade dysplasia in young patients (younger than 50
years) may be performed to help identify patients with
suspected HNPCC [291,296].

The molecular mechanisms that underlie the neo-
plastic development and progression in HNPCC are
those of the MSI pathway [207–210]. The deficient or
absent DNA mismatch repair protein(s) in HNPCC/
Lynch syndrome is dictated by the gene that carries a
germline mutation. A second genetic hit is then
responsible for loss of the second allele. Epigenetic
silencing through CpG methylation of MLH1, which
is the underlying mechanism of MSI in sporadic colon
cancer, is rare in HNPCC tumors [297]. In addition,
the patients with unambiguous germline mutation in
DNA mismatch repair genes do not appear to carry
BRAF-activating mutations in their tumors [298]. As
in sporadic MSI carcinomas, loss of DNA mismatch
repair may lead to accumulation of mutations in cancer-
related genes, such as the TGFbRII gene [215].
HNPCC tumors show frequent aberrant nuclear beta-
catenin, but aberrant p53 expression, 5q loss of hetero-
zygosity and K-ras mutation is uncommon, similar to
sporadic MSI-cancers [201].

Hereditary Nonpolyposis Colorectal Cancer:
Molecular Diagnosis, Clinical Management, and
Genetic Counseling

To identify patients with HNPCC, criteria known as the
Amsterdam criteria were established in the early 1990s,
with later revisions [289,299]. Because the Amsterdam
criteria do not include some patients with known
germline MMR gene mutations, another set of guide-
lines, known as the Bethesda guidelines, was estab-
lished to help decide whether or not a patient should
undergo further molecular testing to rule out HNPCC
[82,101,300–302]. Through use of the Amsterdam II
Criteria, patients are diagnosed with HNPCC when
the following criteria are present [289]: (i) the family
includes three or more relatives with an HNPCC-asso-
ciated cancer, (ii) one affected patient is a first-degree
relative of the other two, (iii) two or more successive
generations are affected, (iv) cancer in one or more
affected relatives is diagnosed before the age of
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50 years, (v) familial adenomatous polyposis is
excluded in any cases of colorectal cancer, and (vi)
tumors are verified by pathological examination. Alter-
natively, one of the following criteria (Modified
Amsterdam) needs to be met: (i) very small families,
which cannot be further expanded, can be considered
to have HNPCC with only two colorectal cancers in
first-degree relatives if at least two generations have
the cancer and at least one case of colorectal cancer
was diagnosed by the age of 55 years; (ii) in families
with two first-degree relatives affected by colorectal
cancer, the presence of a third relative with an unusual
early onset neoplasm or endometrial cancer is suffi-
cient; (iii) if an individual is diagnosed before the
age of 40 years and does not have a family history that
fulfills the preceding criteria (Amsterdam II and Mod-
ified Amsterdam criteria), that individual is still consid-
ered as having HNPCC.

If an individual has a family history that is suggestive
of HNPCC but does not fulfill the Amsterdam, modi-
fied Amsterdam or young age at onset criteria, that
individual is considered to be HNPCC variant, or famil-
ial colorectal cancer X [303,304]. A large group of
patients representing 60% of all cases who meet
Amsterdam I or Amsterdam II criteria for HNPCC do
not have characteristic features of MMR deficiency.
Compared to the MSI-HNPCC patients, the MSS
HNPCC patient’s age at diagnosis is 6 years higher on
average, and most colorectal cancers appear on the left
side of the colon [270]. The underlying genetic defect
for these tumors is not yet known.

The most recently revised Bethesda criteria recom-
mend testing of patients to rule out HNPCC if there
is one of the following criteria [82,101,301,302]:
(i) patient is diagnosed with colorectal cancer before
the age of 50 years; (ii) presence of synchronous or
metachronous colorectal or other HNPCC-related
tumors (stomach, urinary bladder, ureter and renal
pelvis, biliary tract, brain [glioblastoma], sebaceous
gland adenomas, keratoacanthomas, and small bowel),
regardless of age; (iii) colorectal cancers with a high-
microsatellite instability morphology (presence of
tumor-infiltrating lymphocytes, Crohn’s-like lympho-
cytic reaction, mucinous or signet ring cell differentia-
tion, or medullary growth pattern) that was diagnosed
before the age of 60 years; (iv) colorectal cancer
patient with one or more first-degree relatives with
colorectal cancer or other HNPCC-related tumors,
and one of the cancers must have been diagnosed
before the age of 50 years; and (v) colorectal cancer
patient with two or more relatives with colorectal
cancer or other HNPCC-related tumors, regardless
of age.

The application of the revised Bethesda guidelines
results in an increased identification of MSI-positive
colon cancers as compared to previous guidelines
[217]. The effect of setting the age cut-off to less than
50 years and inclusion of histopathologic features
in the selection of tumors that should be tested for
MSI and DNA mismatch repair protein immunohisto-
chemistry significantly increased the detection rate
of potential HNPCC-associated cancers. With the

updated Bethesda guidelines, when selected for age
(colorectal cancer in patients less than 50 years of
age) and histologic features suggestive of MSI-tumor
in patients less than 60 years of age, MSI-H tumors
were detected in approximately 25% of colorectal
cancer cases meeting these revised Bethesda guide-
lines [217].

Given recent knowledge of the molecular changes
underlying MSI-sporadic as compared to HNPCC-
associated cancers, algorithms have been established
to determine whether a patient has sporadic MSI-
positive cancer or has HNPCC/Lynch syndrome
[305] (Figure 19.7).

When a patient with HNPCC cancer is identified by
the Amsterdam criteria or by the revised Bethesda
criteria, the next step is to evaluate MSI with the MSI
test and/or immunohistochemical (IHC) analysis of
tumors (preferably colorectal cancer tissue if available)
for MSH2 and MLH1, MSH6, and PMS2 DNA
mismatch repair proteins.

The MSI test is based on the evaluation of instability
in small DNA segments that consist of repetitive
nucleotides of generally 100 to 200 base pairs in
length, called microsatellite regions or short tandem
repeats (STRs). The nucleotide sequences within the
repetitive elements include mononucleotide repeats
of Adenine (A)n or Cytosine-Adenine (CA)n dinucleo-
tide repeats. During DNA replication, these repetitive
sequences are susceptible to variations in length
because of DNA strand slippage. Such changes in
length of the nucleotide repeat are termed microsatel-
lite instability. In cells with deficient DNA mismatch
repair, as occurs in patients with HNPCC/Lynch syn-
drome, these mutations are not repaired and persist
in the DNA of future cell generations in the tumor tis-
sue. MSI can be detected in the tumor DNA by PCR
approaches. Tissue sections from tumor tissue used
for routine pathologic diagnosis embedded in paraffin
are adequate for the MSI test. The most used set of
microsatellite markers was recommended by an NCI
consensus group and consists of two mononucleotide
repeat markers (BAT25 and BAT26) and three dinucle-
otide repeat markers (D2S123, D5S346, and D17S250)
[300]. The results of the MSI test using the NCI panel
of five microsatellite markers are reported as MSI-High
(MSI-H), MSI-Low (MSI-L), and microsatellite stable
(MSS). MSI-H tumors show MSI in at least two of the
five markers, MSI-Low (MSI-L) tumors show MSI in
only one marker, and no instability is detected in any
of the five markers in MSS tumors. Figure 19.4 illus-
trates a colorectal cancer with loss of expression of
MSH2 in the tumor cells and associated MSI-H identi-
fied by microsatellite instability at both the BAT25 and
BAT26 markers (Figure 19.4).

If the tumor tissue reveals MSI-H and/or there is
loss of expression of one of the DNA repair proteins
by immunohistochemistry, germline testing should be
performed for the gene encoding the deficient pro-
tein, after appropriate genetic counseling of the
patient. If tissue testing is not feasible, or if there is suf-
ficient clinical evidence of HNPCC, it is acceptable to
proceed directly to germline analysis of the MSH2
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and/or MLH1 genes [101,305,306]. Mutation analyses
can be performed by several methods, including sin-
gle-strand conformational polymorphism, denaturing
gradient gel-electrophoresis analysis, DNA sequencing,
monoallelic expression analysis, Southern analysis,
and quantitative PCR [101]. The likelihood of finding
a germline mutation in the MLH1/MSH2 genes of
patients with colorectal cancer tumors that are not
MSI-H is low [101].

If no loss of expression of MSH2 or MLH1 is seen in
MSI-H tumors or if the tumor is MSI-L or MSS but
there is suspicion of HNPCC, evaluation of other
MMR genes, in particular MSH6 and PMS2, should
be performed, first by immunohistochemical stains,
followed by germline mutational analyses [101,307].
Identification of a germline mutation in index cancer
patients is important because it confirms a diagnosis
of HNPCC, and the identified mutation may be used

to screen at-risk relatives who may be mutation car-
riers. If the tumor tissue revealed loss of expression
of MLH1 by immunohistochemistry, but no mutation
in the DNA mismatch repair genes underlying
HNPCC/Lynch syndrome are found, two other tests,
the MLH1 methylation and BRAF mutation tests, may
help discriminate between a sporadic MSI-tumor
and HNPCC tumor with undetected MLH1 mutation
(Figure 19.7) [305]. Through use of quantitative
methylation analyses, HNPCC patients showed no
or low level of MLH1 promoter methylation, in con-
trast to high levels of methylation (greater than a
cutoff value of 18% methylation) in sporadic MSI
cancers [297]. In addition, none of the patients with
unambiguous germline mutation in DNA mismatch
repair genes demonstrated BRAF mutation [298].
Therefore, adding BRAF mutation and MLH1 meth-
ylation tests in the algorithm for testing of MSI-H
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Immunohistochemistry for MMR proteins

MSI test: MSI-H
IHC: Lost Expression of DNA
MMR Protein(s)

MSI test: MSI-L or MSS
IHC: Preserved Expression of DNA
MMR Protein(s) 

Germline Testing for MMR Gene(s)
Identified by Lost expression by IHC

Unlikely HNPCC/Lynch Syndrome

Germline Mutation
in MMR gene(s) Identified:
HNPCC/Lynch Syndrome  

No Germline Mutation
in MMR gene(s) Identified 

If Loss of MLH1 by IHC:
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BRAF Mutation Test

If Loss of MLH1 by IHC:
MLH1 Methylation Test

BRAF Mutation Test

If Loss of MLH1 by IHC:
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BRAF Mutation Test
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Cancer Genetics Specialist

to Family Relatives 

Figure 19.7 Algorithm for Molecular Testing of HNPCC/Lynch Syndrome Colorectal Cancer. Modified from [305].

Chapter 19 Molecular Basis of Diseases of the Gastrointestinal Tract

381



colon tumors with loss of expression of MLH1 pro-
tein in the tumor can help determine whether a
tumor is likely to be a sporadic or an HNPCC-asso-
ciated tumor (Figure 19.7).

After a germline mutation is identified or the
patient is diagnosed with HNPCC, at-risk relatives
should be referred for genetic counseling and tested
if they wish. If no mismatch repair gene mutation is
found in a proband with an MSI-H tumor and/or
a clinical history of HNPCC, the genetic test result
is noninformative. The patients and the relatives at-risk
should be counseled as if HNPCC was confirmed
and high-risk surveillance should be performed
[82,101,305].

In families that meet strict clinical criteria for
HNPCC, germline mutations in MSH2 and MLH1 have
been found in 45%–70% of the families, and germline
mutations in these two genes account for 95% of
HNPCC cases with an identified mutation [287,306].
The reported data show that despite extensive testing
there is still a significant number of families without
an identified germline mutation that accounts for
HNPCC. The germline mutations that occur in MSH2
and MLH1 are widely distributed throughout the two
genes. Two hundred fifty-nine pathogenic mutations
and 45 polymorphisms have been reported in MLH1,
and 191 pathogenic mutations and 55 polymorphisms
have been identified in MSH2 [308].

As reviewed in Lindor et al. [305] individuals diag-
nosed as carriers of DNA mismatch repair gene muta-
tions seen in the HNPCC/Lynch syndrome are
recommended to have colonoscopic surveillance star-
ing at early age. Colonoscopy is recommended every
1 to 2 years starting at ages 20 to 25 years (age 30
years for those with MSH6 mutations), or 10 years
younger than the youngest age of the person diag-
nosed in the family. Although there is limited evi-
dence regarding efficacy, the following are also
recommended annually: (i) endometrial sampling
and transvaginal ultrasound of the uterus and ovaries
(ages 30–35 years); (ii) urinalysis with cytology (ages
25–35 years); (iii) history, examination, review of sys-
tems, education, and genetic counseling regarding
Lynch syndrome (age 21 years). For individuals who
will undergo surgical resection of a colon cancer,
subtotal colectomy is favored. Further, evidence sup-
ports the efficacy of prophylactic hysterectomy and
oophorectomy [304,305].

Familial Adenomatous Polyposis (Fap)
And Variants

Familial Adenomatous Polyposis: Genetic Basis

FAP is a cancer predisposition syndrome characterized
by numerous adenomatous colorectal polyps, with vir-
tually universal progression to colorectal carcinoma
at an early age. It accounts for less than 1% of all colo-
rectal carcinoma cases in the United States and affects
1 in 8,000–10,000 individuals [309]. The majority of
cases of FAP are caused by germline mutations in the

APC gene on chromosome 5q, and in its inherited
form, FAP is transmitted in an autosomal dominant
fashion, although up to a third of cases may present
as de novo germline mutations [309,310].

It is of historical note that FAP is perhaps one of the
best characterized cancer predisposition syndromes, as
the elucidation of the molecular basis of the syndrome
was paramount in the formulation and advancement
of the multistep model of carcinogenesis. The first ver-
ified case of adenomatous polyposis was reported in
1881, and familial cases of adenomatous polyposis
were the subject of scientific inquiry throughout the
1900s, leading to registries and early intervention with
colectomy as early as the 1920s [311]. A series of major
breakthroughs both in regard to FAP and as related to
the understanding of carcinogenesis started with the
association of the syndrome with a deletion on chro-
mosome 5q21–22, and the genetic defect was subse-
quently identified to reside within the APC gene at
that locus [312–314].

Familial Adenomatous Polyposis: Natural History
and Clinical, Molecular, and Pathologic Features

Patients affected by FAP have a nearly 100% lifetime
risk for the development of colorectal carcinoma in
the absence of aggressive treatment, which often
includes prophylactic colectomy [315]. In addition,
patients have a 90% lifetime risk for the development
of upper gastrointestinal tract polyps, with a 50% risk
of developing advanced duodenal polyposis by the
age of 70 years [316]. The lifetime risks for develop-
ment of gastric adenocarcinoma (<1%) and duodenal
and ampullary carcinoma (5–10%) are considerably
higher than those of the general population [317].
FAP mutation carriers have increased risk of fundic
gland polyposis involving the stomach [318–320].
Among the other associated lesions, congenital hyper-
trophy of retinal pigmented epithelium (CHRPE) is
found in 70%–80% of FAP patients, and desmoid
tumors are found in 15%, correlating to a relative risk
of �850 compared to the general population. Thyroid
carcinoma, both papillary and follicular type, is esti-
mated to occur in 1%–2% of FAP patients [316]. In
young children with a family history of FAP, the rela-
tive risk of hepatoblastoma is 847 compared to the
general population [316].

Clinically, the common manifestation of FAP and its
variants is the presence of numerous (sometimes in
excess of 1000) adenomatous polyps distributed
throughout the colon and rectum. The characteristic
gross findings, combined with the histologic findings
and predictable progression to colorectal carcinoma,
have historically made FAP a robust model system to
better understand carcinogenesis development and
progression. There are several variants of FAP, includ-
ing Gardner Syndrome, Turcot Syndrome, and Atte-
nuated FAP (AFAP), summarized in Table 19.1
[309,317,320,321]. Gardner syndrome is characterized
by multiple extra-colonic manifestations including
osteomas, desmoid tumors, dental abnormalities,
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ophthalmologic abnormalities including congenital
hypertrophy of retinal pigment epithelium (CHRPE),
and cutaneous cysts. Some suggest that some degree
of these extra-intestinal manifestations may be identi-
fied with close scrutiny in typical FAP patients. Turcot
syndrome is the association of the colorectal polyposis
and brain tumors, most commonly medulloblastoma.
Attenuated FAP demonstrates a reduction in the num-
ber of colonic polyps, usually falling short of the 100
polyps necessary for a diagnosis of FAP, but with suffi-
cient colonic polyposis (frequently over 15) to raise
suspicion for an underlying polyposis syndrome [317].

FAP and its variants may present clinically in several
manners, including through identification of colorec-
tal polyposis or colorectal carcinoma at an unusually
early age, the presence of extra-colonic manifestations,
or as part of screening in the setting of a known family
history [322].

One of the most striking features of FAP and its
variants (except AFAP) is the presence of hundreds,
perhaps even thousands, of polyps throughout the
colon and rectum, leading to a carpet appearance of
the colorectal mucosa (Figure 19.8). The polyps are
frequently sessile, and appear as early as late child-
hood/early adolescence, requiring that endoscopic
screening in familial cases begin early in life [322].
The histologic features of polyps in FAP are essentially
indistinguishable from those seen in sporadic adeno-
mas; however, it is common to identify lesions at various
stages in the dysplasia-adenoma-carcinoma sequence,
further underscoring the multistep nature of carcino-
genesis (Figure 19.8).

The molecular changes in FAP have been extensively
characterized and serve as an excellent demonstration
of the relationship between the understanding of cellu-
lar signaling pathways and their effect on disease
process. The detailed examination of the molecular
changes of the lesions at various stages in FAP was a cor-
nerstone of the current understanding of carcinogene-
sis as a multistep process involving gradual increases in
tumor size, disorganization, and accumulation of
genetic changes [323]. The majority of cases of FAP
and its variants are attributed to germline mutation in
the APC gene, located at the 5q21–22 chromosome
locus. The protein product of the APC gene serves as
key mediator in the Wnt pathway of signal transduction
for cellular growth and proliferation (Figure 19.8). Wnt
binding to cellular receptors initiates a series of down-
stream signals which result in increased transcription
of cell growth and proliferation-associated genes,
through the effect of the protein b-catenin. b-catenin
is a transcriptional regulator which must be localized
to the nucleus in order to impart its effect on transcrip-
tion. In the absence of a Wnt-mediated growth signal,
APC serves as part of a complex which destabilizes
b-catenin through phosphorylation, thereby targeting
it for destruction by the proteasome, thus preventing
its nuclear localization and transcriptional effects
(Figure 19.8A). In the presence of Wnt-mediated
growth signal, the APC-b-catenin protein complex is
disrupted, and phosphorylation cannot occur, resulting
in increased stability and nuclear localization of

b-catenin (Figure 19.8B). As is common in many
examples of neoplasia, the disease state is one which
mimics the activated state, and mutations in APC com-
monly cause a disruption of the protein complex which
destabilizes b-catenin, resulting in constitutive activa-
tion of the Wnt pathway (Figure 19.8C) [323–325].

Familial Adenomatous Polyposis and Related
Syndromes: Molecular Diagnosis, Clinical
Management, and Genetic Counseling

As the majority of cases of FAP have been attributed to
mutation in APC, there has been extensive investiga-
tion of the function of its protein product. In addition
to its role in FAP, the understanding of the role of APC
bears special relevance, as over 70% of nonsyndromic
colorectal carcinomas are found to have somatic muta-
tion of APC [317]. APC codes for a 312 kDa protein
that is expressed in a wide range of tissues and is
thought to participate in several cellular functions
including Wnt-mediated signaling, cell adhesion, cell
migration, and chromosomal segregation. Within the
APC protein, there are multiple domains which are
responsible for these varied functions, including an
oligomerization domain; an armadillo domain region,
which is thought to be involved in binding of APC to
proteins related to cell morphology and motility; b-
catenin binding domain, axin binding domain; and a
microtubule binding domain [316,326] (Figure 19.9).
The majority of germline mutations associated with
FAP are either frameshift or nonsense mutations
which lead to a truncated protein product, thereby dis-
rupting the interaction with b-catenin, leading to its
stabilization and subsequent downstream signaling
[326,327]. Two hotspots have been identified for
germline mutations in APC, at codons 1061 and 1309
and account for 17% and 11% of all germline APC
mutations, respectively (Figure 19.9). The region
between codons 1286 and 1513 is termed the mutation
cluster region (MCR) to reflect the observation that
this region encompasses many of the identified APC
mutations [328].

Both within and beyond the MCR, there is some
degree of association between the location of the
germline APC mutation and the clinical phenotype
[329]. Mutations within the MCR are associated with
a profuse polyposis, with the development of over
5,000 colorectal polyps. Attenuated polyposis is seen
in the settings of mutations in the 50-end of the APC
gene (exons 4 and 5), the alternatively spliced form
of exon 9, or the 30-distal end of the gene. An interme-
diate phenotype is observed with mutations between
codon 157 and 1249, and 1465 and 1595. Similarly,
genotype-phenotype correlations for extra-intestinal
manifestations have been identified. Desmoid tumors
and upper gastrointestinal lesions are clinically the
most pressing extra-intestinal manifestations, as there
is significant morbidity and mortality associated with
them. The association of FAP with desmoid tumor
formation has been correlated to mutations down-
stream of codon 1400 [317,329,330]. An unequivocal
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384



correlation between upper gastrointestinal tumors and
specific mutations has not been established, although
there are data to suggest that some specific mutations
are associated with a higher rate of these lesions, includ-
ing mutations beyond codon 1395, those beyond codon
934, and within codons 564 to 1465. CHRPE is asso-
ciated with mutations falling between codons 311 and
1444 (Figure 19.9).

Well-established methodologies are in place for
screening patients in whom a diagnosis of FAP is a
consideration. Recommendations for indications and
approach have been suggested by the American Gastro-
enterological Association, and the primary indications
include clinically high suspicion for FAP (>100 colorec-
tal adenomas), first-degree relatives of FAP patients,>20
cumulative colorectal adenomas (suspected AFAP), and
first-degree relatives of patients with AFAP [322]. In
de novo cases or in cases in which a family mutation is
unknown, there are several high-throughput approaches
to conduct the mutational analysis [331]. Sequencing
of the entire coding region is the gold standard for

diagnosis, although other methods such as protein trun-
cation tests and mutation scanning approaches can be
used. In some settings, initial targeting of common
mutational hotspots is the preferred method for initial
screening, followed by more extensive sequence analysis
if the common mutations are not identified. Once a
mutation is identified, targeted genetic testing can
be carried out for potentially affected family members.
Additionally, there is a growing use of such targeted
genetic testing as part of preimplantation genetic diag-
nosis [332].

In a subset of patients, a discrete APC mutation is not
identified using first-line approaches to diagnosis. In
some cases, adjusting the approach to screen individual
alleles of APC yields a diagnostic mutation or, in some
cases, large exonic or entire gene deletions [333]. How-
ever, in other cases, these approaches do not identify a
discrete APC mutation. An alternative target for genetic
testing has recently been identified asMUTYH, in which
biallelic mutations are detected in a significant minority
of APC mutation negative cases of polyposis, and is
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correlated to cases of attenuated FAP (AFAP) [171].
There have been a number of approaches for identify-
ing the underlying molecular changes in APC mutation
negative cases not resolved by the evaluation of individ-
ual alleles or MUTYH gene, including examination of
epigenetic regulation of the APC gene, evaluation of
genes encoding other proteins involved in the b-catenin
pathway such as Axin, evaluation of allelic mRNA ratios,
and evaluation of somatic APC mosaicism [334]. Germ-
line hypermethylation of the APC gene has been shown
not to be a significant cause of FAP in APC mutation
negative cases [335]. One study has shown unbalanced
APC allelic mRNA expression in cases in which no other
discrete mutation was identified. Interestingly, in the
tumor specimens from these cases, there was loss of
the remaining wild-type allele, indicating that the
reduced dosage of APC and unbalanced APC allelic
mRNA expression may create a functional haploinsuffi-
ciency that engenders the same predisposition to colo-
rectal carcinogenesis [336]. The mechanism of
unbalanced allelic mRNA expression is unclear. Muta-
tions in AXIN2 have also been rarely identified in APC
mutation negative FAP.

Surveillance of those affected by FAP begins early in
life with annual sigmoidoscopy or colonoscopy, begin-
ning at age 10 to 12, followed by prophylactic colect-
omy, usually by the time the patient reaches his or her
early 20s. Additionally, regular endoscopy with full visu-
alization of the stomach, duodenum, and peri-ampul-
lary region has been recommended; however, the
optimal timing of these screening evaluations is not well
established and is generally managed based on the
severity of upper gastrointestinal disease burden. Addi-
tional recommendations are based on extra-colonic
manifestations which have the propensity for morbidity
and mortality. These include annual palpation of the
thyroid, with some advocating a low threshold for refer-
ral for ultrasound examination and serum AFP levels
and abdominal palpation every 6 months in young chil-
dren in FAP families to detect hepatoblastoma.
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INTRODUCTION

Liver diseases are a cause of global morbidity and mor-
tality. While the predominance of a specific liver disease
varies with geographical location, the breadth of hepatic
diseases affecting the underdeveloped, developing, and
developed countries is phenomenal, with diseases rang-
ing from infectious diseases of the liver to neoplasia and
obesity-related illnesses. This chapter will apprise read-
ers of the progress made toward unraveling the molecu-
lar aberrations of several liver diseases that has led to a
better understanding of the disease biology with the
hope of eventually yielding improved diagnostic, prog-
nostic, and therapeutic tools. Just as in other tissues
and organs, identification of molecular basis of normal
liver growth and development has been important in
identification of aberrations in the pathological states
of the liver. We will provide a concise background on
the molecular mechanism of liver development and
regeneration and briefly summarize additional aspects
of hepatic biology. Next, we will discuss the molecular
basis of hepatic pathologies with emphasis on alcoholic
liver disease, nonalcoholic fatty liver disease, and the
benign and malignant tumors of the liver.

MOLECULAR BASIS OF LIVER

DEVELOPMENT

Embryonic liver development is characterized by very
timely and precise regulatory signals that enable hepatic
competence of the foregut endoderm, hepatic specifica-
tion, and induction followed by hepatic morphogenesis.
Clearly, the preceding events are governed by molecular

signals that are highly temporal, cell specific, and tightly
regulated (Figure 20.1). Liver in mouse begins to arise
from the definitive gut endoderm at the embryonic day
8.5 (E8.5) or the 7–8 somite stage [1,2]. At this time the
Foxa family of transcription factors specifies the endo-
derm to express hepatic genes in the process of hepatic
competence [2,3]. Next, fibroblast growth factor 1
(FGF1) and FGF2, which originate from the cardiac
mesoderm, initiate the expression of liver-specific genes
in the endoderm [4]. FGF8, which is important for the
morphogenetic outgrowth of the liver, is also expressed
during this stage [4]. The hepatic bud next migrates into
the septum transversum mesenchyme under the direc-
tion of bone morphogenic protein 4 (BMP4) signaling,
which is essential for hepatogenesis [5]. One should be
reminded that the earliest indicators of successful liver
induction are the observed thickening of the hepatic
bud endoderm along with albumin mRNA expression by
E9.0 in the mouse [6].

This stage is followed by the phase of embryonic liver
growth characterized by the expansion and proliferation
of the resident cells within the hepatic bud. Several tran-
scription factors includingHex, Gata6, and Prox1 are the
earliest known mediators of this phase (Figure 20.1)
[7–10]. Once the hepatic program is in full swing, the
liver growth continues and is now labeled as the stage of
hepatic morphogenesis. The epithelial cells at this stage
are now considered the hepatoblasts, or the bipotential
progenitors, which means that they are capable of giving
rise to both major lineages of the liver, the hepatocytes,
and the biliary epithelial cells [11]. Hepatoblasts will be
undergoing expansion while maintaining their dediffer-
entiated state during this stage. While distinct from the
traditionally known stem cell renewal, this event marks
the expansion of a lineage-restricted progenitor popula-
tion. Several key players at this stage include the HGF/
c-Met, b-catenin, TGFb, embryonic liver fodrin (Elf),
FGF8, FGF10, Foxm1b, and Hlx, which are regulating
the proliferation and survival of resident cells as well as
regulating their survival [12–23]. Additional factors at
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this stagehave also been identified although themechan-
isms are less clear. These include components of NFkB,
c-jun, XBP1, K-ras, and others [24–28]. At this time the
general architecture of the liver is beginning to be estab-
lished, including the formation of sinusoids and the
development of hepatic vasculature [2,29].

The final stage is characterized by the differentiation
of hepatoblasts to mature functional cell types: the
hepatocytes and the biliary epithelial cells. For matura-
tion into the hepatocytes, a huge change in cell mor-
phology is observed from earlier stages to E17, when
the resident epithelial cells acquire a cuboidal morphol-
ogy with definitive cell polarity and clear cytoplasm after
losing their blast characteristics such as the high nuclear
to cytoplasmic ratio (Figure 20.2). At the center of the
hepatoblast to hepatocyte differentiation process are

the liver-enriched transcription factors such as hepa-
tocyte nuclear factor (HNF4a) transcription factors
and CCAAT enhancing binding protein-a (C/EBPa)
[30,31]. HNF4a is essential for differentiation toward a
hepatocyte phenotype, as well as formation of the paren-
chyma [32]. The liver-enriched transcription factors
enable functioning of the fetal hepatocytes by directing
the expression of various genes that are classically asso-
ciated with hepatocyte functions at this stage, including
the cytochrome P450s, metabolic, and synthetic en-
zymes [33]. The hepatocytes at this stage clearly show
glycogen accumulation and have been shown to exhibit
many functions of adult hepatocyte including xenobi-
otic metabolism. Again several signaling pathways have
been shown to play a role in regulating hepatocyte mat-
uration by regulating the expression of liver-enriched

Figure 20.1 Summary of molecular signaling during liver development in mouse. Abbreviations: FGF—Fibroblast
growth factor; BMP—Bone morphogenic protein; AFP—a-fetoprotein; Alb—Albumin; HGF—Hepatocyte growth factor;
HNF—Hepatocyte nuclear factor; C/EBPa—CCAAT enhancer binding protein-alpha.

A B C

Figure 20.2 H&E of developing mouse livers. (A) Several hematopoietic cells (arrow) are seen interspersed among
hepatoblasts (arrowhead), which display large nuclei and scanty cytoplasm, in an E14 liver section. (B) Fewer
hematopoietic cells (arrow) are observed among the hepatocytes (arrowhead) which begin to show cuboidal morphology
and large clear cytoplasm as well as begin to display polarity, in an E17 liver section. (C) Similar cuboidal morphology of
hepatocytes (arrowhead) is seen in an E19 mouse liver.
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transcription factors. Some of these pathways include
HGF, EGF, FGFs, Wnt/b-catenin signaling, and others.

While the signals involved in lineage commitment of
hepatoblasts to biliary epithelium are not fully under-
stood, there is evidence of the involvement of HNF6
(One-cut-1; OC-1), HNF1b, OC-2, TGFb, and activin
[34–36]. HNF6 promotes hepatocyte over biliary devel-
opment by activating HNF1b, which in turn attenuates
early biliary cell commitment. It has been shown that
HNF6 andOC-2 double knockouts display cells with both
biliary and hepatocyte programs activated, suggesting
their role in segregating the two lineages [34]. They do
so by regulating TGFb/activin signaling gradient in
developing livers by controlling expression of TGFb,
TGFb receptor type II (TBRII), activinB, a2-macroglobu-
lin (TGFb-antagonist), and follistatin (activin antago-
nist). At E12.5, TGFb activity is high in vicinity of portal
vein, where hepatoblasts differentiate into biliary cells.
While lineage specification begins at E12.5, bile duct
differentiation becomes apparent at E15.5, where biliary
cells are organized around branches of portal veins
and express cytokeratins, show basal lamina (laminin-
positive) toward the portal side of the ductal plate, and
lack HNF4a. HNF6 is required for bile duct morphogen-
esis at this stage. Notch signaling pathway is also known
to play a role in the development of biliary epithelia
[35–37]. Various results support the fact that Jagged/
Notch interactionsmay activate a cascadeof events involv-
ing HNF6, HNF1b, and Pkhd1 gene encoding the ciliary
protein polyductin or fibrocystin. Additional roles of
Foxm1b and Wnt/b-catenin signaling have also been
reported in biliary differentiation, although the mecha-
nism is less clear.

This somewhat simplistic outline of embryonic liver
development does not take into account the complexity
involved in the expression of these growth and transcrip-
tion factors. Liver development is clearly not a linear pro-
cess. Rather, there is a significant overlap between gene
expression patterns that blur the lines between one stage
of liver development and the next. Additionally, activa-
tion of one genemay initiate a feedbackmechanism that
regulates cross-talk between different cell populations.
For example, the HNFs are capable of autoregulating
their own expression as well as cross-regulating the tran-
scription of other liver-specific genes [11]. Finally, timing
remains critical since certain pathways can act at different
stages to inhibit or stimulate certain stages or processes of
the hepatic development. A classic example is the Wnt/
b-catenin pathway, which needs to be initially repressed
to induce hepatic program in the foregut endoderm,
but immediately following that stage, it becomes indis-
pensable [15,16,20,38,39]. Also, the same pathway plays
a role in hepatoblast expansion and survival, but a later
stage is indispensable for its maturation into hepatocyte,
at the same time playing an early role in biliary differenti-
ation [23,40].

The significance of understanding themolecular basis
of hepatic development is really 2-fold. First, this would
be critical for the fields of hepatic tissue engineering,
stem cell differentiation, and hepatic regenerative medi-
cine. This is highly pertinent as efforts inmultiple labora-
tories across the world are ongoing to identify alternate

sources of hepatocytes due to scarcity of organs for ortho-
topic liver transplantation. For successful, persistent, and
reproducible derivation of functioning hepatocytes from
sources suchas ES cells,mesenchymal stemcells, hemato-
poietic stemcells, or stem cells derived from skin, adipose
tissue, and placenta, it will be critical to identify precise
signaling pathways that need to be temporally turned
onor off. Thismandates a careful study of relevant events
as liver development where a perfect and precise control
of various signaling molecules results in successful liver
formation. Second, many of the molecular signaling
pathways that are associated with normal liver develop-
ment have also been shown to play key roles in hepa-
tocarcinogenesis. Thus, studying regulation of liver
development might disclose physiological ways to tame
the oncogenic pathways through identification of novel
cross-talks and negative regulators of such pathways.

MOLECULAR BASIS OF LIVER

REGENERATION

Liver is a unique organ with an innate ability to regener-
ate, and rightfully so, since it is the gatekeeper to a variety
of absorbed materials (both nutrients and toxins)
through the intestines [41]. Thus, with an overwhelming
ongoing assault on a daily basis, liver must regenerate as
and when necessary in order to continue its functions of
synthesis, detoxification, and metabolism. This capacity
of regeneration is ascertained by activation ofmultiple sig-
naling pathways as evidenced inmany animal models and
studies where surgical loss of liver mass triggers the pro-
cess of regeneration [42]. This ensures proliferation and
expansion of all cell types of the liver to enable restoration
of lost hepatic mass. It is imperative to identify the various
pathways that form the basis of initiation, continuation,
and termination of the regeneration process to under-
stand the dysregulation that is often seen in aberrant
growth in benign and malignant liver tumors. Addition-
ally, examining the process of liver regeneration for
changes in various cytokines and growth factors would
allow us to identify novel regulatory loops among several
of these pathways, providing novel antitumor therapeutic
opportunities to suppress certain oncogenic proteins or
booster inhibitory factors. Simultaneously, understanding
such a complex mechanism would be critical for rege-
nerative medicine, stem cell transdifferentiation, hepatic
tissue engineering, and cell-based therapies. The list of
factors independently shown to play important roles in
hepatocyte proliferation during regeneration is exhaus-
tive and will be discussed concisely henceforth [43–46].

Partial hepatectomy triggers a sequence of events that
proceed in an orderly fashion to restore the lost mass
within 7 days in rats, 14 days in mice, and 8–15 days in
humans [41]. Following these periods, the liver lobules
become larger, and the thickness of hepatocyte plates is
doubled as compared to the prehepatectomy livers. How-
ever, over several weeks there is gradual lobular and cellu-
lar reorganization, leading to an unremarkable and
undistinguishable liver histology fromanormal liver [47].

Immediately following the hepatectomy, when two-
thirds of the hepatic mass is resected, there is a dramatic
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change in the hemodynamics of the liver, especially since
the same volume of portal blood would need to traverse
through only one-third of the original tissue mass. Addi-
tionally, hypoxic statemight be playing a role since portal
blood has lower pO2 when compared to the arterial
blood flow that remains relatively unaltered during
regeneration. While very few studies conclusively address
a role of these changes in initiation of regeneration,
there are reports of the impact of such changes on activa-
tion of HGF, a major initiator of regeneration, as is dis-
cussed in the forthcoming paragraphs [48]. Within
minutes, there are specific changes in the gene expres-
sion as well as at post-translational levels, which comple-
ment each other and lead to a well-orchestrated event
of regeneration, during which time the hepatocyte func-
tions are maintained for the functioning of the animal.
More than 95% of hepatocytes will undergo cell prolifer-
ation during the process of regeneration [41]. The ear-
liest known signals involve both the growth factors and
cytokines. While it is difficult to lay out the exact chronol-
ogy of events, it is important to say that many events are
concomitant, ensuring proliferation and maintaining
liver functions at the same time. The earliest events
observed include activation of uPA enabling activation
of plasminogen to plasmin, which induces matrix remo-
deling that leads to, among other events, activation of
HGF from the bound hepatic matrix [49,50]. HGF is a
known hepatocyte mitogen that acts through its receptor
c-Met, a tyrosine kinase and is amaster effector of hepato-
cyte proliferation and survival both in vitro and in vivo
[51]. Similarly EGF, which is continually present in the
portal circulation, is also assisting in hepatocyte prolifer-
ation [52]. Other factors activated at this time include
the Wnt/b-catenin pathway [53–56], Notch/Jagged
pathway [57,58], norepinephrine [59], serotonin [60],
and TGFa [61,62]. These factors are working in auto-
crine and paracrine fashion, and cell sources of various
factors include the hepatocytes, Kupffer cells, stellate
cells, and sinusoidal endothelial cells. Concurrently, the
TNFa [63–65] and IL-6 [66,67] are being released from
the Kupffer cells and have been shown to be important
in normal liver regeneration through genetic studies.
These pathways are known to act through NFkB and
Stat3 activation. Bile acids have also been shown to play
a vital role in normal liver regeneration through activa-
tion of transcription factors such as FoxM1b [68] and c-
myc, necessary for cell cycle transition as well, and
decreased hepatocyte proliferation after partial hepatec-
tomy was observed in animals depleted for bile acids with
the use of cholestyramine or in the FXR-null mice [69].
The eventual goal of these changes is to initiate cell cycle
in hepatocytes with a successful G1 to S phase transition
dependent on the key cyclins such as A, D, and E to
ensure DNA synthesis and mitosis [41,44]. Additional
growth factors such as FGF, PDGF, and insulin are impor-
tant in regeneration and might be playing an important
role in providing homeostatic support to the regenerat-
ing liver (reviewed in [41]).

During the process of regeneration, active matrix
remodeling is ongoing as well. Regulation of this process
is complex and involves key molecules such as metallo-
proteinases, TIMPs, and others [70–73]. Additionally,

the matrix is a source of matrix-bound growth factors
such asHGF, additional glycosylated proteins, hyaluronic
acid, decorin, syndecan, and others, which modulate the
activity of many mitogenic (HGF, TNFa, EGF) and
mitoinhibitory (TGFb) factors. Thus, activematrix remo-
deling might be both a cause and an effect of regenera-
tive response after hepatectomy and is again critical for
optimal regeneration as demonstrated by geneticmodels
such asMMP9-deficient mice [73].

In liver regeneration, while the hepatocytes are the
main cell type undergoing proliferation, division of all
cells native to the liver is observed at specific times after
partial hepatectomy. The peak hepatocyte proliferation
in rats is observed at 24 hours after hepatectomy followed
by a peak proliferation of the biliary epithelial cells at 48
hours, Kupffer and stellate cells at 72 hours, and sinusoi-
dal endothelial cells at 96 hours [45]. Several growth
factors have been shown to be mitogenic for these cell
types and work in an autocrine as well as paracrine man-
ner, since several of these factors are produced by one
or more cells within the regenerating liver. Factors such
as HGF, PDGF, VEGF, FGFs, and angiopoietins are
important for Kupffer cells and endothelial cell prolifer-
ation and homeostasis during regeneration (reviewed
in [41]). Neurotrophins and nerve growth factors have
been shown to be important in regeneration and survival
of stellate cells during regeneration [74,75].

How does the liver know when to stop? This is com-
plex and incompletely understood. While the liver
mass is restored after 14 days in mice and 7 days in
rats, it may exceed its original mass, when transient
apoptosis occurs and the overall liver mass matches
the prehepatectomy liver mass [67]. Based on the
mitoinhibitory action of TGFb on the hepatocytes, it
has been suggested to be the terminator of regenera-
tion. However, changes in TGFb (produced by stellate
cells) expression mimics that of many proproliferation
factors during regeneration and begins at 2–3 hours
after hepatectomy in rats and remains elevated until
72 hours [76]. However, the receptors for TGFb are
downregulated during regeneration, and hence the
hepatocytes are resistant to excess TGFb presence
[77,78]. In addition, during regeneration, TGFb pro-
tein is lost first periportally and then gradually toward
the central vein [79]. Just behind the leading edge of
loss of TGFb is the wave of hepatocyte mitosis, suggest-
ing that somehow TGFb is balancing the act of quies-
cence and proliferation even during regeneration to
perhaps keep the growth regulated and to maintain a
certain number of hepatocytes in a nonproliferative
and differentiated state, to continue their functions
necessary for the animal’s survival. However, whether
TGFb is the final cytokine that enables termination
of the regenerative process has not been shown con-
vincingly and still remains an open-ended question.

As can be appreciated, multiple cytokines and growth
factors are activated in response to partial-hepatectomy
where two-thirds of the liver is surgically resected [80].
No single signal transduction pathway’s suppression has
led to the complete abolition of liver regeneration after
partial hepatectomy in rodents. Genetic ablation or other
modality-mediated suppression of certain growth factors
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such as EGFR, TGFa, Jagged/Notch, Wnt/b-catenin and
of cytokines such as TNFa, IL-6, and of additional modu-
lators such as bile acids, norepinephrine, serotonin, and
components of hepatic biomatrix, components of the
complement, all show amodest to severe decrease in liver
regeneration, but not a complete loss. Interference with
the HGF/Met signaling pathway appears to cause the
most profound but not complete interference with the
regenerative process. Liver regeneration is guidedbya sig-
nificant signaling redundancy, which is paramount to
inducing the much-needed cell proliferation within the
regenerating liver. In addition, when all else fails, addi-
tional cell types such as the oval cells can be called upon
to restore hepatocytes [43]. These cells are the facultative
hepatic progenitors or transient amplifying progenitor
cells that originate from the biliary compartment and
appear in the periportal areas when the hepatocytes are
unable toproliferate [81–84]. These cells becomehepato-
cytes and rescue the regenerative process. Recent studies
have also shown that hepatocytes can transdifferentiate
into biliary cells and rescue biliary repair when cholangio-
cytes are unable to carry it out by themselves [85,86].
Overall, the redundancy in liver regenerative processes,
at the level of signaling and at the level of cells, ensures
the health of this indispensable Promethean organ.

ADULT LIVER STEM CELLS IN LIVER

HEALTH AND DISEASE

Despite the liver’s capacity to regenerate and the pres-
ence of redundant signaling enabling regeneration on
most occasions, there is sometimes a need for stem cell
activation in the liver [80]. This term is often used to
depict appearance and expansion of the hepatic prog-
enitors in the liver. The basal presence of these faculta-
tive stem cells or oval cells or transiently amplifying
hepatic progenitors in a normal liver remains debated
[41,43,87]. Under certain circumstances in rodents,
there is a clear activation of oval cells. This occurs when
an injury to the hepatocytes and/or bile ducts in rodents
coexists with the presence of an inhibitor of hepatocyte
proliferation. This creates a necessity for the regenera-
tion of the injured cells at the same time blocking the
proliferation of hepatocytes, allowing for the appearance
of the facultative stem cells that stem from the terminal
biliary ductular cells in the canal of Herring. These oval
cells proliferate and expand and have been shown to be
the precursors of both hepatocytes and biliary epithelial
cells, based on the type of cell injury [43,88,89]. Based
on the ability of hepatocytes and biliary epithelial cells
to transdifferentiate into each other, it is quite possible
that the oval cells can arise from not just the bile duct
cells, but also certain subset of hepatocytes [41,85,86].

Classically, the activation of adult stem cells is
observed as atypical ductular proliferation, which can
go on to differentiate into polygonal or intermediate
hepatocytes and finally mature into hepatocytes. The
oval cell response is typically dictated by the kind of
injury (biliary versus hepatocytic versus mixed), which
in turn determines the proportion of ductular
response to intermediate hepatocytes observed [89].

In rodents, various models have been optimized to
induce activation of stem cells. The basic premise
behind these models is the presence of an injury to
the hepatocytes after disabling the proliferative capac-
ity of the hepatocytes. This is classically attained in rats
by acetylaminofluorene (AAF), which crosslinks DNA
in hepatocytes, followed by two-thirds partial hepatec-
tomy, and leads to appearance of oval cells (Figure 20.3)
[90,91]. In mice, the models are more complicated
since AAF does not work well. Alternatives used are
the administration of diet containing 3,5-diethoxycar-
bonyl-1,4-dihydrocollidine (DDC) or the choline-defi-
cient, ethionine-supplemented (CDE) diet [84,92].
However, DDC primarily causes a biliary injury that also
leads to periportal hepatocyte injury, and this model has
been recently characterized as a mouse model of PBC
and PSC [93]. Hence, the phenotype observed is a
typical and predominant biliary reaction or atypical
ductular proliferation (Figure 20.3). While polygonal
intermediate hepatocytes are a minor subset observed
in this model, it is unclear whether this is differentiation
of atypical ductules toward hepatocytes or dedifferentia-
tion of hepatocytes toward biliary cells, since the injury is
predominantly biliary. CDE diet has been used success-
fully in rats and mice to induce oval cell activation
[92,94]. It should also be emphasized that remarkable
heterogeneity was identified between the oval cells
observed in response to specific protocols and at least
partly could be explained by the differences in the kind
of injury that directs oval cell activation towards hepato-
cyte or biliary differentiation, for the maintenance of
liver function, while on these protocols [95].

Various markers have been applied to detect these
oval cells. By histology, these cells are smaller than the
hepatocytes and possess high nuclear to cytoplasmic
ratio and typically are seen in the periportal region.
These cells are concomitantly positive for biliary (CK19,
CK7, A6, OV6), hepatocyte (HepPar-1, albumin), and
fetal hepatocyte markers (a-fetoprotein) (reviewed in
[89]). However, at any given time, only a subset of these
cells are positive for all markers. This reflects the differ-
ent stages of differentiation occupied by the cells or the
basic heterogeneity of these cell populations. Reactive
ducts are also positive for neural cell adhesion molecules
(NCAM) or vascular cell adhesion molecules (VCAM)
[93,96,97]. Additional surface markers for the oval cells
have been identified in rodent studies, which gives an
advantage of cell sorting [98]. The six unique markers
include CD133, claudin-7, cadherin 22, mucin-1, Ros1
(oncogene v-ros), and g-aminobutyrate, type A receptor
p (Gabrp).

Using these models, several pathways have been
shown to play an important role in the appearance,
expansion, and differentiation of stem cells. As can
be appreciated, several pathways known to play impor-
tant roles in liver development and regeneration are
also known to be important in oval cell activation
and their differentiation. These factors include HGF/
c-met, interleukin-6, TGFa, TGFb, EGF, Wnt/b-catenin
pathway, PPARs, IGF, and others [99–110]. These sig-
naling pathways function in an autocrine or paracrine
manner to induce oval cell activation.
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Progenitor cell activation has been seen in patients
after various forms of hepatic injury. This is an attempt
by the diseased liver to restore the lost cell type in order
to maintain hepatic functions. An acute ductular reac-
tion is observed in the setting of submassive necrosis
due to hepatitis, drugs, alcohol, or cholestatic disease,
which is subtle during the early stages. These cells
expand in numbers and show hepatocytic differentiation
with passage of time as revealed by limited studies from
serial liver biopsies from these patients [97,111]. In some
instances, bone marrow-derived stem cells have been
observed in these livers, albeit at an extremely low fre-
quency. This has been shown to be due to fusion of a
bonemarrow-derived stem cell to a hepatocyte, although
transdifferentiation of bone marrow-derived stem cells
into hepatocytes has not been completely ruled out
[112–115]. Noteworthy hepatic progenitor activation
has been observed in alcoholic and nonalcoholic fatty
liver disease (ALD and NAFLD) patients as well. These
scenarios are associated with increased lipid peroxida-
tion, generation of reactive oxygen species, and addi-
tional features of elevated oxidative stress, which is a
known inhibitor of hepatocyte proliferation [116,117].
The inability of hepatocytes to proliferate in these clini-
cal scenarios might be an impetus for the oval cell activa-
tion, especially since high numbers of polygonal and
intermediate hepatocytes are observed in both ALD
and NAFLD. A positive correlation between the oval cell
response and the stage of hepatic fibrosis and the fatty
liver disease has been identified [116]. In viral hepatitis
also, oval cell activation is observed. This is classically
seen at the periportal site and is usually proportional to
the extent of inflammatory infiltrate. Moderate to severe
inflammation is often associated with higher oval cell
response that is composed of intermediate hepatocytes
[118]. Based on these findings, a paracrine mechanism
of oval cell activation triggered by the inflammatory cells
has been proposed. These scenarios also bring into

perspective the progenitor or oval cell origin of a subset
of hepatocellular cancers (HCC). HCC occurs more
frequently in the backgrounds of cirrhosis observed in
ALD, NAFLD, and hepatitis than nondiseased liver
[119,120]. There are established advantages of stem cells
being a target of transformation [121,122]. It is feasible
that the oval cell activation in the pathologies as dis-
cussed previously, while providing a distinct advantage
of maintenance of hepatic function, might also serve as
a basis of neoplastic transformation in the right microen-
vironmental milieu. This Jekyll and Hyde hypothesis is
supported by the observation that several early HCC
lesions possess hepatic progenitor signatures at genetic
and protein levels [123]. However, conclusive studies to
this end are still missing.

MOLECULAR BASIS OF HEPATOCYTE

DEATH

Hepatocyte death is a common hallmark of much
hepatic pathology. This is often seen as diffuse or
zonal hepatocyte death and dropout. In many cases
the hepatocyte death occurs due to death receptor
activation, which leads to hepatocyte apoptosis and
ensuing liver injury. These mechanisms of liver injury
have been identified in hepatitis, inflammatory hepati-
tis, alcoholic liver disease, ischemia reperfusion injury,
and cholestatic liver disease. Hepatocytes express the
typical death receptors that belong to the TNFa recep-
tor superfamily. These include (i) Fas also called Apo
1/CD95 or Tnf receptor superfamily6 (Tnfrsf6), (ii)
TNF-receptor 1 (TNF-R1) also called CD120a or
Tnfrsf10a, and (iii) TRAIL-R1 or Tnfrsf10A and
TRAIL-R2 or Tnfrsf10B. The ligands for these recep-
tors are the Fas ligand (FasL) also called CD178 or
Tnfsf6, TNFa or Tnfsf2, and TRAIL or Apo 2L or
Tnfsf10, respectively (reviewed in [124]). While the
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Figure 20.3 H&E demonstrating the activation of oval cells or facultative adult liver stem cells in experimental
models. (A) Several oval cells with oval shape, smaller size, and higher cytoplasmic to nuclear ratio (arrows) are observed
around the portal triad (PT) in rat livers after AAF/PHx. Several intermediate hepatocytes (arrowheads) are evident as
these oval cells undergo progressive differentiation. (*) shows normal hepatocytes adjoining the ongoing oval cell activation,
expansion, and differentiation. (B) Mouse liver after DDC administration for 2 weeks displays atypical ductular hyperplasia
(arrows) equivalent of oval cell activation and adjoining normal hepatocytes (*).
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former two subgroups of death receptors and their
ligands are known to be associated with the aforemen-
tioned liver diseases, TRAIL/TRAIL-R have not yet
been identified as a mechanism of hepatic injury perti-
nent to a liver disease.

Fas-Activation Induced Liver Injury

This mode of death is known to be associated with liver
diseases such as viral hepatitis, inflammatory hepatitis,
Wilson’s disease, cholestasis, and alcoholic liver disease.
FasL, present on inflammatory cells or Fas-activating
agonistic antibodies such as Jo-2 injection (in experi-
mental models), leads to Fas activation resulting in mas-
sive hemorrhagic liver injury with extensive hepatocyte
apoptosis and necrosis (Figure 20.4) [125]. Most mice
die within 4–6 hrs after Jo-2 injection. Upon activation,
homotrimeric association of Fas receptors occurs, which
recruits Fas-associated death domain protein (FADD)
adapter molecule, and initiator caspase-8 [126]. This
complex, or the death-inducing signaling complex
(DISC), requires mitochondrial involvement and cyto-
chrome c release, which is inhibited by antideath Bcl-2-
family proteins (Bcl-2 and Bcl-xL) [127–129]. Cyto-
chrome c stimulates the activation of caspase-9 and then
caspase-3, inducing cell death. Interestingly, pro-death

Bcl-2 family proteins Bid, Bax, and Bak are also needed
for hepatocyte death induced by Fas [130–132]. In fact,
Bid is cleaved by caspase-8 after Fas activation, and
cleaved Bid translocates to mitochondria. This in turn
activates Bax or Bak on the mitochondria to stimulate
the release of apoptotic factors such as cytochrome c.
At the same time Bid also inducesmitochondrial release
of Smac/DIABLO, which inactivates the inhibitors of
apoptosis (IAP). The role of IAPs is at the level of cas-
pase-3 activation, which occurs in two steps. The first
step is caspase-8-induced severance of larger subunit of
caspase-3. The second step is the removal of the prodo-
main by its autocatalytic activity, which is essential for
caspase-3 activation and inhibited by IAPs [133]. While
caspase-8 can directly activate caspase-3, bypassing the
mitochondrial involvement, the execution of the entire
pathway ensures the process of death in the hepatocytes
[134]. Thus, overall it has been suggested that relative
expression and activity levels of caspase-8, Bid, and
other modulators of this pathway, such as inhibitors of
apoptosis (IAPs) and Smac/DIABLO, would finally
determine whether Fas-induced hepatocyte apoptosis
will or will not utilizemitochondria to induce cell death.

A recent discovery unveils another important regu-
latory step in the Fas-mediated cell death [135]. Under
normal circumstances, Fas receptor was shown to be

A

C D

B

Figure 20.4 H&E and TUNEL immunohistochemistry exhibiting apoptotic cell death after Fas- and TNFa-mediated liver
injury. (A) H&E shows massive cell death 6 hours after Jo-2 antibody administration. (B) Several TUNEL-positive apoptotic nuclei
(arrowheads) are evident in the same liver. (C)H&E showsmassive cell death 7 hours after D-Galactosamine/LPS administration in
mice. (D) Several TUNEL-positive apoptotic nuclei (arrowhead) are evident in the same liver.
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sequestered with c-Met, the HGF receptor, in hepato-
cytes. This makes Fas receptor unavailable to the
Fas-ligand. Upon HGF stimulation, this complex was
destabilized and hepatocytes became more sensitive
to Fas-agonistic antibody. On the contrary, transgenic
mice overexpressing extracellular domain of c-Met sta-
bly sequestered Fas receptor and hence were resistant
to anti-Fas-induced liver injury. Recently, lack of this
Fas antagonism by Met was identified in fatty liver dis-
ease [136]. While this explains how HGF could be
pro-death at high doses or in combination with other
death signals, a paradoxical effect of HGF on promot-
ing cell survival is also observed, albeit at lower doses.
This effect is usually also observed with other growth-
promoting factors such as TGFa and are mediated by
elevated expression of Bcl-xL that inhibits mitochon-
drial release of cytochrome c and inhibits Bid-induced
release of Smac/DIABLO [137,138].

TNFa-Induced Liver Injury

Thismode of hepatocyte death is commonly observed in
ischemia-perfusion liver injury and alcoholic liver dis-
ease. Inmice, TNFa is induced by bacterial toxin admin-
istration such as lipopolysaccharide (25–50 mg/kg LPS)
[139]. Since it was identified that LPS alone initiates
NFkB-mediated protective mechanisms, an inhibitor
of transcription (D-Galactosamine) or translation
(Cycloheximide) is used before the LPS injection, for
successful execution of cell death [140]. This induced
massive hepatocyte death due to apoptosis, as seen by
TUNEL immunohistochemistry (Figure 20.4). TNFa
binds to the TNFa-R1 on hepatocytes to induce receptor
trimerization and DISC formation. DISC is composed
of TNFa-R1 and TNFR-associated death domain
(TRADD), which can recruit FADD and caspase-8 via
an unknown mechanism, to further activate caspase-3
[141,142]. The significance of additional mechanisms
is relatively unknown in liver biology (reviewed in
[124]). However, one additional mechanism that
deserves mention and is relevant to liver injury is that
TNFa-R1 engagement also induces Cathepsin B release
from lysozyme, which induces cytochrome c release
from mitochondria [143]. However, how much effect
of TNFa on apoptosis is mediated via the mitochondrial
pathway components including Bcl-2, Bcl-xL, and Bid in
TNFa-mediate apoptosis remains debated, but it is
believed that some effects are via this intrinsic pathway.

One of the important effects of TNFa stimulation is
the unique and concomitant activation of the NF-kB
pathway as a protective mechanism. How this occurs
is not fully understood, but is relevant as an ongoing
protective mode for maintaining hepatic homeostasis.
The TNFa-R1 engagement leads to the recruitment
of TRADD, which can further induce recruitment of
TNF Associated Factor 2 (TRAF2) and Receptor inter-
acting protein (RIP) [144]. This can further recruit
and activate IKK complex containing I-kB kinase 1
(IKKa) and IKKb that lead to the phosphorylation of
I-kB and its degradation. This allows for the release
and activation of NF-kB p50 and p65 dimers, inducing

the phosphorylation of p65, and their nuclear transloca-
tion to direct transcriptional activation of cytoprotective
genes such as IAP [145,146], iNOS [147], Bcl-xL [148],
and others. In addition, it is important to mention that
several additional regulators of NFkB exist and also reg-
ulate its transcriptional activity. These include glycogen
synthase kinase-3 (GSK3) [149] and TRAF2-associated
kinase (T2K) [150]. GSK3-knockout embryos die at
around E13–E15 stage as a result of massive liver cell
death due to TNFa toxicity [27,149,151].

MOLECULAR BASIS OF NONALCOHOLIC

FATTY LIVER DISEASE

Accumulation of triglycerides in the liver in the
absence of significant alcohol intake is called nonalco-
holic fatty liver disease (NAFLD) [152]. The term
NAFLD encompasses a spectrum of liver disease rang-
ing from simple steatosis to steatosis with inflamma-
tion called nonalcoholic steatohepatitis (NASH). The
latter condition can progress to fibrosis, cirrhosis,
and hepatocellular cancer.

While NAFLD has been associated with many drugs,
genetic defects in metabolism, and abnormalities in
nutritional states, it is most commonly associated with
the metabolic syndrome [153]. The metabolic syn-
drome is a group of related clinical features linked to
visceral obesity, including insulin resistance (IR), dys-
lipidemia, and hypertension [154]. NAFLD is strongly
associated with and considered the hepatic manifesta-
tion of the metabolic syndrome. The prevalence of
the metabolic syndrome, and therefore also of
NAFLD, has been increasing in parallel with the obe-
sity and diabetes epidemic, and NAFLD is now the
most common cause of abnormal liver enzyme eleva-
tion in the United States [155].

While simple steatosis has a benign course, NASH
represents the progressive form of the disease. NASH
is characterized by necroinflammatory activity, hepato-
cellular injury, and progressive fibrosis. The pathogen-
esis of NAFLD/NASH is incompletely understood,
although significant strides have been made in recent
years to unravel its underlying molecular processes
(Figure 20.5). A two-hit hypothesis has been proposed
to explain the pathogenesis of NAFLD and the pro-
gression of simple steatosis to NASH that occurs in a
subset of patients with steatotic livers [156]. The first
hit consists of triglyceride deposition in hepatocytes.
A second hit consisting of another cellular event then
leads to inflammation and hepatocyte injury and the
subsequent manifestations of the disease.

Factors Leading to the Development
of Hepatic Steatosis: The First Hit

The accumulation of triglycerides in the liver is the
essential characteristic of NAFLD/NASH and can be
observed in patients as well as experimental models
(Figure 20.6). It results from aberration in metabolic
processes in the liver, as well as extrahepatic tissue
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such as skeletal muscle and adipose tissue that is
mediated by insulin resistance (IR). Normally, insulin
acts on the insulin receptor of myocytes to tyrosine
phosphorylate insulin receptor substrate (IRS). IRS,

in turn, activates phosphatidyl inositol 3-kinase and
protein kinase B, and results in translocation of the
glucose transporter to the plasma membrane with
resultant rapid uptake of glucose from the blood into

Figure 20.5 Molecular basis of nonalcoholic steatohepatitis. Insulin resistance results in decreased insulin-induced
inhibition of hormone-sensitive lipase (HSL) activity in adipocytes resulting in high rates of lipolysis and increased
plasma free fatty acid (FFA) levels. High plasma FFA levels increase FFA flux to the liver. In myocytes, insulin resistance
results in decreased glucose uptake and high plasma glucose and insulin levels. In the liver, hyperinsulinemia activates
SREBP-1c, leading to increased transcription of lipogenic genes. High plasma glucose levels simultaneously activate
ChREBP, which activates glycolysis and lipogenic genes. SREBP-1c and ChREBP ct synergistically to convert excess glucose
to fatty acids. Increased FFA flux and increased lipogenesis increases the total hepatic FFA pool. The increased hepatic FFA
pool can either be converted to triglycerides for storage or transport out of the liver as very low density lipoprotein, or undergo
oxidation in mitochondria, peroxisomes, or endoplasmic reticulum. Increased reactive oxygen species generated during fatty
acid oxidation causes lipid peroxidation, which subsequently increases oxidative stress, inflammation, and fibrosis.

A B

Figure 20.6 Fatty liver disease along with hepatic fibrosis. (A) Patient with NAFLD shows significant macrovesicular
(arrowhead) and microvesicular steatosis (blue arrowhead) in a representative H&E stain. (B) Masson trichrome staining of
liver from mouse on methionine and choline-deficient diet for 4 weeks reveals hepatic fibrosis (arrow) along with
macrovesicular steatosis (arrowheads).
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the myocyte. The net effect is decreased blood glucose
and therefore decreased insulin secretion from the pan-
creas [157]. In the setting of obesity, fat-laden myocytes
become resistant to the signaling effects of insulin. This
inability of skeletal muscle to take up glucose from the
circulation on insulin stimulation leads to elevated
blood glucose levels and increased insulin secretion
from the pancreas, with metabolic consequences in
the liver as described in the following text.

Besides skeletal muscle, IR also causes increased
blood glucose via decreased insulin action in the liver.
Normally, the liver plays an important role in main-
taining blood glucose levels regardless of the nutri-
tional state. In the fasting state, gluconeogenesis in
the liver results in hepatic glucose production that
maintains blood glucose level. However, in the fed
state when blood glucose levels are elevated, glucose
is converted to pyruvate via glycolysis, which then
enters the Krebs cycle to form citrate and ultimately
acetyl-CoA, which is utilized for fatty acid biosynthesis.
This process is normally activated by insulin, which is
also a potent inhibitor of hepatic glucose production.
However, in the setting of IR, insulin is unable to sup-
press hepatic glucose production, which, along with
decreased myocyte glucose uptake, leads to high blood
glucose levels and high circulating insulin levels
[158,159]. The net effect of these changes is increased
hepatic lipogenesis and triglyceride accumulation
mediated by the synergistic action of two transcription
factors: carbohydrate response element binding pro-
tein (ChREBP) and sterol regulatory element-binding
protein-1c (SREBP-1c). There is evidence from both
animal experiments and human studies to support
the conclusion that there is increased hepatic fatty acid
synthesis in the setting of IR [160,161].

ChREBP is a member of the basic helix-loop-helix-
leucine zipper (b-HLH-Zip) transcription factor that after
activation by glucose translocates from the cytosol into
the nucleus and binds to the E-boxmotif in the promoter
of liver-type pyruvate kinase (L-PK), an important glyco-
lytic enzyme [162,163]. L-PK catalyzes the formation
of pyruvate, which enters the Krebs cycle and gener-
ates citrate and ultimately acetyl-CoA, which is then
utilized for the de novo synthesis of fatty acids. Studies
with ChREBP knockout mice also revealed that
ChREBP also independently stimulates the transcrip-
tion of fatty acid synthetic enzymes [162,164]. There-
fore, in the setting of IR and hyperglycemia, ChREBP
mediates the conversion of glucose to fatty acids by
upregulating both glycolysis as well as lipogenesis.

Besides glucose, insulin can also regulate de novo
hepatic fatty acid synthesis via a second transcription fac-
tor, SREBP-1c, also amember of the b-HLH-Zip family of
transcription factors [165]. There are three SREBP iso-
forms, but the SREBP-1c isoform is the major isoform in
the liver that can activate expression of fatty acid biosyn-
thetic genes and stimulate lipogenesis [166,167]. The
important role of SREBP-1c in development of hepatic
steatosis was established by the demonstration that trans-
genicmice overexpressing SREBP-1c have increased lipo-
genesis and develop fatty liver [168]. Furthermore, in the
ob/ob mouse model of genetic obesity and insulin

resistance, disruption of the Srebp-1 gene caused a reduc-
tion in hepatic triglyceride accumulation [169]. Since
SREBP-1c is activated by insulin, it would be expected to
be inactive in the setting of IR. Surprisingly, the protein
is activated by insulin even when there is IR, resulting in
increased fatty acid biosynthesis in the liver [170].

A third process that favors hepatic steatosis results
from IR in the adipose tissue. In the fat-laden adipo-
cytes in obese individuals, IR causes defective insulin-
mediated inhibition of hormone-sensitive lipase and
therefore increased lipolysis and increased free fatty
acid (FFA) release into the circulation [171,172].
Increased FFA uptake into the liver from the circulation
also favors the development of hepatic steatosis and
inflammation. Interestingly, recent studies have shown
that high FFA levels in the liver may contribute to lipo-
toxicity, and triglyceride accumulation in the liver
might be a protective response [173]. When diacylglyc-
erol acyltransferase 2, the final step in hepatocyte
triglyceride biosynthesis, was inhibited by antisense oli-
gonucleotides in a murine model of steatohepatitis,
there was decrease in hepatic steatosis, but increased
hepatic FFAs, and increase in makers of inflammation
and hepatocyte injury and fibrosis.

Besides SREBP-1c and ChREBP, a transcription fac-
tor belonging to the nuclear hormone receptor family,
peroxisome-proliferator activated receptor-g (PPAR-g)
may also contribute to hepatic steatosis. While normal
hepatic expression of PPAR-g is low, increased expres-
sion of the transcription factor has been noted in ani-
mal models of steatosis [174,175]. Furthermore, in the
ob/ob mouse model of insulin resistance, deletion of
PPAR-g from the liver markedly decreases hepatic stea-
tosis, suggesting an important role for PPAR-g in the
development of NAFLD.

Oncehepatic steatosis is established, outcomes are var-
iable. In some patients with NAFLD there is no further
damage to the liver andprognosis in termsof liver-related
mortality is good. However, in some patients there is
hepatic necrosis, inflammation, hepatocyte apoptosis,
and fibrosis. The reason some patients develop NASH is
not understood, but several mechanisms have been pos-
tulated, as described in the next section.

Progression of Steatosis to NASH:
The Second Hit

Absence of noninvasive biomarkers to differentiate
NASH from simple steatosis and lack of animal models
that completely recapitulates the pathophysiology of
human NASH have limited research into the processes
that promote this condition. However, several impor-
tant insights have been gained in recent years on the
pathogenesis of NASH and include oxidative stress,
lipid peroxidation, mitochondrial dysfunction, inflam-
matory cytokines and adipokines, and activation of
pathways of cell death.

Oxidative Stress and Lipid Peroxidation

Reactive oxygen species (ROS) refers to several short-
lived, pro-oxidant chemicals including hydroxyl radical,
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singlet oxygenmolecules, hydrogenperoxide, and super-
oxide anions. These pro-oxidantmolecules lead to oxida-
tive damage to macromolecules in the cell when they
overwhelm the protective antioxidant mechanisms of
the cell [176].

Functional inactivation of essential cellular biomole-
cules causes either cell death or production of inflamma-
tory mediators via redox-sensitive transcription factors
such as Nrf-1 and NFkB [177,178]. Studies have shown
increased serummarkers of oxidative stress, andmarkers
of oxidative damage for DNA, and proteins besides lipid
peroxides in NASH [179–181]. Additionally, antioxidant
factors such as glutathione S-transferase and catalase are
reduced [182]. Polyunsaturated fatty acids (PUFAs) in
the cell can undergo peroxidation by ROS, resulting in
the formation of malondialdehyde (MDA) and trans-4-
hydroxy-2-nonenal (4–HNE) byproducts [183].

Lipid peroxides contribute to liver injury by increas-
ing production of TNFa, increasing the influx of
inflammatory cells, impairing protein and DNA synthe-
sis, and depleting levels of protective cellular antioxi-
dants like glutathione [184–187].

Mitochondrial Dysfunction

Several lines of evidence suggest that hepatic mitochon-
drial dysfunction has a role in the pathogenesis of
NASH. Ultrastructural studies have shown the presence
of hepatocyte megamitochondria with paracrystalline
inclusions in patients with NASH [179,188]. Functional
differences include impaired ability to synthesize ATP
after a fructose challenge, which causes transient liver
ATP depletion and lower expression levels of mitochon-
drial DNA-encoded proteins and lower activity of com-
plexes of the mitochondrial respiratory chain in
patients with NASH [189–191].

The mechanisms leading to mitochondrial dysfunc-
tion are incompletely understood, but a contributory
role may be played by increased mitochondrial oxida-
tion of fat that increases respiratory chain electron deliv-
ery. In this setting, mitochondrial respiratory chain
dysfunction causes interruption in electron flow and
the electrons are then transferred to molecular oxygen,
giving rise to hydrogen peroxide and superoxide radi-
cals [192,193]. With progressive decrease in mitochon-
drial fatty acid oxidation, alternative pathways of fatty
acid oxidation, peroxisomal b-oxidation, and micro-
somal o-oxidation become active and contribute to the
generation of ROS by transfer of electrons to molecular
oxygen and a vicious cycle of increasing mitochondrial
dysfunction [194–196]. Mitochondrial dysfunction is
also worsened by activation of cytochrome P450 2E1,
cytochrome P450 4A10, and cytochrome P450 4A14-
mediated microsomal o-oxidation via generation of
dicarboxylic acids that uncouple oxidative phosphoryla-
tion and add to oxidative stress [197].

Role of Signaling Pathways of Inflammation,
Proinflammatory Cytokines, and Adipokines

Inflammation in NASH results from cross-talk between
hepatocytes and nonparenchymal cells (activated

Kupffer cell, stellate cells, and sinusoidal endothelial
cells) mediated by soluble factors, as well as proinflam-
matory molecules released from visceral adipose tissue.
The NFkB pathway has been extensively studied for its
role in steatohepatitis and is upregulated in NASH
patients and in animal models of the disease [198].
However, its role in pathogenesis of NASH is complex,
and while activation of NFkB signaling in liver cells
induces inflammation and steatosis, its inactivation
also causes steatohepatitis and liver cancer in a mouse
model [199,200]. Deletion of the JNK1 isoform of
c-Jun N-terminal kinase (JNK), a mediator of TNF-
induced apoptosis, is protective in a mouse model of
steatohepatitis, suggesting that JNK signaling is impor-
tant in the pathogenesis of NASH [201].

Proinflammatory cytokines TNFa and IL-6 are
increased in NASH patients [202,203]. In animal models
of steatohepatitis, decreasing TNFa expression causes
decreased hepatic steatosis, cell injury, and inflamma-
tion, suggesting a role of this cytokine in the pathogene-
sis ofNASH[204].However, targeteddisruption ofTNFa
or its receptor TNFR1 does not protect against lipid per-
oxidation and hepatocyte injury in diet-induced steato-
hepatitis. Since inactivation of NFkB, of which TNFa is
an effector, does protect hepatocytes in this setting,
TNFa may represent one of many inflammatory media-
tors of steatohepatitis.

Adipose tissue, particularly visceral fat, plays an
important role in the pathogenesis of IR and develop-
ment of NASH. Visceral adipocytes overexpress 11
b-hydroxysterol dehydrogenase and more readily
mobilize fat and are less mature than subcutaneous
adipocytes [205]. In addition, adipocytes are hormon-
ally active and produce several adipokines that affect
insulin action and metabolic processes in the liver.
Among the important adipokines are leptin and adipo-
nectin [206]. Leptin levels are increased in the plasma
of patients with NAFLD [207]. However, leptin has an
antisteatotic role and is protective. Therefore, it has
been suggested that NAFLD may be associated with
leptin resistance and a defective response to leptin.

Adiponectin levels, on the other hand, are low in
patients with NASH, and lower levels are associated with
more severe liver injury [208,209]. Adiponectin has
been shown to increase insulin sensitivity, regulate FFA
metabolism, and inhibit gluconeogenesis [210,211].
Adiponectin also has strong anti-inflammatory effects
that are mediated by suppressing TNFa levels and activ-
ity [212].

Cell Death

Hepatocytes express themembrane receptor Fas, but do
not induce apoptosis in their neighboring cells because
they do not produce the Fas ligand (FasL). However,
patients with NASH have increased hepatocyte FasL
expression that can trigger apoptosis [213]. When FasL
interacts with Fas, it activates caspase-8, which in turn
activates the Bid protein by truncating it. Bid then acti-
vates the protein Bax, which forms a complex with Bak
and forms a channel in the outer mitochondrial mem-
brane [214]. The resulting increase in permeability of
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the mitochondrial membrane releases cytochrome c
from the inner membrane space and blocks the mito-
chondrial respiratory chain and increases formation of
ROS in the mitochondria. ROS increase permeability
and cause rupture of the mitochondrial outer mem-
brane and release of proapoptotic molecules, which
activate caspase-9 and caspase-3 and perpetuate a
vicious cycle of apoptosis [215].

MOLECULAR BASIS OF ALCOHOLIC

LIVER DISEASE

The histological spectrum of alcohol-induced liver dis-
ease spans simple steatosis, to steatohepatitis (charac-
terized by inflammatory cell infiltration, hepatocyte
ballooning, apoptosis, and necrosis in addition to fat
accumulation), fibrosis, and cirrhosis. Steatosis is
mainly macrovesicular and most prominent in the cen-
trilobular region. Early stages of alcohol-induced liver
injury are reversible, and prevention of steatosis in
experimental models has been shown to prevent devel-
opment of inflammation and fibrosis [216,217].

Pathways of Alcohol Metabolism in the Liver

There are three enzymatic pathways of ethanol metab-
olism in the liver, and all three contribute to ethanol-
induced liver injury [218]. First, oxidation of ethanol
occurs through the cytosolic alcohol dehydrogenase
(ADH) isoenzymes that produce acetaldehyde, which
is then converted into acetate, and these reactions
result in the reduction of nicotinamide adenine dinu-
cleotide (NAD) to NADH, its reduced form. Excessive
ADH-mediated hepatic NADH generation has multiple
important metabolic effects due to inability of hepato-
cytes to maintain redox homeostasis [219]. This redox
imbalance results in inhibition of the Krebs cycle and
fatty acid oxidation, which promotes hepatic steatosis.
However, with chronic ethanol consumption, the
redox state is normalized. Instead, alterations in regu-
lation of lipid metabolism genes appear to be impor-
tant in this setting. Second, alcohol is metabolized by
the microsomal ethanol oxidizing system (MEOS), of
which cytochrome P450 2E1 (Cyp2E1) is the key
enzyme, although other cytochrome P450 enzymes
such as Cyp1A2 and Cyp3A4 also play a role [218–
220]. Cyp2E1 is induced by chronic ethanol consump-
tion, and its induction is responsible for the metabolic
tolerance to alcohol in alcohol-dependent individuals.
Induction of Cyp2E1 plays a role in alcohol-induced
liver injury through the production of reactive oxygen
species that can overwhelm the cellular defense sys-
tems leading to mitochondrial injury, and further
exacerbation of oxidative stress [221]. Finally, ethanol
is also metabolized via a nonoxidative pathway by fatty
acid ethyl ester (FAEE) synthase. The product of this
reaction, fatty acid ethyl esters (FAEEs), accumulates
in the plasma, lysosomal, and mitochondrial mem-
branes and can interfere with their functioning and
with cellular signal-transduction pathways [222].

Changes in Expression of Genes Involved in
Lipid Metabolism on Chronic Alcohol Exposure

Recent studies suggest that the development of alco-
holic and nonalcoholic steatohepatitis (NASH) share
many common pathogenic mechanisms [223]. Insight
into the molecular mechanisms of alcoholic-induced
steatohepatitis has been obtained through the investi-
gation of pathways and regulatory molecules involved
in lipid homeostasis that have previously been shown
to play a role in development of NASH. Chronic etha-
nol consumption affects both oxidation of fatty acids
and increases de novo lipogenesis, thereby causing
accumulation of fat in the liver. Peroxisome prolifera-
tors-activated receptor-a (PPARa), a member of the
nuclear hormone receptor superfamily, is the master
regulator of genes involved in free fatty acid transport
and oxidation [224]. PPARa forms a dimer with reti-
noid X receptor (RXR) and binds to the peroxisome
proliferators response element (PPRE) in the pro-
moter regions of its target genes [225]. PPARa targets
include mitochondrial and peroxisomal fatty acid oxi-
dation pathway genes, apolipoprotein genes, and the
membrane transporter, carnitine palmityl-transferase
I (CPT I), which allows long-chain acyl-CoAs to enter
mitochondria to initiate b-oxidation. PPARa also regu-
lates CPT I activity and therefore fatty acid oxidation
indirectly via regulation of the enzyme malonyl-CoA
decarboxylase, which degrades malonyl-CoA, an allo-
steric regulator of CPT I. Both in vitro in primary hepa-
tocyte cultures and hepatoma cells, and in vivo,
ethanol has been shown to decrease b-oxidation of
fatty acids by interfering with PPARa DNA binding
and transcription-activation [226,227]. Decreased oxi-
dation of fatty acids by ethanol leads to accumulation
of fat in the liver [228].

The second mechanism by which ethanol causes stea-
tosis is by increasing the rate of fat synthesis in the liver
by increasing expression levels of lipogenic enzymes that
are regulated by the transcription factor SREBP. There
are three isoforms of SREBP, called SREBP1a, SREBP1c,
and SREBP2 [228,229]. The isoform SREBP1a is mainly
expressed in cultured cells, SREBP1c regulates fatty acid
synthesis in the liver, and SREBP2 regulates cholesterol
synthesis. SREBPs are synthesized as precursor proteins
and are attached to the endoplasmic reticulum and
nuclearmembranes. When the protein is activated, there
is proteolytic cleavage of the NH2-terminal fragment
(called the mature form of the protein), which then
enters the nucleus and binds to target genes via the sterol
response elements (SREs) [229]. Recent studies have
shown that ethanol-fed mice have increased SREBP1
expression; increase in the amount of mature SREBP1
in the liver; and corresponding upregulation of expres-
sion of SREBP-target genes, such as fatty acid synthase,
stearoyl-coA desaturase, and ATP citrate lyase, in the fatty
acid biosynthetic pathway [166,230,231].

The third criticalmetabolic regulatorymolecule in the
liver affected by ethanol is AMP-activated protein kinase
(AMPK), which is a metabolic switch regulating pathways
of hepatic triglyceride and cholesterol synthesis. AMPK
can regulate SREBP1 expression at the transcriptional
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and post-transcriptional levels [232,233]. Ethanol has
been shown to inhibit hepatic AMPK activity, and treat-
ment with AMPK activators partially blocks ethanol-
mediated increase in expression of SREBP-dependent
genes in vitro [234]. Furthermore, adiponectin, a hor-
mone derived from adipocytes that is an activator of
AMPK, has been shown to alleviate both alcoholic and
nonalcoholic fatty liver disease in mice [235].

Inflammatory Cytokines and Role of Kupffer Cells

Besides altering metabolic pathways, chronic ethanol
feeding results in altered expression of several inflam-
matory mediators, including reactive oxygen species,
cytokines, and chemokines [217,236]. An important
source of inflammatory mediators from alcohol con-
sumption is hepatic Kupffer cells which produce TNFa,
an important mediator of the inflammatory response in
mammals. Administration of TNFa tomice causes devel-
opment of fatty liver, activation of SREBP, and increased
fatty acid synthesis [237]. Other studies have shown lipo-
polysaccharide-mediated increased reactive oxygen spe-
cies production by Kupffer cells with chronic alcohol
feeding and normalization of this response by adiponec-
tin [238,239].

Activation of NFkB by alcohol has been shown in
experimental models as well as in livers of patients with
alcoholic hepatitis. NFkB activation and its target gene
expression play an important role in inflammatory
response to bacterial endotoxin and in the activation
of the innate immune system in response to necrotic
cells [240,241]. In isolated Kupffer cells, chronic etha-
nol feeding has been shown to increase NFkB binding
to the TNFa promoter on LPS stimulation [242].

MOLECULAR BASIS OF HEPATIC

FIBROSIS AND CIRRHOSIS

Chronic liver injury is often associated with a wound
healing process in the liver that is commonly referred
to as liver fibrosis, which in the advanced stage is
termed as cirrhosis. Liver cirrhosis can range in its pre-
sentation from being asymptomatic to liver failure.
Hepatic fibrosis sets in many pathological scenarios
including but not limited to alcoholic liver disease,
NAFLD, viral hepatitis, autoimmune disorders, Wil-
son’s disease, cholestatic liver disease, and others.
The process of fibrosis entails excessive deposition of
extracellular matrix in the liver, especially collagen
(Figure 20.6). This compromises the hepatic architec-
ture leading eventually to cirrhosis and hepatic failure.

The fundamental cell type involved in the process
of hepatic fibrosis is the hepatic stellate cell (HSC).
Chronic insult to the liver leads to the activation of
hepatic stellate cells. The process of HSC activations
entails increased DNA synthesis and proliferation, acti-
vation of profibrotic target genes and increased cell
contractility (reviewed in [243,244]). The end result
of this process is hepatic fibrosis and eventually cirrho-
sis. It should be mentioned that the overall impact of
the fibrosis is not only due to excessive deposition of

extracellular matrix and loss of functional hepatocyte
compartment, but also indirect effects on circulation
secondary to constriction of sinusoids. How do HSCs
undergo activation? A multitude of insults converge
onto this cell type, which upon activation, bring about
the fibrotic phenotype owing to downstream genetic
changes. Broadly speaking, the two major insults,
including ASH and NASH, both seem to be mediating
HSC activation through increased oxidative stress,
albeit via unique mechanisms. Alcohol, which is the
leading cause of hepatic fibrosis in Western countries,
has been shown to elevate oxidative stress after being
metabolized by CYP2E1 to generate reactive oxygen
species that are known to directly interact with HSC
[245,246]. In addition, alcohol is also metabolized to
acetaldehyde, which in turn has been shown to be
fibrogenic [247,248]. Lastly, Kupffer cells, an addi-
tional nonparenchymal cell in the liver, are also
involved in the generation of both acetaldehyde and
alcohol-induced lipid peroxidation products in alco-
holic liver disease [249]. Around 20%–40% of NASH
patients also progress to hepatic fibrosis and have been
shown to also be secondary to elevated oxidative stress
[250]. However, this increase is mediated via produc-
tion of ROS secondary to PPAR-a mediated increased
free fatty acid oxidation that occurs in turn due to
excessive high fat intake, experimentally or otherwise
[251]. It is worth noting that activation of HSC can
very well be secondary to stimuli produced by other
cell types present during the injury, including the
hepatocytes, Kupffer cells, sinusoidal endothelial cells,
and the circulating inflammatory cells.

What signaling mechanisms induce the HSC activa-
tion and in turn induce the target gene expression in
HSC? Several relevant pathways have been identified,
and the most prominent ones include the PDGF axis
and TGFb/Smad signaling pathway. PDGF is a potent
mitogen for HSC, and its cognate receptor PDGFR
expression goes up during HSC activation [252]. PDGF
activation has also been shown to stimulate PI3 kinase,
which also induces HSC proliferation [253]. In addi-
tion, recruitment of Ras to PDGF receptor also leads to
ERK activation via sequential activation of Raf-1,
MAPK-1/2, ERK-1, and ERK-2. Nuclear ERK can regu-
late target genes responsible for proliferation of HSCs.
Additionally JNK activation has been shown to positively
regulate HSC proliferation [254]. TGFb is a potent pro-
fibrogenic cytokine and is known to be produced by vari-
ety of cells including HSC, hepatocytes, and others
[255]. TGFb signaling eventually leads to target gene
expression, and several of these targets are the hallmark
signatures of HSC activation. TGFb has been shown to
stimulate synthesis of collagens, decorin, elastin, and
others. Increased expression of KLF6, a transcription
factor and a tumor suppressor, which acts as a chaper-
one for collagen has also been reported to be increased
during HSC activation [256]. Some relevant targets of
KLF6 include collagen 1a, TGF-b1 and its receptors,
and urokinase plasminogen activator (uPA), which acti-
vates latent TGF-b1. Also, connective tissue growth fac-
tor (CTGF), which is regulated by TGFb, is also
upregulated duringHSC activation, as well as in chronic
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viral hepatitis, bile duct ligation, and other related sce-
narios [257,258]. It is also important to mention that
decrease in PPAR-g has been associated withHSC activa-
tion [259–262]. In fact PPAR-g ligands have been shown
to inhibit HSC proliferation and activation in cell cul-
tures. Thus, sustained basal expression of PPAR-g in
HSC has been suggested to maintain their quiescence.
It is also relevant to mention the phenotype of a quies-
cent and activated HSC. Quiescent HSCs are typically
characterized by the presence of perinuclear lipid
droplets containing vitamin A or retinoid [263,264].
These droplets are lost following activation of HSC,
when the retinoid is released as retinol. While the causal
relationship of this event to HSC activation is unclear,
increasing focus is shifting on retinoic acid receptors
in the nuclei including RAR and RXR. It is important
to point out that decrease in RXR and PPAR-g receptor
is associated with HSC activation, and the converse has
been reported in HSC quiescence [265,266].

Once HSC activation occurs, several relevant genes
have been shown to be upregulated (reviewed in
[244]). The most pertinent include the extracellular
matrix genes such as type I collagen (a1 and a2), type
III collagen, laminin, and fibronectin, and proteogly-
cans such as decorin, hyaluronan, heparin sulfate,
and chondroitin sulfate. In addition, several genes that
are essential for matrix remodeling such as MMP-2,
MMP-9, and TIMP-1 have also shown to be elevated.
Lastly, genes such as ICAM-1 and a-SMA are upregu-
lated as well. In addition, several studies have reported
a genome-wide analysis and either strengthened the
existing findings or identified additional aberrations,
which would, in the years to come, be exploited for
understanding the biology and in turn devising novel
therapies for hepatic fibrosis and eventually cirrhosis.

Cirrhosis is often defined as the advanced stage of
hepatic fibrosis, which is accompanied by development
of regenerative nodules amidst the fibrous bands and fol-
lows a chronic liver injury. This pathology leads to vascu-
lar distortions, impaired parenchymal flow leading to
portal hypertension, and end-stage liver disease. Thus,
the molecular pathology of cirrhosis is a continuum of
the hepatic fibrosis. An interesting point to remember
is that initially during the process of hepatic fibrosis,
increased fibrogenesis is being counterbalanced by fac-
tors negatively regulating ECM deposition (reviewed in
[267]). However, as chronic insult to the liver continues,
the process of fibrogenesis, observed as continued ac-
tivation of myofibroblasts derived from HSC and peri-
vascular fibroblasts, exceeds fibrinolysis. It remains a
conundrum to be able to successfully predict the risk
of developing cirrhosis in patients with same hepatic
pathology. The most promising advances that are being
reported include the identification of genetic poly-
morphisms that are able to predict the risk of progression
of hepatic fibrosis. Studies reporting single nucleotide
polymorphisms (SNPs) as predictors of progression of
fibrosis are beginning to trickle in [268,269]. Recently,
cytokine SNPs were identified in successfully predicting
disease progression [268]. Similarly SNPs in the DDX5
gene successfully predicted fibrosis progression in
Hepatitis C patients as well [269].

Understanding the molecular pathology of hepatic
fibrosis and cirrhosis also enables the possibility of pro-
phylactic and therapeutic intervention. To this end,
various steps of HSC activation are being investigated,
both preclinically and clinically. Broadly speaking,
such agents range from general anti-inflammatories
to selective biologicals and chemical inhibitors target-
ing signal transduction components that have been
discussed in the preceding sections to play a role in
HSC activation [244,267]. In addition, since oxidative
stress is implicated in HSC activation, use of antioxi-
dants is also under investigation. Additional drugs
being developed include agents regulating ECM depo-
sition, vasoactive modulators, cytokine antagonists,
and factors promoting hepatocyte survival and growth.

MOLECULAR BASIS OF HEPATIC

TUMORS

Primary liver tumors presenting as hepatic masses are
classified based broadly as benign or malignant. The
common benign tumors in the liver include heman-
giomas, focal nodular hyperplasia (FNH), and liver
cell adenoma or hepatic adenoma (HA). Malignant
tumors are usually classified based on the lineage of
transformed cells and various clinicopathological char-
acteristics. Broadly, the tumors originating from
hepatic progenitors or hepatoblasts are referred to as
hepatoblastoma (HB) and the tumors originating
from more mature hepatocytes are referred to as hepa-
tocellular cancer (HCC).

Benign Liver Tumors

Hemangioma

Cavernous hemangioma tops the list of the benign
tumors of the liver [270]. These lesions are usually less
than 5 cm and can range from 1–20 cm. These tumors
are most common in adult women although they can
affect any sex and any age. Most of these tumors occur
in the right lobe underneath the capsule and are usu-
ally well circumscribed, compressible, and with a
darker color. The patients are mostly asymptomatic
unless there is an associated complication such as
necrosis, thrombosis, infarction, or hemorrhage. The
tumor arises from the endothelial cells that line the
blood vessels within the liver and is thought to entail
ectasia rather than hypertrophic or hyperplastic
events. The tumor is composed of large vascular chan-
nels lined by endothelial cells and collagen lining and
separated by connective tissue septa. These endothelial
cells have been shown to possess immunocytochemical
properties of vascular rather than sinusoidal endothe-
lial cells [271]. A significant number of the larger
tumors are reported to taper into dilated vascular
spaces before transitioning to normal hepatic architec-
ture suggesting irregular borders rather than being
well circumscribed [272]. The tumors derive their
blood supply from the hepatic artery. The pathogene-
sis of this tumor is poorly understood. Because of its
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preponderance in adult females, and accelerated
growth of tumors observed in high estrogen states such
as puberty, pregnancy, and oral contraceptive use, a
hormonal mechanism has been suggested, although
the reports on the presence of estrogen receptors on
a subset of these tumors are conflicting [270,272].

Focal Nodular Hyperplasia

Focal nodular hyperplasia (FNH) are benign hepatic
tumors next only to hemangiomas in incidence. These
tumors occur at a higher frequency in females and
occur between the ages of 20 and 50 [273]. The tumor
is usually multinodular, composed of a few hepatocyte-
thick plates, and is thought to occur as a hyperplastic
response to either a pre-existing developmental arte-
rial malformation or to increased blood flow, thus
leading to cellular hyperplasia. There is well-known
association of FNH with vascular disorders such as
Rendu-Osler-Weber syndrome or hereditary telangiec-
tasia. The molecular basis of FNH remains largely
obscure. However, it is clear that FNH is polyclonal
in nature in a significant subset of cases with only a
minor subset composed of monoclonal tumor cells.
Recently, transcriptome analysis of FNH identified
activation of Wnt/b-catenin pathway without any muta-
tions in b-catenin gene [274]. While the significance of
these findings is unclear, especially since these tumors
are thought to be a result of vascular disturbances,
these observations might be a result of alternate
mechanisms of b-catenin activation such as growth fac-
tor-dependent activation [275,276]. Also, levels of
genes encoding for angiopoietin 1 and 2 are altered
in FNH, with levels of ANGPT1/ANGPT2 ratio being
greater in all FNH cases examined [277]. Thus, while
the exact molecular basis of FNH remains obscure,
aberrations in some pathways are becoming apparent,
and additional genetic and proteomic studies would
further assist in this endeavor. It should be mentioned
that there are no major complications associated with
this pathology, and malignant transformation is not
known to occur.

Hepatic Adenoma

Hepatic adenomas (HA) are benign liver tumors that
occur in greater frequency in females and are observed
as benign proliferation of hepatocytes in an otherwise
normal liver [273]. These monoclonal tumors have
been classically associated with the use of estrogen-
containing oral contraceptives or androgen-containing
steroid anabolic drugs. Such tumors are usually obs-
erved as solitary masses and are asymptomatic. Addi-
tionally, glycogen storage diseases, especially Type I
(von Gierke) and Type III, are also known risk factors
for the development of hepatic adenoma. However, in
these circumstances, HAs oftentimes occur as multiple
lesions with a greater propensity to undergo malignant
transformation. Macroscopically, HAs present as soli-
tary, yellowish masses due to lipid accumulation and
give a pseudo-encapsulated appearance because of
the compression of adjacent hepatic tissue and can

range from 0.5–15 cm in diameter. Some of the histo-
logical features include areas of fatty deposits and
hemorrhage, cord-like or plate-like arrangements of
larger hepatocytes containing excessive glycogen and
fat, sinusoidal dilatation (the result of the effects of
arterial pressure, as these tumors lack a portal venous
supply), absent bile ductules, and presence of few
and nonfunctioning Kupffer cells [278] (Figure 20.8).
The extensive hypervascularity and lack of a true cap-
sule make this tumor prone to hemorrhage. The
tumors can regress in size following discontinuation
of inciting factors such as oral contraceptives, while
at other times they continue to exhibit a stable or pro-
gressive disease. However, the risk of associated hem-
orrhage and neoplastic transformation is always
present. In view of these risks, surgical resection is
often recommended. However, performance of sur-
gery is influenced by the multiplicity or size of the
tumors and associated symptoms on one hand and sur-
gical risk to the patient on the other.

The molecular basis of the tumors is being increas-
ingly understood [273,279]. Significant subsets of
hepatic adenomas display inactivating mutations in
HNF1a or TCF1 gene. It should be noted that HNF1a-
knockout mice develop fatty liver and hepatocyte dys-
plasia supporting a clear role of this protein in lipid
metabolism [280,281]. Biallelic inactivating mutations
in TCF1 genes were identified in around 50% of HA.
The tumors in this scenario display marked steatosis
and excess glycogen accumulation. These observations
were explained by the role of HNF1a in regulating
liver fatty acid-binding protein (L-FABP), which plays
a role in fatty acid trafficking in hepatocytes, and glu-
cose-6-phosphate increase, respectively [282]. HA with
HNF1a inactivation display an extremely low risk of
malignant transformation. In another subset of HAs,
Wnt/b-catenin activation is observed secondary to
mutations in CTNNB1 gene that eventually effect the
degradation of b-catenin protein. These adenomas
can range from 15% to 46%, but the numbers might
be closer to the lower percentage when only CTNNB1
mutations as a mechanism of b-catenin activation are
taken into account [279,283]. These tumors show fre-
quent cytological abnormalities and pseudo-glandular
formation and have been shown to occur at abnormally
higher frequency in males. Most importantly, these HAs
have been shown to possess a higher propensity for
malignant transformation. There is also yet another
group of HAs that display acute phase inflammation,
histologically [273]. The true molecular basis of these
HAs remains unknown, but they are seen in patients
with high body mass index and excessive alcohol intake.
b-catenin activation has also been observed in some of
these HAs. Such tumors show sinusoidal dilatation,
inflammatory infiltrates, and vessel dystrophy.

Malignant Liver Tumors

Hepatoblastoma

Hepatoblastoma (HB) is a rare primary tumor of the
liver (incidence is 1 in 1,000,000 births), but is the
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most frequent liver tumor in children under the age of
3 years [284,285]. This tumor is classified based on cel-
lular composition and differentiation. The epithelial
group of tumors comprises fetal, embryonal, mixed
(embryonal and fetal), macrotrabecular, and small cell
undifferentiated subtypes (Figure 20.7). Mixed epithe-
lial-mesenchymal HBs, in addition to containing any of
the preceding epithelial cell types, also contain mesen-
chymal components such as myofibroblastic, chon-
droid, and osteoid tissues. In addition, teratomatous
HBs contain derivatives of all three germ layers. Most
HB are sporadic but have been reported as a compo-
nent of the Beckwith-Wiedemann syndrome (BWS),
where its incidence is higher than the general popula-
tion or in the familial adenomatous polyposis (FAP),
which occurs due to germline mutation in the adeno-
matous polyposis coli (APC) gene [286,287].

To discuss the genetic abnormalities in HB, we need
to refer to cytogenetic studies that have identified vari-
ous frequent chromosomal aberrations [288]. Most of
these involved chromosomes 2, 20, 1, and 8 and
included trisomies and unbalanced translocations.
Another important relevant finding is the lack of sig-
nificant similarity between the molecular cytogenetics
by comparative genomic hybridization of HB and
HCC [288]. HB typically displayed lower rate of chro-
mosomal imbalances with a small subset showing
none, versus HCCs showing multiple chromosomal
aberrations ranging from 5–16 per tumor. These stud-
ies have suggested tumor genes located in the specific
loci to be part of the pathogenetic process, but addi-
tional functional studies are lacking. However, by far

the most relevant molecular aberration in the HB is
anomalous activation of Wnt/b-catenin signaling, also
referred to as the canonical Wnt signaling pathway
[289]. As discussed previously in the section on liver
development, Wnt/b-catenin signaling plays an indis-
pensable role in normal liver development [290,291].
Sequence analysis of b-catenin gene (CTNNB1) has
revealed missense mutations or interstitial deletions
in a significant subset in up to 90% of HBs [292–
295]. In addition to mutations in CTNNB1, mutations
in AXIN and APC have also been reported in HBs, with
the latter being reported in familial cases [294,296].
These events lead to nuclear and/or cytoplasmic
accumulation of b-catenin in HB as identified by im-
munohistochemistry and coincide with upregulation
of several targets of the Wnt pathway, such as cyclin-
D1 (Figure 20.7). While immunohistochemistry for
b-catenin has been attempted to classifyHB for prognosis
as well as histological subtypes, a more mechanistic
insight will be necessary to dissect out the innocent from
the inciting b-catenin redistribution. Since b-catenin acti-
vation has been implicated in the pathogenesis of a
greater subset of HB, it is being discussed as a potential
therapeutic target demonstrating efficacy in preclinical
setup [297–300].

Hepatocellular Cancer

Hepatocellular cancer (HCC) is the most common pri-
mary tumor of the liver, accounting for 85% of all
primary malignant tumors. It is the fifth most common
malignancy worldwide and third most common cause
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Figure 20.7 Histology and immunohistochemistry for b-catenin in pediatric hepatoblastomas. (A) H&E displaying
embryonal pattern of hepatoblastoma. (B) H&E displaying small cell embryonal hepatoblastoma. (C) H&E displaying fetal
hepatoblastoma. (D) Nuclear and cytoplasmic localization of b-catenin in an embryonal hepatoblastoma. (E) Nuclear
localization of b-catenin along with some membranous staining in a fetal hepatoblastoma.
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of death related to cancers [119,301]. Common risk
factors of HCC include hepatitis, chronic alcohol
abuse, toxins such as aflatoxins, and nonalcoholic fatty
liver disease (NAFLD). This disease, which used to be a
common malignancy in underdeveloped or develop-
ing countries, is now on the rise in developed
countries [120,302]. The increasing incidence of
HCC in developed countries is attributed to increasing
incidence of hepatitis C and hepatitis B, as well as of
NAFLD. HCC afflicts three times more men than
women and overall incidence increases with age, espe-
cially in Western world, although trends are now
changing. In fact peak incidence of HCC in a recent
study was between the ages of 45 and 60 years [119].

Much of the HCC occurs in the background of cir-
rhosis. In fact most of the chronic liver insults eventu-
ally lead to cirrhosis. During this process, liver
function is ascertained by the presence of regenerating
nodules, which are a function of the regenerative
capacity of surviving hepatocytes [303]. However, some
of these nodules evolve into low-grade and high-grade
dysplastic nodules, which then lead to HCC [304].
Similarly, a minor subset of HAs proceeds to evolve
into HCC (Figure 20.8). Histologically, HCC may be
well differentiated to poorly differentiated, depending

on degree of nuclear atypia, anaplasia, and nucleolar
prominence, and the tumor cells usually arrange in a
trabecular pattern composed of uneven layers of hepa-
tocytes, with occasional mitosis (Figure 20.8). Thus,
overall, there is a progression of the preneoplastic
events into neoplasia, and clearly, understanding the
molecular basis of this evolution will have strong
clinical implications.

The possibility of a cancer stem cell origin of some
of the HCC is also being entertained. Cancer stem cells
are formed by mutations in the normal existing stem
cells or a progenitor cell within a tissue. It has also
been suggested that perfectly mature cells such as
hepatocytes can dedifferentiate into progenitor-like
cells and also be targets of mutations [305]. Dysplastic
lesions within liver have been shown to have preneo-
plastic precursors. In addition, a subset of HCCs
exhibit mixed hepatocholangiocarcinoma phenotype
that might represent bipotential stem cell origin of
these tumors [306]. In addition, some early HCCs have
been shown to harbor smaller proliferating oval cells
or stem cells. In fact, the pathways that are known to
regulate stem cell renewal such as the Wnt, Hedgehog,
and Notch have been shown to play a role in oval cell
activation as well as in a subset of HCCs [305].
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Figure 20.8 Histology of hepatic adenoma and HCC in mouse model of chemical carcinogenesis and HCC in
patients. (A) A hepatic adenoma (*) is evident on H&E in mice 6 months after diethylnitrosamine (DEN) injection. (B) HCC
(*) is evident in mouse liver 9 months after DEN injection. (C) H&E show abnormal trabecular pattern (arrowheads) in HCC
patient. (D) H&E showing fibrolamellar variant of HCC in a patient with lamellar fibrosis (arrowhead) pattern surrounding
large tumor cells (arrows).
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During the process of hepatocarcinogenesis, multi-
ple genetic alterations have been identified to impart
a proliferating and cell survival phenotype to the
tumor cells. Accumulations of these changes over time
are necessary for tumor initiation and progression.
While the precise nature of such genetic alterations
and chronology of such aberrations, whether stereo-
typic or heterogeneous from one patient to another,
are not known, several alterations ranging from point
mutations in individual genes to gain or loss of chro-
mosome arms have been reported [304]. Several
candidate genes include c-myc (8q), Cyclin-A2 (4q),
Cyclin-D1 (11q), Rb1 (13q), AXIN1 (16p), p53 (17p),
IGFR-II/M6PR (6q), p16 (9p), E-Cadherin (16q), SOCS
(16p) and PTEN (10q). The most frequently mutated
genes in HCC include p53, PIK3CA, and CTNNB1
(b-catenin gene). All these changes lead to loss of
tumor suppressor gene function, gain of oncogene
function, or activation of signal transduction pathways
that play critical roles in tumor biology, giving the cells
stemness, proliferative, and survival advantages, and
eventually, invasive and metastatic potential. Various
signaling pathways that become aberrantly active in
HCC include the Wnt/b-catenin, EGFR, TGFa,
VEGFR, IGF, and HGF/Met pathways [120,304]. Vari-
ous preclinical and clinical studies have shown some
advantages of targeting these pathways in HCC,
although several studies are preliminary at this stage.
Similarly, after any of the preceding factors (excluding
Wnt signaling) activate the receptor tyrosine kinases,
the signal is transduced via Ras/MAPK, PI3kinase, or
Jak/Stat pathways [120,304]. Success of Sorafenib in
HCC is attributable to identification of such molecular
aberrations in HCC [307,308].

Various agents that are implicated in HCC patho-
genesis have shown some preference for the pathways
they inflict. Aflatoxins are toxins from the fungi Asper-
gillus flavus and Aspergillus parasiticus, which infect
foods that are improperly stored in hot and humid
conditions and are particularly common in Asia and
Africa. Aflatoxins, once ingested, are metabolized by
cytochrome P450 to form an active metabolite, which
leads to DNA adduct formation that induces hepato-
cyte transformation [309]. One of the major down-
stream effects is mutation in a widely studied tumor
suppressor gene p53. Highest p53 somatic mutations
in fact are noted in HCCs that occur secondary to afla-
toxin exposure. Separate studies have shown up to
56% of HCCs due to aflatoxin exposure having p53
mutations [310]. In Western countries, the p53 muta-
tions are mostly observed in advanced stages of HCC,
suggesting loss of p53 to be a late event in hepatocarci-
nogenesis [304]. Additionally, it should be noted that,
other than aflatoxins, high rate of p53 mutations is
observed only in hemochromatosis-related HCC
[311]. The three leading causes of HCC in the West-
ern world (HCV, HBV, and alcoholic liver disease)
mostly employ common molecular and genetic path-
ways for tumorigenesis. These include the Rb1, p53,
and Wnt pathways. Especially HCC originating in
chronic alcoholic liver disease patients display fre-
quent alterations in Rb1 and p53, including loss of

Rb1 due to promoter methylation, p16 methylation,
and cyclin-D1 amplification [312]. p16 inhibits cyclin-
dependent kinases (cdk4/6), which repress G1 cell
cycle progression. This occurs secondary to dephos-
phorylation of retinoblastoma protein, which bind
sand inactivates E2F1. Although the mechanism
remains unclear, HCV patients demonstrate a high
rate of b-catenin gene mutations as well as b-catenin
stabilization [313,314]. The mutations typically occur
in the exon-3 of CTNNB1, which contains serine and
threonine sites necessary for GSK3b-mediated and
Casein kinase-mediated phosphorylation and eventual
proteosomal degradation of b-catenin by ubiquitina-
tion. Several known target genes of this pathway
such as glutamine synthetase, Cyclin-D1, fibronectin,
c-myc, p-450s, and others are upregulated in HCC and
might contribute to tumor cell phenotype in HCC.

Fibrolamellar HCC One of the uncommon variants of
HCC that deserves a mention is the fibrolamellar HCC
(FL-HCC). This usually occurs in younger patients
(5–35 years) and in a noncirrhotic hepatic background
[315]. The histology is characterized by lamellar pat-
tern of fibrosis surrounding larger tumor cells that con-
tain abundant granular cytoplasm and prominent
nucleoli (Figure 20.8). While initially thought to have
better prognosis, FL-HCC appears to be equally aggres-
sive with a 45% 5-year survival [316,317]. In fact the
improved prognosis appears to be due to absence of
cirrhosis in FL-HCC as compared to existing cirrhosis
in the conventional HCC cases. The molecular basis
of this variant of HCC remains largely obscure. Due to
rarity of these tumors, lesser studies are available that
have characterized molecular and genetic aberrations
in FL-HCC. One study has reported four frequent
alterations in FL-HCC than in other tumor types,
including gain of chromosome 4q and loss of chromo-
somes 9p, 16p, andXq [318]. Another CGH study iden-
tified gains of chromosome arm 1q in six out of seven
FL-HCCs [319]. This region, which is also preferen-
tially amplified in 58% of conventional HCCs, may
contain an essential proto-oncogene commonly impli-
cated in liver carcinogenesis. Recently, increased
EGFR protein expression has also been identified in
significant numbers of FL-HCC, and this increase
appeared to be secondary to gains of chromosome 7
[320]. Thus, EGFR antagonists and other receptor
tyrosine kinase inhibitors might have a useful role in
treatment of FL-HCC.
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ACUTE PANCREATITIS

Acute pancreatitis presents clinically as a sudden
inflammatory disorder of the pancreas, and is caused
by premature intracellular activation of pancreatic pro-
teases leading to (i) self-destruction of acinar cells and
(ii) autodigestion of the organ. Necrotic cell debris
resulting from this process produces a systemic inflam-
matory reaction, which may lead to multiorgan failure
in due course. The incidence of acute pancreatitis dif-
fers regionally from 20 to 120 cases per 100,000 popu-
lation. Acute pancreatitis varies considerably in severity
and can be categorized into two forms of the disease.
The majority of cases (85%) present with a mild form
of disease, classified as edematous pancreatitis, with
absent or only transient extrapancreatic organ failure.
In the remaining minority of cases (15%), pancreatitis
follows a severe course accompanied by sustained mul-
tiorgan failure. This latter form of pancreatitis is com-
monly referred to as severe or necrotizing pancreatitis.
Severe necrotizing pancreatitis is associated with high
mortality (10%–20%) andmay lead to long-term compli-
cations such as the formation of pancreatic pseudocysts
or impairment of exocrine and endocrine function of
the pancreatic gland.

In many patients (approximately 50%) the underly-
ing cause of acute pancreatitis is the migration of a
gallstone resulting in obstruction of the pancreatic
duct at the papilla of Vater. Development of acute pan-
creatitis is frequently triggered by alcohol abuse. In
25%–40% of acute pancreatitis patients, increased or
excess alcohol consumption is regarded as the cause of
the disease. Removal of the underlying disease-causing
agent results in complete regeneration of the pancreas
and preserved exocrine and endocrine function in the
majority of cases. Recurrent attacks of the disease can
result from chronic alcohol abuse, repeated gallstone
passage, genetic predispositions, sphincter dysfunction,
metabolic disorders, or pancreatic duct strictures. All of
these factors can contribute to the development of

chronic pancreatitis as well. In the remaining cases
(10%–20%), no apparent clinical cause or etiology of
the disease can be identified. These cases are referred
to as idiopathic pancreatitis. It became clear during
the last decade that previously unknown genetic factors
play a major role in these cases. The initial cellular
mechanism causing acute pancreatitis is probably inde-
pendent of the underlying etiology of the disease [1].

Early Events in Acute Pancreatitis
and the Role of Protease Activation

Acute pancreatitis is an inflammatory disorder whose
pathogenesis is not well understood. The pancreas is
known as the enzyme factory of the human organism,
producing and secreting large amounts of potentially
hazardous digestive enzymes, many of which are
synthesized as pro-enzymes known as zymogens. Under
physiological conditions the pancreatic digestive
enzymes are secreted in response to hormonal stimula-
tion [2]. Activation of the pro-enzymes (or zymogens)
requires hydrolytic cleavage of their activation peptide
by protease enzymes. After entering the small intes-
tine, the pancreatic zymogen trypsinogen is first
activated to trypsin by the intestinal protease enteroki-
nase (or enteropeptidase). Trypsin then proteolytically
processes other pancreatic enzymes to their active
forms. Under physiological conditions pancreatic pro-
teases remain inactive during synthesis, intracellular
transport, secretion from acinar cells, and transit
through the pancreatic duct. They are activated only
upon reaching the lumen and brush-border of the
small intestine (Figure 21.1).

More than a century ago, Hans Chiari proposed
that the underlying pathophysiological mechanism
for the development of pancreatitis was autodigestion
of the exocrine pancreatic tissue by proteolytic
enzymes [3]. Today, this theory is well accepted.
Nevertheless, this theory suggests that disease results
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from the premature intracellular activation of zymo-
gens and that this occurs in the absence of enteroki-
nase. Furthermore, this theory suggests that protease
inactivation takes place despite several physiological
defense mechanisms, including the synthesis of endog-
enous protease inhibitors and the storage of proteases
in a membrane-confined compartment of zymogen
granules.

Much of our current knowledge regarding the onset
of pancreatitis was not gained from studies involving
the human pancreas or patients with pancreatitis, but
from animal or isolated cell models [4]. There are
several reasons why these models have been used: (i)
the pancreas is a rather inaccessible organ because of
its anatomical location in the retroperitoneal space
(unlike in the colon or stomach, biopsies of human pan-
creas are difficult to obtain for ethical and medical
reasons), and (ii) patients who are admitted to the hos-
pital with acute pancreatitis have usually progressed
beyond the initial stages of the disease where the

triggering early events could have been studied. Particu-
larly, the autodigestive process that characterizes this
disease has remained a significant impediment for
investigations that address initiating pathophysiological
events. Therefore, the issue of premature protease acti-
vation has mostly been studied in animal models of the
disease and before randomized placebo-controlled
trials to evaluate antiproteolytic therapeutic concepts
in humans could be performed. Experimental models
are now irreplaceable tools in studying etiological fac-
tors, pathophysiology, new diagnostic tools, and treat-
ment options for acute pancreatitis [5].

Data from various animal models suggest that after
the initial insult a variety of pathophysiological factors
determine disease onset. These include (i) a block in
secretion, (ii) the co-localization of zymogens with
lysosomal enzymes, (iii) the activation of trypsinogen
and other zymogens, and (iv) acinar cell injury. In vitro
and in vivo studies have demonstrated the importance
of premature zymogen activation in the pathogenesis

Figure 21.1 Activation of pancreatic proteases under normal conditions and in disease. (A) The protease activation
cascade in the duodenum. Enterokinase activates trypsinogen by proteolytic cleavage of the trypsin activation peptide
(TAP), and autoactivation contributes to this process. Trypsin then activates other digestive pro-enzymes in a cascade-like
fashion. (B) Within acinar cells, premature activation of trypsinogen by cathepsin B is involved in the setting of the
proteolytic cascade. Intracellular trypsin may also activate other digestive pro-enzymes, in spite of presence of the trypsin
inhibitor SPINK-1 and the trypsin-degrading enzyme chymotrypsin C.

Part IV Molecular Pathology of Human Disease

422



of pancreatitis since the inception of the hypothesis by
Chiari [6]. The activation of trypsinogen and other pan-
creatic zymogens can be demonstrated in pancreatic
homogenates from experimental animals and this zymo-
gen activation appears to be an early event. Trypsin activ-
ity is detected as early as 10 minutes after supramaximal
stimulation with the cholecystokinin-analogue cerulein
in rats and increases over time. The activation of trypsin-
ogen requires the hydrolytic cleavage of a 7–10 amino
acids propeptide called trypsin activation peptide
(TAP) on the N-terminus of trypsinogen. Measuring an
increase of immunoactive TAP after cerulein-induced
pancreatitis in rats showed trypsinogen activation in the
secretory compartment of acinar cells [7]. Furthermore,
TAP was detected in serum and urine of patients with
pancreatitis [8], and the amount ofTAP appears to corre-
late with the severity of the disease [9]. Not only the activ-
ity of trypsin increases in the early phase in acute
experimental pancreatitis, but also elastase activity [10].
In addition to the activation peptide of trypsinogen
(TAP), the activation peptide of carboxypeptidase A1
(PCA1) can also be identified in serum at an early stage
of pancreatitis [11]. Premature activation of these pro-
enzymes leads to the development of necrosis and to
autodigestion of pancreatic tissues [12–20]. Recent stud-
ies defining the localization of early activation of pro-
enzymes suggest that these processes, which lead to
pancreatitis and pancreatic tissue necrosis, originate in
acinar cells (Figure 21.1) [6,21,22].

Additional evidence for the association between pre-
mature protease activation and severity of pancreatitis
resulted from experiments with serine-protease inhibi-
tors, where cell injury could be significantly reduced com-
pared to controls [23,24]. On the other hand, protease
inhibitors have a protective effect for the prevention of
acute pancreatitis only [25]. Therapeutic application
of protease inhibitors after the initial disease phase does
not result in a significant beneficial effect on survival or
severity of the disease [26].

In conclusion, premature intracellular activation of
zymogens to active proteases in the secretory compart-
ment of acinar cells results in acinar necrosis and con-
tributes to the onset of pancreatitis. As a direct result
of cellular injury, the acinar cells release chemokines
and cytokines which initiate the later events in pancre-
atitis, including recruitment of inflammatory cells into
the tissue. Trypsin seems to be the key enzyme in the
process of activating other digestive pro-enzymes pre-
maturely, and one of the crucial questions in under-
standing the pathophysiology of acute pancreatitis is
to identify the mechanism which prematurely activates
trypsinogen inside acinar cells. However, it must be
noted that the term trypsin, as defined by the cleavage
of specific synthetic or protein substrates, comprises a
group of enzymes whose individual role in the initial
activation cascade may differ considerably.

The Mechanism of Zymogen Activation

One hypothesis for the initiation of the premature
activation of trypsinogen suggests that during the early

stage of acute pancreatitis, pancreatic digestive zymo-
gens become co-localized with lysosomal hydrolases.
Recent data show that the lysosomal cysteine protein-
ase cathepsin B may play an important role for the acti-
vation of trypsinogen. Many years ago in vitro data
demonstrated activation of trypsinogen by cathepsin B
[27–29]. Most lysosomal hydrolases are synthesized as
inactive pro-enzymes, but in contrast to digestive zymo-
gens, they are activated by post-translational process-
ing in the cell. During protein sorting in the Golgi
system, lysosomal hydrolases are sorted into prelyso-
somes, whereas zymogens are packaged into condens-
ing vacuoles. The sorting of lysosomal hydrolases
depends on a mannose-6-phosphate-dependent path-
way [30], which leads to a separation of lysosomal
hydrolases from other secretory proteins and to the
formation of prelysosomal vacuoles. However, this sort-
ing is incomplete. Under physiological conditions, a
significant fraction of hydrolases enter the secretory
pathway [31–34]. It has been suggested that these
mis-sorted hydrolases play a role in the regulation of
zymogen secretion [35]. In acute pancreatitis the sepa-
ration of digestive zymogens and lysosomal hydrolases
is impaired. This leads to further co-localization of
lysosomal hydrolases and zymogens within cytoplasmic
vacuoles of acinar cells [36]. This co-localization has
also been shown in electron microscopy [37], as well
as in subcellular fractions isolated by density gradient
centrifugation [38]. The redistribution of cathepsin B
from the lysosome-enriched fraction was noted within
15minutes of the start of pancreatitis induction, and tryp-
sinogen activation was observed in parallel [39–41].
There are two main theories trying to explain the co-
localization of cysteine and serine proteases: (i) fusion
of lysosomes and zymogen granules [42] or (ii) incorrect
sorting of zymogens and hydrolases in the process of vac-
uole maturation [37]. Wortmannin, a phosphoinositide-
3-kinase inhibitor, prevents the intracellular mis-sorting
of hydrolases and zymogens, and subsequently prevents
trypsinogen activation to trypsin during acute pancreati-
tis [43].

Further experiments focused on cathepsin B as the
main enzyme driving the intracellular activation of
trypsinogen. Cathepsin B is the most abundant lyso-
somal hydrolase in acinar cells. Pretreatment of rat
pancreatic acini with E64d, a cell-permeable cathepsin
B inhibitor, leads to complete inhibition of cathepsin
B and completely abrogates trypsinogen activation
[44,45]. Final evidence that cathepsin B is involved in
activation of trypsinogen during cerulein-induced
experimental pancreatitis comes from experiments in
cathepsin B knockout mice. In these animals, after
induction of experimental pancreatitis, trypsin activity
was reduced to less than 20% compared to wild-type ani-
mals and the severity of the disease wasmarkedly amelio-
rated [46]. These data showed unequivocally the
importance of cathepsin B for the pathogenesis of acute
pancreatitis (Figure 21.1) [47].

The cathepsin B theory implies one further critical
point—that trypsinogen is expressed and stored in
the presence of different potent intrapancreatic tryp-
sin inhibitors. To activate trypsinogen, cathepsin B
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needs to override these defensive mechanisms to initi-
ate the premature intracellular activation cascade [18].
Recently, it has become clear that cathepsin B cannot
only activate cationic and anionic trypsinogen, but also
mesotrypsinogen [48]. Mesotrypsin, the third trypsin
isoform expressed in the human pancreas, is resistant
against trypsin inhibitors like SPINK-1 or soybean tryp-
sin inhibitor (SBTI) [49]. Moreover, mesotrypsin is able
to degrade trypsin inhibitors. Under physiological con-
ditions, mesotrypsin is activated in the duodenum by
enterokinase, where it degrades exogenous trypsin inhi-
bitors to ensure normal tryptic digestion. Mesotrypsin
rapidly inactivates trypsin inhibitors like SPINK-1 by pro-
teolytic cleavage in vitro [48,50]. Therefore, activation of
trypsins by cathepsins might not only trigger a proteoly-
tical cascade, but also involve the removal of trypsin inhi-
bitors such as SPINK-1 via the activation of mesotrypsin.

The role of cathepsin B in chronic pancreatitis was
recently addressed by an Indian group from Hydera-
bad. In 140 patients suffering from tropical pancreati-
tis, they found a significant difference between
patients and controls for the C76G polymorphism in
the CTSB gene [51]. Unfortunately, these data could
not be confirmed in a Caucasian cohort [52]. Thus,
the role of CTSB in human pancreatitis remains incon-
clusive. Taken together, these experimental observa-
tions represent compelling evidence that cathepsin B
can contribute to premature, intracellular zymogen
activation and the initiation of acute pancreatitis not
only through co-localization with trypsinogen, but also
through activation of mesotrypsin, rendering endoge-
nous pancreatic protease inhibitors inactive.

The Degradation of Active Trypsin

During the early phase of pancreatitis, trypsinogen and
other zymogens are rapidly activated, while later in the
disease course their activity declines to physiological
levels, suggesting degradation of the active enzymes.
This phenomenon has been termed autolysis or auto-
degradation. Since this process self-limits autoactivation
of trypsinogen, it is regarded as a safety mechanism to
counteract premature zymogen activation.

One theory to possibly explain how uncontrolled
trypsinogen activation can be antagonized is based on
the existence of a serine protease that is capable of
trypsin degradation. In 1988 Heinrich Rinderknecht
discovered an enzyme which rapidly degrades active
cationic and anionic trypsin and named this protease
enzyme Y [53]. Recent in vitro data suggest that the
autodegradation of trypsin is a very slow process and
that most of trypsin degradation is not mediated by
trypsin itself but by another enzyme. Chymotrypsin C
has the capability to proteolytically cleave cationic tryp-
sin at Leu81–Glu82 in the Ca2þ binding loop. This
leads to rapid autodegradation and catalytic inactiva-
tion of trypsin by additional cleavage at the Arg122–
Val123 [54]. Thus, chymotrypsin C has the capability
to induce trypsin-mediated trypsin autodegradation
during pancreatitis and is most likely identical with
the enzyme Y that Rinderknecht proposed in 1988.

However, chymotrypsin C has also the ability to induce
trypsin-mediated trypsinogen autoactivation by proteo-
lytic cleavage at the Phe18–Asp19 position of cationic
trypsinogen [55]. The balance between autoactivation
and autodegradation of cationic trypsin mediated by
chymotrypsin C is regulated via the Ca2þ concentra-
tion. In the presence of 1 mM Ca2þ, degradation of
trypsin is blocked and autoactivation of trypsinogen is
induced. Under physiological conditions in the duode-
num, high Ca2þ concentrations facilitate the activation
of trypsinogen to promote digestion. In the absence of
high Ca2þ concentrations, chymotrypsin C degrades
active trypsin and protects against premature activa-
tion of trypsin (Figure 21.2).

Calcium Signaling

The second messenger calcium plays an important
role in multiple different intracellular processes such
as metabolism, cellular secretion, cell differentiation,
and cell growth. Under physiological conditions, pan-
creatic acinar cells maintain a Ca2þ gradient across
the plasma membrane with low intracellular concen-
tration and high extracellular concentration of cal-
cium. In response to hormonal stimulation, Ca2þ is
released from intracellular stores to regulate signal-
secretion coupling. In pancreatic acinar cells, acetyl-
choline (ACh) and cholecystokinin (CCK) regulate
the secretion of digestive enzymes via the generation
of repetitive local cytosolic Ca2þ signals [56]. In
response to secretagogue stimulation with ACh or
CCK, Ca2þ is initially released from intracellular stores
near the apical pole of acinar cells [57]. This induces
the fusion of zymogen granules with the apical
plasma membrane [58], and activation of Ca2þ depen-
dent Cl- channels in the apical membrane [59]. The
pattern of intracellular calcium signal in response to
secretagogues stimulation is dependent on the neuro-
transmitter or hormone concentration. ACh at physio-
logical concentrations elicits repetitive Ca2þ spikes and
oscillation of Ca2þ concentrations, but these oscilla-
tions are restricted to the secretory pole of the cell.
High concentrations of cholecystokinin lead to short-
lasting spikes followed by longer Ca2þ transients that
spread to the entire cell. Each oscillation is associated
with a burst of exocytotic activity and the release of
zymogen into the duct lumen [60]. In contrast, supra-
maximal stimulation of acinar cells induces a
completely different pattern of Ca2þ signals. Instead
of oscillatory activity observed with physiological doses
of cholecystokinin, there is a much larger rise followed
by a sustained elevation associated to a block of
enzyme secretion and premature intracellular protease
activation [56,61,62]. Ca2þ is released from the endo-
plasmatic reticulum (ER) in response to stimulation.
The ER is located in the basolateral part of the acinar
cell with extensions in the apical part enriched with
zymogen granules. While the entire ER contains
Ca2þ, release of Ca2þ in response to cholecystokinin
or ACh occurs only at the apical pole due to the higher
density of Ca2þ release channels at the apical pole of
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the ER [63]. Two types of Ca2þ channels are expressed
in the ER of acinar cells, inositol-triphosphate-receptors
(IP3) and ryanodine receptors. Both of these channels
are required for apical Ca2þ peaks. ACh activates phos-
pholipase C (PLC) and initiates the Ca2þ release via
the intracellular messenger IP3 [64,65], whereas chole-
cystokinin does not activate PLC but increases the intra-
cellular concentration of nicotinic acid adenine
dinucleotide phosphate (NAADP) in a dose-dependent
manner [66]. The higher density of Ca2þ channels in
the apical part of the ER explains the initiation of Ca2þ

signals in the granule part of the cytoplasm. The apical,
zymogen granule-enriched part of the acinar cell is sur-
rounded by a barrier of mitochondria which absorb
released calcium and prevent higher Ca2þ concentra-
tions from expanding beyond the apical part of acinar
cells [67]. The spatially limited release of Ca2þ at the
apical pole also prevents an unregulated chain reaction
across gap junctions, which would affect neighboring
cells. Themitochondrial Ca2þ uptake leads to increased
metabolism and generation of ATP [68,69]. ATP is
required for the reuptake of Ca2þ in the ER via the sar-
coplasmatic endoplasmatic reticulum calcium ATPase
(SERCA), and for exocytosis across the apical mem-
brane [70]. Thus, Ca2þ homeostasis plays a crucial role
for maintaining signal-secretion coupling in pancreatic
acinar cells (Figure 21.3).

Elevated Ca2þ concentrations in the extracellular
compartment or within acinar cells is known to be a risk
factor for the development of acute pancreatitis [71–
74]. Disturbances in the Ca2þ homeostasis of pancreatic
acinar cells occur early in the secretagogue-induced
model of pancreatitis. An attenuation of Ca2þ elevation
in acinar cells results from exposure to the cytosolic
Ca2þ chelator BAPTA-AM, which also prevents zymogen
activation, proving that Ca2þ is essential for zymogen
activation. The sustained elevation that follows the

initial intracellular Ca2þ spike induced by supramaxi-
mal concentrations of cerulein is also attenuated in
the complete absence of intracellular calcium and
appears to depend on extracellular Ca2þ. In the absence
of extracellular Ca2þ, the activation of trypsinogen
induced by supramaximal doses of cerulein is also atte-
nuated, suggesting that the initial and transient rise in
Ca2þ caused by the release of calcium from the internal
stores is not sufficient to permit trypsinogen activation.
In contrast, interference with high calcium plateaus by
the natural Ca2þ antagonist magnesium or a Ca2þ chela-
tor in vivo abolishes trypsinogen activation as well as
pancreatitis [62,75–77].

Acute pancreatitis is characterized by the pathologic
activation of zymogens within pancreatic acinar cells.
The process requires a rise in cytosolic Ca2þ from
undefined intracellular stores. Zymogen activation is
thereby mediated by ryanodine receptor-regulated
Ca2þ release, and early zymogen activation takes place
in a supranuclear compartment that overlaps in distri-
bution with the ryanodine receptor. Furthermore,
in vivo inhibition of the ryanodine receptor results in
a loss of zymogen activation. Therefore, Ca2þ release
from the ryanodine receptor mediates zymogen activa-
tion but not enzyme secretion [78].

Recent reports have shown that metabolites of alco-
hol metabolism can have a pathological effect on acinar
cell Ca2þ homeostasis, suggesting a possible pathogenic
mechanism in alcoholic pancreatitis. Nonoxidative
metabolites like fatty acid ethyl esters (FAEE) and fatty
acids (FA) can cause Ca2þ-dependent acinar cell necro-
sis [79]. It was previously demonstrated that FAEEs are
generated in acinar cells incubated with clinically rele-
vant concentrations of ethanol [79]. FAEEs activate
the IP3 receptor after which Ca2þ is released from the
ER [80]. In contrast, FAs do not activate Ca2þ channels
but decrease ATP levels in the cytoplasm, which results

Figure 21.2 Chymotrypsin C has different functions in the processing of trypsin or trypsinogen. The major role in
pancreatitis is degrading active trypsin. This function is disturbed by mutations within the CTRC gene or by high levels of
Ca2þ. The activation of trypsinogen to trypsin can also be mediated by chymotrypsin C. Trypsin itself has the capability to
autoactivate or to self-degrade. The R122H mutation results in the decreased autolysis of active trypsin.
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in impaired Ca2þ reuptake into the ER. Subsequently,
increased intracellular Ca2þ levels contribute to prema-
ture zymogen activation.

Ca2þ not only is an important second messenger,
but has a direct effect on the activation, activity, and
degradation mechanisms of trypsin. Experiments with
purified human anionic and cationic trypsinogen in
the absence of Ca2þ show markedly reduced autoacti-
vation compared to high Ca2þ concentration [81].
Moreover, in cytoplasmic vacuoles developing upon
supramaximal cholecystokinin stimulation in acinar
cells, Ca2þ concentrations decreases rapidly to levels

which are much lower than optimal for trypsinogen
autoactivation [82]. This mechanism could represent
a protective mechanism of the endosomes to prevent
damage from premature trypsinogen activation.

CHRONIC AND HEREDITARY

PANCREATITIS

Chronic pancreatitis is clinically defined as recurrent
bouts of a sterile inflammatory disease characterized
by persistent and often progressive and irreversible

Figure 21.3 Calcium signaling in acinar cells. Intracellular Ca2þ homeostasis regulates the secretion of zymogens and
fluid. Acetylcholine (ACh) regulates via the second messenger inositol-3-phosphate the apical Ca2þ influx from intracellular
stores (ER). Choleocystekinin leads to the production of nicotinic acid adenine dinucleotide phosphate (NAADP), which
interacts with ryanodine receptor in the ER membrane and also regulates the apical Ca2þ influx. The plasma membrane
calcium ATPase (PMCA) or the sarcoplasmatic endoriticulum calcium ATPase (SERCA) regulates cytoplasmatic Ca2þ

decrease. A mitochondrial barrier inhibits a global Ca2þ increase by absorbing free Ca2þ from the apical zymogen-enriched
part of the acinar cell. Interferences in the calcium homeostasis lead to a global Ca2þ increase in the cytoplasm, which
results in premature activation of zymogens.
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morphological changes, typically causing pain and per-
manent impairment of pancreatic function. Chronic
pancreatitis histologically represents a transformation
of focal necrosis into perilobular and intralobular
fibrosis of the parenchyma, pancreatic duct obstruc-
tion by pancreatic stones and tissue calcification, and
the development of pseudocysts. In the course of the
disease, progressive loss of endocrine and exocrine
function can be monitored. It should be noted that
the clinical distinction between acute and chronic pan-
creatitis is becoming pathophysiologically ever more
blurred, and similar or identical onset mechanisms
may play a role. These mechanisms include premature
and intracellular activation of digestive proteases.
Much of our present knowledge about this process
has been generated since a genetic basis for pancreati-
tis was first reported in 1996. Hereditary pancreatitis
represents a genetic disorder associated with muta-
tions in the cationic trypsinogen gene and presents
with a disease penetrance of up to 80%. Patients with
hereditary pancreatitis suffer from recurrent episodes
of pancreatitis which do progress in the majority to
chronic pancreatitis. The disease usually begins in
early childhood, but onset can vary from infancy to
the sixth decade of life [83].

Mutations Within the PRSS1 Gene

Hereditary pancreatitis is associated with genetic muta-
tions in the cationic trypsinogen gene, suggesting that
mutations in a digestive protease (such as trypsin) can
cause the disease. Hereditary pancreatitis typically fol-
lows an autosomal dominant pattern of inheritance
with an 80% disease penetrance. The gene coding
for cationic trypsinogen (PRSS1) is approximately 3.6
kb in size, is located on chromosome 7, and contains
5 exons. The precursor of cationic trypsinogen is a
247 amino acid protein, the first 15 amino acids of
which represent the signal sequence; the next 8 amino
acids, the activation peptide; and the remaining 224
amino acids form the backbone and catalytic center
of the digestive enzyme. Presently, there are two
known mutations within the same codon in the PRSS1
gene: (i) His-122-trypsinogen shows increased autoacti-
vation, and (ii) Cys-122 trypsinogen has reduced activ-
ity. The first of these mutations was discovered in 1996,
exactly one century after Chiari proposed his theory
on autodigestion of the pancreas as a pathogenic
mechanism of pancreatitis. Whitcomb et al. reported
a mutation in exon 3 of the cationic trypsinogen gene
(PRSS1) on chromosome 7 (7q36) [84–86] that was
strongly associated with hereditary chronic pancreati-
tis. This single point mutation (CGC to CAC) causes
an arginine to histidine (R to H) substitution at posi-
tion 22 of the cationic trypsinogen gene (R122H).
The amino acid exchange is located in the hydrolysis
site of trypsin and can prevent the autodegradation
of active trypsin [87] (Figure 21.2). Once trypsin has
been activated intracellularly, the R122H mutation
interferes with the elimination of active trypsin by
autodegradation [88]. This conclusion was derived

from in vitro data using recombinant R122H mutated
trypsinogen. Using the same E. coli based system,
Sahin-Toth and coworkers showed that the R122H
mutation leads to an increase in trypsinogen autoacti-
vation [89]. Therefore, the R122H mutation repre-
sents a dual gain of function mutation which
facilitates intracellular trypsin activity and results in a
higher stability of R122H-trypsin [88,90]. The direct
pathogenic role of the R122H mutations for the devel-
opment of pancreatitis was confirmed by the group of
Bar-Sagi. These investigators generated a transgenic
mouse in which the expression of the murine PRSS1
mutant R122H (R122H_mPRSS1) was targeted to pan-
creatic acinar cells by fusion to the elastase promoter.
Pancreata from transgenic mice displayed early-onset
acinar cell injury and inflammatory cell infiltration.
With progressing age, the transgenic mice developed
areas of pancreatic fibrosis and displayed acinar cell
dedifferentiation [91,92]. Interestingly, no increased
trypsin activity was found in these animals under
experimental supramaximal stimulation.

Shortly after the identification of the R122H muta-
tion a second mutation was reported in kindreds with
hereditary pancreatitis. The R122C mutation is a single
amino acid exchange affecting the same codon as the
R122H mutation [93,94]. In contrast to the R122H
mutation, the R122C mutation causes a decreased
trypsinogen autoactivation, and biochemical studies
demonstrated a 60%–70% reduced activation in the
Cys-122 trypsinogen mutant induced by either entero-
kinase or cathepsin B activation. The amino acid
exchange of the R122C mutation leads to altered cyste-
ine-disulfide bonds and consequently a misfolded pro-
tein structure with reduced catalytic activity. In recent
years several other attempts have been made to eluci-
date the pathophysiological role of trypsinogen in the
onset of pancreatitis, but the issue is still a matter of
intense research [95].

Since the initial discovery, several other mutations
(24 to date) in the trypsinogen gene have been
reported, but the R122H mutation is still the most
common. In addition to the R122H mutation, five
other mutations in different regions of the PRSS1 gene
associated with hereditary pancreatitis have been bio-
chemically characterized: A16V [96], D22G [97],
K23R [98], E79K [99], and N29I [100]. It has been
suggested that these mutations may have different
structural effects on the activation and activity of
trypsinogen.

The nucleotide substitution from A-T in exon 2 of
the PRSS1 gene (AAC to ATC) in codon 29 of cationic
trypsinogen results in an asparagine to isoleucine
amino acid change (N29I). This amino acid substitu-
tion affects the protein structure of trypsinogen, and
seems to stabilize the enzyme [101]. The N29I muta-
tion does not affect the autoactivation of trypsinogen
but impairs enzyme degradation in vivo [102,103].
The N29I mutation causes a slightly milder course
of hereditary pancreatitis compared to the R122H
mutation, the onset of disease occurs somewhat later,
and the need for in-hospital treatment is lower
[83,104].
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The A16V mutation results in an amino acid
exchange from alanine to valine in the signal peptide
of trypsinogen. This mutation is rare [96] and in
contrast to R122H and N29I mutations, which are
burdened with an 80% penetrance for chronic pancre-
atitis, develops only in one out of seven carriers of
the A16V mutation. Two other mutations were found
in the signal peptide of cationic trypsinogen, D22G
and K23R. Both mutations result in an increase of
autoactivation of trypsinogen [105] but are resistant
to cathepsin B activation [106]. Furthermore, in
contrast to wild-type trypsinogen, expression of active
trypsin and mutated trypsinogens (D22G, K23R)
reduced cell viability of AR4–2J cells [107]. This
suggests that mutations in the activation peptide of
trypsinogen play an important role in premature
protease activation, but the biochemical mechanisms
remain unsolved.

The EUROPAC-1 study compared genotype to
phenotype characteristics of hereditary pancreatitis
patients. This study confirmed the importance of
PRSS1 mutations associated with chronic pancreatitis.
In a multilevel proportional hazard model employing
data obtained from the European Registry of Heredi-
tary Pancreatitis, 112 families in 14 countries (418
affected individuals) were collected [83]: 58 (52%)
families carried the R122H mutation, 24 (21%) carried
the N29I mutation, and 5 (4%) carried the A16V muta-
tion, while 2 families had rare mutations, and 21
(19%) had no known PRSS1 mutation. The median
time to the start of symptoms for the R122H mutation
is 10 years of age (8 to 12 years of age, 95% confidence
interval), 14 years of age for the N29I mutation (11 to
18 years of age, 95% confidence interval), and 14.5
years of age for mutation negative patients (10 to 21
years of age, 95% confidence interval; P ¼ 0.032). The

cumulative risk at 50 years of age for exocrine pancreas
failure was 37.2% (28.5%–45.8%, 95% confidence
interval), 47.6% for endocrine failure (37.1%–58.1%,
95% confidence interval), and 17.5% for pancreatic
resection for pain (12.2%–22.7%, 95% confidence
interval). Time to resection was significantly reduced
for females (P < 0.001) and those with the N29I muta-
tion (P ¼ 0.014). Pancreatic cancer was diagnosed in
26 (6%) of 418 affected patients (Table 21.1).

The remaining Prss1 mutations are very rare and are
for the most part detected only in a single family or a
single patient. Mutations like P36R, K92N, or G83E
were each found in only one patient with idiopathic
chronic pancreatitis [108]. The biochemical conse-
quences of these mutations do not result in increased
stability or autoactivation of trypsinogen compared to
the R122H or N29I mutations [109]. This observation
causes difficulties explaining the underlying patho-
genic mechanism for these rare mutations.

Mutations Within the PRSS2 Gene

The fact that mutations in the PRSS1 gene encoding for
cationic trypsinogen are associated with hereditary pan-
creatitis could suggest that genetic alterations of the
anionic trypsinogen gene (PRSS2) could also be asso-
ciated with chronic pancreatitis. The E79K mutation
(related to a G to A mutation at codon 237) reduces
autoactivation of cationic trypsinogen by 80%–90%
but leads to a 2-fold increase in the activation of anionic
trypsinogen, suggesting a potential role of PRSS2 [99].
A direct link between the development of chronic pan-
creatitis and mutations in the PRSS2 gene was not estab-
lished until 2006 [110]. Genetic analysis of the PRSS2
gene in 2466 chronic pancreatitis patients and 6459
healthy individuals revealed an increased rate of a rare

Table 21.1 Most Common Mutations Associated with Pancreatitis

Gene Mutation Comments Frequency

PRSS1 R122H increased autoactivation and decreased autolysis of
cationic trypsin

most common mutation
(>500)

R122C decreased autoactivation of trypsinogen, decreased
autolysis of trypsin also decreased trypsin activity

5 affected carriers

N29I increased autoactivation of trypsinogen second most common
mutation (>160)

A16V increased autoactivation of trypsinogen 25 affected carriers
D22G increased autoactivation of trypsinogen rare, 2 carriers
K23R increased autoactivation of trypsinogen rare, 2 carriers
E79K increased activation of anionic trypsinogen decreased

autoactivation of trypsinogen
8 affected carriers

SPINK1 N34S no functional defect reported
R65Q 60% loss of protein expression
G48E nearly complete loss of protein expression
D50E nearly complete loss of protein expression
Y54H nearly complete loss of protein expression
R67C nearly complete loss of protein expression
L14P and L14R rapid intracellular degradation of SPINK1

CTRC R254W decreased activity of chymotrypsin C
K247_R254del loss of function of chymotrypsin C
A37T decreased trypsin degradation of chymotrypsin C

CFTR various >1000 decreased fluid secretion from acinar cells
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mutation in the anionic trypsinogen gene in control
subjects. A variant of codon 191 (G191R) was present
in 220/6459 (3.4%) control subjects, but in only 32/
2466 (1.3%) affected individuals [111]. Biochemical
analysis of the recombinantly expressed G191R protein
showed a complete loss of tryptic function after entero-
kinase or trypsin activation, as well as a rapid autolytic
proteolysis of the mutant. This was the first report of a
loss of trypsin function (in PRSS2) that has a protective
effect on the onset of pancreatitis.

Mutations in the Chymotrypsin C Gene

Because trypsin degradation is thought to represent a
protective mechanism against pancreatitis, Sahin-Toth
and coworkers hypothesized that loss-of-function var-
iants in trypsin-degrading enzymes would increase the
risk of pancreatitis. Since they knew that chymotrypsin
can degrade all human trypsins and trypsinogen iso-
forms with high specificity, they sequenced the chymo-
trypsin C gene (CTRC) in a German cohort suffering
from idiopathic and hereditary pancreatitis. They
detected two variants in the CTRC gene in association
with hereditary and idiopathic chronic pancreatitis.
Mutation of codon 760 (C to T) resulted in an
R254W variant form of the protein that occurred with
a frequency of 2.1% (19/901) in affected individuals
compared to 0.6% (18/2804) in healthy controls. In
addition, a deletion mutation (c738_761del24) result-
ing in a K247–R254del variant protein was found in
1.2% of affected individuals compared to 0.1% in con-
trols [112]. In a confirmative cohort of different eth-
nic background, the authors detected a third
mutation in affected patients with a frequency of
5.6% (4/71) compared to 0% (0/84) in control indivi-
duals. This mutation leads to an amino acid exchange
at the position 73 (A73T) resulting from a G to A
mutation at codon 217. The assumed pathogenic
mechanism of CTRC mutations is based on lowered
enzyme activity in the R254W variant and a total loss
of function in the deletion mutation (K247–R254del)
and the A73T variant (Figure 21.2). Thus, chymotryp-
sin C is an enzyme that can counteract the disease-
causing effect of trypsin, and loss of function muta-
tions impair its protective role in pancreatitis by letting
prematurely activated trypsin escape its degradation.

Mutations in Serine Protease Inhibitor
Kazal-Type 1

Shortly after the identification of mutations in the
trypsinogen gene in hereditary pancreatitis, another
important observation was made by Witt et al. [113].
This group found that mutations in the SPINK-1 gene
(the pancreatic secretory trypsin inhibitor or PSTI,
OMIM 167790) can be associated with idiopathic
chronic pancreatitis in children. SPINK-1 mutations
can be frequently detected in cohorts of patients who
do not have a family history but also have none of
the classical risk factors for chronic pancreatitis

[114,115]. The most common mutation is found in
exon 2 of the SPINK-1 gene (AAT to AGT), which
leads to an asparagine to serine amino acid change
(N34S) [114]. Homozygote and heterozygote N34S
mutations were detected in 10%–20% of patients with
pancreatitis compared to 1%–2% of healthy controls,
suggesting that SPINK-1 is a disease-modifying factor
[116–118]. Tropical pancreatitis is a common form of
pancreatitis in Africa and Asia. This form of pancre-
atitis is characterized by abdominal pain, intraductal
pancreatic calculi, and diabetes mellitus in young non-
alcoholic patients. Tropical pancreatitis is associated
with an even higher frequency of N34S mutations in
the SPINK-1 gene, representing up to 30% of affected
individuals [119]. Structural modeling of SPINK-1 pre-
dicted that the N34S region near the lysine41 residue
functions as the trypsin-binding pocket of SPINK-1
[120] and that the N34S mutation changes the struc-
ture of the trypsin-binding pocket of SPINK-1, result-
ing in decreased inhibitory capacity of SPINK-1. In
contrast to the computer-modeled prediction, in vitro
experiments using recombinant N34S SPINK-1 and
wild-type SPINK-1 demonstrated identical trypsin
inhibitory activities [116]. To study the role of
SPINK-1 in vivo, experimenters generated a knockout
mouse mode. The murine SPINK-3 is the functional
homolog to human SPINK-1. SPINK-3-deficient mice
show a perturbed embryonic development of the pan-
creas and die within 2 weeks after birth [121]. No
increase in trypsin activity was observed in SPINK3-/-
mice. This suggests that other yet unknown disease fac-
tors are involved in the antiprotease/protease balance,
contributing to the disease phenotype, or that trypsin-
SPINK-1 interactions differ between murine and
human isoforms. Nevertheless, targeted expression of
PSTI in pancreas of transgenic mice increased endoge-
nous trypsin inhibitor capacity by 190% (P < 0.01) com-
pared to control mice. Cerulein administration to
transgenic PSTI mice produced significantly reduced
histologic severity of pancreatitis. There was no diff-
erence in trypsinogen activation between cerulein-
treated transgenic and wild-type mice. However, tryp-
sin activity was significantly lower in transgenic mice
receiving cerulein compared with nontransgenic mice
[122]. Recently, two novel SPINK-1 variants affecting
the secretory signal peptide have been reported. Seven
missense mutations occurring within the mature pep-
tide of PSTI associated with chronic pancreatitis were
analyzed for their expression levels. The N34S and
the P55S mutation neither results in a change of PSTI
activity nor in a change of expression. The R65Q muta-
tion involves substitution of a positively charged amino
acid by a noncharged amino acid, causing �60%
reduction of protein expression. G48E, D50E, Y54H,
and R67C mutations, all of which occur in strictly con-
served amino acid residues, cause nearly complete loss
of PSTI expression. As the authors had excluded the
possibility that the reduced protein expression may
have resulted from reduced transcription of unstable
mRNA, they concluded that these missense mutations
probably cause intracellular retention of their respec-
tive mutant proteins [123]. In addition, two novel
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mutants have been described recently. A disease asso-
ciated codon 41 T to G alteration was found in two
European families with an autosomal dominant inher-
itance pattern, whereas a codon 36 G to C variant was
identified as a frequent alteration in subjects of Afri-
can descent. L14R and L14P mutations resulted in
rapid intracellular degradation of the protein and
thereby abolished SPINK-1 secretion, whereas the
L12F variant showed no such effect [124]. The discov-
ery of SPINK-1 mutations in humans provides addi-
tional support for a role of active trypsin in the
development of pancreatitis. SPINK-1 is believed to
form the first line of defense in inhibiting prematurely
activated trypsinogen in the pancreas.

CFTR Mutations: A New Cause of
Chronic Pancreatitis

Cystic fibrosis is an autosomal-recessive disorder with an
estimated incidence of 1 in 2500 individuals and is char-
acterized by pancreatic exocrine insufficiency and
chronic pulmonary disease. The extent of pancreatic
involvement varies between a complete loss of exocrine
and endocrine function, to nearly unimpaired pancre-
atic function. In 1996, Ravnik-Glavac et al. were the first
to report mutations in the cystic fibrosis gene in patients
with hereditary chronic pancreatitis [125]. Analysis of
larger cohorts revealed recurrent episodes of pancreatitis
in 1%–2% of patients with cystic fibrosis and normal exo-
crine function, and rarely in patients with exocrine insuf-
ficiency as well. Compared to an unaffected population,
17%–26% of patients who suffer from idiopathic pancre-
atitis carry mutations in CFTR. Chronic pancreatitis now
represents, in addition to chronic lung disease and infer-
tility due to vas deferens aplasia, a third disease entity
associated with mutations in the CFTR gene. It is impor-
tant to note that pancreatic exocrine insufficiency in
patients with cystic fibrosis is a different disease entity
and not to be confused with chronic pancreatitis in the
presence of CFTR mutations [126–130]. CFTR is a chlo-
ride channel, regulated by 30,50-cAMP and phosphoryla-
tion [131,132] and is essential for the control of
epithelial ion transport. The level of executable protein
function determines the type and the severity of the dis-
easephenotype.CFTRknockoutmice showamore severe
form of experimental pancreatitis induced by supramax-
imal cerulein stimulation compared with wild-type ani-
mals. The underlying hypothesis of the CFTR-related
pancreatic injury is a disrupted fluid secretion, which
leads to impaired secretion of pancreatic digestive
enzymes in response to stimulation [133]. Today more
than 1000 mutations within the CFTR gene are known,
and several of them have been reported in direct associa-
tion with chronic pancreatitis [126,127]. For healthy sub-
jects who are heterozygous carriers of CFTR mutations,
the risk of developing pancreatitis is about 2-fold [134].

SUMMARY

Recent advances in cell biological and molecular
techniques have permitted investigators to address

the intracellular pathophysiology and genetics under-
lying pancreatic diseases in a much more direct man-
ner than was previously considered possible. Studies
that have employed these techniques have changed
our knowledge about the disease onset. Pancreatitis
has long been considered an autodigestive disorder
in which the pancreas is destroyed by its own digestive
proteases. Under physiological conditions, pancreatic
proteases are synthesized as inactive precursor zymo-
gens and stored by acinar cells in zymogen granules.
Independent of the pathological stimulus that trig-
gers the disease, the pathophysiological events that
eventually lead to tissue destruction begin within the
acinar cells and involve premature intracellular acti-
vation of proteases. Cell injury subsequently induces
a systemic inflammatory response. Much of our pres-
ent understanding of the underlying pathogenic
mechanism comes from genetic studies, which sup-
port a crucial role of trypsinogen activation. Different
mutations within the PRSS1 gene (like the R122H
mutation), in genes coding for endogenous inhibi-
tors of active trypsin (such as SPINK-1), or in trypsin-
degrading enzymes (such as CTRC), have all been
found in association with different varieties of pancre-
atitis. Nevertheless, the molecular mechanisms that
regulate the balance between proteases and antipro-
teases, as well as the role of individual digestive
enzymes in the proteolytic cascades that precede cell
injury, still need to be defined by further experimen-
tal studies.
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INTRODUCTION

In the practice of medicine, it has long been recog-
nized that endocrine disorders were caused by too
much or too little hormone. However, the etiology of
the hormonal excess or deficiency was not known.
The advent of molecular biology has made it possible
to elucidate many of the steps involved in hormone
synthesis, hormone function, and target response, fur-
thering our understanding of some of the causes of
endocrine disorders. The endocrine system is
extremely complex and affects all human activities.
This chapter will limit its attention to several well-
established hormonal systems. There are a large num-
ber of genes whose mutations are now known to be
the cause of or be associated with endocrine disorders,
and we will direct our attention to the more common
ones. A number of books and reviews devoted to the
molecular genetics of endocrine disorders have been
published in recent years [1–21]. Our discussion will
build on this literature.

THE PITUITARY GLAND

The pituitary gland is located at the base of the brain.
Despite its small size, it is one of the most important
organs of the body. The pituitary gland functions as a
relay between the hypothalamus and target organs by
producing, storing, and releasing hormones that affect
different target organs in the regulation of basic physio-
logical functions (such as growth, stress response, repro-
duction, metabolism, and lactation). Anatomically, the
pituitary gland is composed of two compartments. The
anterior pituitary, the largest part of the gland, is com-
posedof distinct types of hormone-secreting cells: growth
hormone (GH)by the somatotrophs, thyroid-stimulating
hormone (TSH) by the thyrotrophs, adrenocorticotro-
phin (ACTH) by the corticotrophs, follicle-stimulating

hormone (FSH) and luteinizing hormone (LH) by the
gonadotrophs, prolactin (PR) by the lactotrophs, and
melanocyte-stimulating hormone (MSH) by the melano-
trophs. The posterior pituitary stores and releases hor-
mones (such as antidiuretic hormone and oxytocin)
produced by the hypothalamus.

The ontogenesis of the anterior pituitary gland
begins during early embryonic development. In
humans, it can be identified by the third week of preg-
nancy [22–24]. The nascent pituitary (Rathke’s pouch)
is formed under the influence ofmorphogenetic factors
and signaling molecules expressed in the adjacent ven-
tral diencephalon. The expression of early homeodo-
main transcription factors triggers the expansion of
Rathke’s pouch by promoting cell proliferation. As
Rathke’s pouch expands, a signaling gradient is formed
that leads to the activation of specific transcription fac-
tors for the terminal differentiation of endocrine cells.
The function of the pituitary gland is regulated by the
hypothalamus. Secretion of anterior pituitary hormones
(except prolactin) is stimulated or suppressed by spe-
cific hypothalamic releasing or inhibiting factors,
respectively. The release of these factors is regulated by
feedback mechanisms from hormones produced by
the target organs as exemplified by the hypothalamus-
pituitary-thyroid axis shown in Figure 22.1. The same
feedback mechanism also acts on the pituitary to fine-
tune the production of pituitary hormones. At the
molecular level, secretion of a specific pituitary hor-
mone is triggered by binding of the respective hypotha-
lamic releasing hormone to the corresponding
membrane receptors on specific hormone-producing
cells in the anterior pituitary. The pituitary hormone
is released into the bloodstream, and its binding to
the cell surface receptors in target organs triggers hor-
mone secretion to carry out the relevant physiological
functions. Therefore, malformation of the pituitary
gland can be caused directly by intrinsic deficits of the
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gland or indirectly by disturbance in any part of the
hypothalamic-pituitary-target organ axis.

Pituitary disorders are caused by either hyposecre-
tion (hypopituitarism) or hypersecretion. Hypopituita-
rism is the deficiency of a single or multiple pituitary
hormones. Target organs usually become atrophic and
function abnormally due to the loss of their stimulating
factors from the pituitary. Hypopituitarism can be
acquired by physical means, including traumatic brain
injury, tumors that destroy the pituitary or physically
interfere with hormone secretion, vascular lesions, and
radiation therapy to the head or neck. In contrast, con-
genital hypopituitarism is caused mainly by abnormal
pituitary development. Mutations in genes encoding
transcription factors controlling Rathke’s pouch forma-
tion, cellular proliferation, and differentiation of cell
lineages have been identified. These mutants generally
result in combined pituitary hormone deficiency
(CPHD), which is characterized by pituitary malforma-
tion and a concomitant or sequential loss of multiple
anterior pituitary hormones. Isolated pituitary hor-
mone deficiency (IPHD) is caused by mutations in tran-
scription factors controlling the differentiation of a
particular anterior pituitary cell line, or mutations
affecting the expression or function of individual hor-
mones or their receptors. Pituitary hypersecretion disor-
ders are usually caused by ACTH (Cushing’s syndrome)
and GH (gigantism or acromegaly).

Combined Pituitary Hormone Deficiency

A number of genes have been shown to cause CPHD.
Among these are the homeobox expressed in ES cells
1 (HESX1), LIM homeobox protein 3 and 4 (LHX3/
LHX4), prophet of pit-1 (PROP1), POU domain class1,
transcription factor 1 (POU1f1), and zinc finger pro-
tein Gli2 (GLI2).

Homeobox Expressed in ES Cells 1

HESX1 is a paired-like homeobox transcriptional repres-
sor essential to the early determination and differentia-
tion of the pituitary. It is one of the earliest markers of
the pituitary primordium.HESX1 is localized on chromo-
some 3p14.3. Both autosomal recessive and autosomal
dominant inheritance have been suggested in HESX1
deficiency. Mutations inHESX1 are associated with famil-
ial cases of septo-optic dysplasia, which is characterizedby
variable combinations of pituitary abnormalities, midline
forebrain defects, and optic nerve hypoplasia. They are
also associated with CPHD and IPHD.

Thirteen mutations of HESX1 have been reported.
Five mutations are found in homozygous individuals,
including mutations resulting in p.I26T and p.R160C,
and an insertional mutation at nucleotide 385
(c.385_386ins315bp), a deletionmutation at nucleotide
449 (c.449_450delAC), and IVS2þ2T>C. Eight muta-
tions are found in heterozygotes, including p.Q6H,
p.Q117P, p.E149K, p.S170L, p.K176T, p.T181A,
g.1684delG, and an insertion at nucleotide 306
(c.306_307insAG). Heterozygotes mostly demonstrate
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Figure 22.1 The hypothalamus-pituitary-thyroid axis.
Hypothalamic thyrotropin-releasing hormone (TRH) stimulates
pituitary thyroid-stimulating hormone (TSH) secretion. TSH
binds to TSH receptors (TSHR) in the thyroid gland (target
organ) to trigger thyroid hormone (T3 and T4) secretion.
Thyroid hormones are released into bloodstream and elicit
their physiological functions in peripheral cells through
receptor-mediated mechanism. Meanwhile, thyroid hormones
inhibit further hypothalamic TRH and pituitary TSH secretion
through negative feedback. A steady circulating level
of thyroid hormones is thus achieved. The example
shown reflects the principal mode of regulation of the
hypothalamus-pituitary-target organ axis. + indicates
stimulation, ‘ indicates inhibition. NIS: sodium iodide
symporter; TPO: thyroid peroxidase; TG: thyroglobulin; MIT:
mono-iodotyrosyl; DIT: di-iodotyrosyl.
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incomplete penetrance and milder phenotypes com-
pared to homozygotes [23–26]. The mutated proteins
display diminished DNA binding capacity or impaired
recruitment of co-repressor molecules. In two cases
(g.1684delG and p.E149K), the ability of HESX1
mutants to interact with PROP1 (an opposing transcrip-
tion factor to HESX1) is altered. The change in balance
between HESX1 on PROP1 is believed to disrupt the
normal timing of PROP1-dependent pituitary program,
which consequently leads to hypopituitarism.

LIM Homeobox Protein 3 and 4

LHX3 and LHX4 are LIM-homeodomain transcription
factors important to early pituitary development and
maintenance of mature anterior pituitary cells. LHX3
gene is located on chromosome 9q34.3, and LHX4 is
located on 1q25.2. Nine mutations of LHX3, including
missense mutation, nonsense mutation, small deletion
with frameshift, and partial and complete gene dele-
tion, have been identified [27–29]. Inheritance of
LHX3 deficiency syndrome follows an autosomal reces-
sive pattern. Accordingly, all individuals with these
mutations are homozygous and have CPHD, but inmost
cases display normal ACTH levels. A hypoplastic
pituitary is commonly observed.Anenlargedanteriorpitu-
itary or microadenoma may be found in some patients.
Except for gene deletion, the described mutations cause
a change in amino acid residues or removal of the LIM
domains and/or homeodomains. When translated, the
mutant proteins display compromised DNA binding
ability and variable loss of gene transactivation capacity.

Six heterozygous mutations have been reported in
LHX4. The inheritance pattern of LHX4 deficiency
syndrome is autosomal dominant. The first identified
mutation is derived from a familial case with complex
disease phenotype including CPHD associated with a
hypoplastic pituitary. The patients display an intronic
G!C transversion at the splice-acceptor site preceding
exon 5 [30], which abolishes normal LHX4 splicing
and potentially generates two LHX4 mutant proteins
that possess altered DNA binding capacity. The other
five mutations are all located in the coding region
[31–33]. All mutations are associated with CPHD
and/or IPHD, and affected patients show anterior
pituitary hypoplasia. The LHX4 mutant proteins show
reduced or complete loss of DNA binding and transac-
tivation properties on target gene promoters.

Prophet of Pit-1

PROP1 is a paired-like transcription factor restricted to
the developing anterior pituitary. PROP1 is required
for the determination of somatotrophs, lactotrophs,
and thyrotrophs, and differentiation of gonadotrophs.
As reflected by its name, PROP1 expression precedes
and is required for PIT-1 (now called POU1F1) expres-
sion. In humans, PROP1 mutations are the leading
causes of CPHD, accounting for 30%–50% of familial
cases. Nevertheless, the presentation of deficiencies
(disease onset and severity) is variable. Some patients
also display evolving ACTH/cortisol deficiency. The

majority of patients have a hypoplastic or normal ante-
rior pituitary. However, a hyperplastic pituitary with
subsequent involution has also been reported.

PROP1 is located on chromosome 5q35.3. Seventeen
mutations of PROP1 have been reported, including 6
missense mutations, 6 nonsense mutations, 4 inser-
tion/deletion frameshift mutations, 1 splicing muta-
tion, and 1 complete gene deletion [23,34–40]. Most
mutations were found in homozygous and compound
heterozygous patients. However, three of themutations,
namely IVS2–2A>T, c.301_302delAG, and p.R120C, are
identified in heterozygotes even though the inheritance
of the disorder caused by PROP1 mutation follows an
autosomal recessive mode. Among these mutations,
the c.301_302delAG (also known as c.296_297delGA)
deletion, which leads to p.S109X, is the most frequently
encountered mutation. The single point (IVS2–2A>T)
mutation represents the first case of PROP1 mutation
that resides outside the coding region. With the excep-
tion of p.W194X mutation, all PROP1 mutations affect
the DNA-binding homeodomain, which lead to a
reduced or abolished DNA binding and/or gene trans-
activation activity of the transcription factor.

POU Domain, Class 1, Transcription Factor 1

POU1F1, also known as PIT-1, encodes a POU domain
protein essential to the terminal differentiation and
expansion of somatotrophs, lactotrophs, and thyro-
trophs. It functions as a transcription factor that regulates
the transcription of itself and other pituitary hormones
and their receptors, including GH, PRL, TSH beta sub-
unit (TSHb), TSH receptor (TSHR), and growth hor-
mone releasing hormone receptor (GHRHR).

POU1F1 is localized on chromosome 3p11. Mutations
of POU1F1 have been shown to be responsible for GH,
PRL, and TSH deficiencies. The inheritance and presen-
tation of deficiencies are variable. Both autosomal reces-
sive and autosomal dominant inheritance have been
suggested, and both normal and hypoplastic anterior
pituitaries have been observed. Twenty-four mutations,
including 14 missense mutations, 5 nonsense mutations,
3 insertion/deletion frameshift mutations, 1 splicing
mutation, and 1 gene deletion have been found inhomo-
zygous or compound heterozygous patients, while 6
distinct mutations (p.P14L, p.P24L, p.K145X, p.Q167K,
p.K216E, p.R271W) were found in heterozygotes
[3,23,41–44]. Compound heterozygous patients appear
to have a more severe disease phenotype. The POU1F1
mutations are mainly found in the POU-specific and
POU-homeodomains, which are important interfaces
for high-affinity DNA binding on GH and PRL genes
and protein-protein interaction with other transcription
factors. Consequently, DNA-binding and/or gene trans-
activation capacity is impaired. In some cases the mutant
proteins act as dominant inhibitors of gene transcription.

Zinc Finger Protein Gli2

GLI family of transcription factors is implicated as the
mediators of Sonic hedgehog (Shh) signals in verte-
brates. In humans, Shh signaling is associated with
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the forebrain defect holoprosencephaly. GLI2 gene is
localized on chromosome 2q14. GLI2 deficiency phe-
notype follows an autosomal dominant inheritance
pattern. Four heterozygous mutations (c.2274del1,
p.W113X, p.R168X, and IVS5þ1G>A) were identified
in 7 of 390 holoprosencephaly patients who also dis-
played malformed anterior pituitary and pan-hypopitu-
itarism [45]. All mutations were shown or predicted to
lead to premature termination of GLI2 protein.

Growth Hormone

GH1 is a 191 amino acid (�22 kDa) single-chain poly-
peptide hormone synthesized and secreted by somato-
trophs in the anterior pituitary. It is the major player
in many physiological processes related to growth
and metabolism. For instance, GH1 displays lacto-
genic, diabetogenic, lipolytic, and protein anabolic
effects, and promotes salt and water retention. Thus,
its action affects multiple organs. GH1 is considered
to affect some tissues directly, but its major effect is
mediated by insulin-like growth factor 1 (IGF1). IGF1
is generated predominantly in the liver, and acts
through its own receptors to stimulate cell prolifera-
tion and maturation in cartilage, bone, muscle, and
other tissues.

GH deficiency leads to growth retardation in chil-
dren and GH insufficiency in adults. The incidence
of growth hormone deficiency (isolated or in combina-
tion with other pituitary hormone deficiencies) varies
from 1 in 4,000 to 1 in 10,000 individuals. Isolated
growth hormone deficiency (IGHD) refers to the con-
ditions associated with childhood growth failure owing
to the absence of GH action, and not associated with
other pituitary hormone deficiencies or organic lesion.
Newborns with IGHD are usually of normal length and
weight. However, the growth velocity of affected chil-
dren eventually falls behind progressively with age.
Skeletal and dental maturation are delayed in propor-
tion to height, and the appearance is that of a much
younger person (dwarfism). Spontaneous puberty is
delayed, sometimes well into adulthood, as is epiphy-
seal fusion. With advancing age, the skin of patients
becomes wrinkled and atrophic. While there are many
causes of IGHD, familial clustering in some instances
has suggested a genetic basis for the disorder.

Based on the presence or absence of GH secretion,
clinical characteristics, and inheritance patterns, famil-
ial IGHD is classified into four types: IGHD type 1a
and 1b, type 2, and type 3. IGHD type 1 is character-
ized by its autosomal recessive mode of transmission.
IGHD type 1a is the most severe form of IGHD, with
affected individuals developing severe growth retarda-
tion by 6 months of age. Anti-GH antibodies often
develop in patients undergoing GH replacement ther-
apy. The phenotype of IGHD type 1b is milder but
more variable than type 1a. Patients with IGHD type
1a show no detectable serum GH, whereas low but
detectable levels of GH are observed in type 1b
patients, and they usually respond well to GH treat-
ment. IGHD type 2 is inherited in an autosomal

dominant mode. Affected patients do not always show
marked growth retardation. Disease phenotypes vary
according to the type of the GH1 mutation. IGHD type
3 is an X-linked recessively inherited disorder with a
highly variable disease phenotype. The precise genetic
lesion that causes IGHD type 3 is still unknown.

GHRH-GH-IGF1 Axis

The GHRH-GH-IGF1 axis plays a central role in the
regulation of somatic growth. Consequently, genetic
lesions affecting any component of the axis usually
lead to GHD. The hormones and receptors along the
axis represent the hot spots for GHD.

Growth Hormone Releasing Hormone Receptor
(GHRHR)

Mutation of GHRH is extremely rare, probably
because of its small molecular size (44 amino acids).
Mutation of its receptor GHRHR is more prevalent.
GHRHR is a G-protein coupled receptor (GPCR)
expressed specifically in somatotrophs. It is essential
to the synthesis and release of GH in response to
GHRH, and the expansion of somatotrophs during
the final stage of pituitary development. GHRHR is
localized on chromosome 7p14. Biallelic mutation in
GHRHR is a frequent cause of IGHD type 1b. Patients
generally display pituitary hypoplasia owing to the lack
of somatotroph development. At least 14 different
inactivating mutations are found in different parts of
the gene, including the promoter, introns, or exons
[46–53]. The mutant receptors are unable to bind to
their ligands or elicit cyclic AMP (cAMP) responses
after GHRH treatment. These mutations are identi-
fied in homozygous and compound heterozygous
patients in accordance with an autosomal recessive
mode of inheritance. However, heterozygous mutant
alleles have also been reported. In vitro studies show
that mutated GHRHR display dominant negative
effect on wild-type GHRHR functions. Patients with
homozygous mutations tend to display a more severe
GHD, but the overall disease phenotype is variable.

Growth Hormone

Human GH1 resides on chromosome 17q24.2. This
chromosomal region contains a cluster ofGH-like genes
arising from gene duplication (namely GH1, CSHP,
CSH1, GH2, and CSH2). The highly homologous nature
of the intergenic and coding regions makes the GH
locus susceptible to gene deletions arising from homol-
ogous recombination.

Both autosomal dominant and autosomal recessive
inheritance have been suggested for IGHD type 1a.
The severity of disease phenotype due to GH1mutation
varies, with heterozygous mutations giving amilder phe-
notype than homozygotes. The disorder typically results
fromdeletion or inactivatingmutation ofGH1. At least 5
different large deletions, 37 point mutations and small
deletions, and 1 insertion mutation of GH1 have been
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reported [1,47,54,55]. A large number of these muta-
tions were found in heterozygous patients. However,
the most frequent GH1 mutations involve the donor
splice site of intron 3, which leads to the skipping of
exon 3. Mutations resulting in exon 3 skipping were also
identified in exon or intron splice enhancer elements.
The exon skipping event leads to an internal deletion
of amino acid residues 32–71 and the production of a
smaller (17.5 kDa) GH. This smaller GH inhibits nor-
mal GH secretion in a dominant negative manner. Five
missensemutations, namely p.C53S (homozygousmuta-
tion), p.R103C, p.D112G, p.D138G, and p.I179M (het-
erozygous mutations), lead to the production of a
biologically inactive GH that can counteract GH action,
impair GHR binding and signaling, or prevent produc-
tive GHR dimerization [56].

GH Receptor

GHR is localized on chromosome5p12–13 and encodes a
single transmembrane domain glycoprotein belonging
to the cytokine receptor superfamily. In mature form,
GHR encodes 620 amino acid residues, with the first
246 residues (encoded by exons 3 to 7) constituting the
extracellular domain for GH binding and receptor
dimerization, the middle 24 residues representing the
transmembrane domain (exon 8), and the last 350 resi-
dues (exon 9 and 10) forming the intracellular domain
for GH signaling. GHR is predominantly expressed in
liver. The binding of GH triggers receptor dimerization
and activation of downstream signaling process leading
to IGF-1 production. The absence of GHR activity causes
an autosomal recessive disorder called Laron’s syn-
drome. Affected patients display clinical features similar
to IGHD but are characterized by a low level of IGF-I
and an increased level of GH. Over 50 GHR mutations
which affect the coding region and splicing of GHR tran-
scripts have been identified [47,57–62]. A vastmajority of
them impact the extracellular domain of GHR. The
mutated GHRs display reduced affinity to GH. In other
cases, GHR mutations lead to defective homodimer for-
mation and thus defective GH binding. The intracellular
domain of GHR is lost in certain splice site mutants. The
truncated receptor, which carries only the extracellular
domain, is unable to anchor to the cell membrane.
Although they can bind GH, these GHR mutants fail
to activate downstream signaling processes; and they
can deplete the binding sites from functional GHRs in
a dominant negative manner.

Insulin-Like Growth Factor 1

IGF1, originally called somatomedin C, is a 70-amino
acid polypeptide hormone encoded by a gene localized
on chromosome 12q22–23. IGF1 is the major mediator
of prenatal and postnatal growth. It is produced primar-
ily in liver and serves as an endocrine (as well as para-
crine and autocrine) hormone mediating the action of
GH in peripheral tissues such asmuscle, cartilage, bone,
kidney, nerves, skin, lungs, and the liver itself. In the cir-
culation IGF1 exists in a complex with IGF binding pro-
tein 3 (IGFBP3) and an acid-labile subunit (ALS).

IGF1 deficiency follows an autosomal recessive
mode of transmission. It can be the result of molecular
defects that affect any of the upstream components of
the GHRH-GH-IGF1 axis and IGF1 itself. Currently,
only four IGF1 mutations have been described. The
first case is a homozygous deletion of 181 nucleotides
including exons 4 and 5 of IGF1. In patients with this
mutation, the translated product of IGF1 is totally
absent. Another case was found in a patient with low
circulating IGF1: a homozygous T!A transversion
was found at the 3’UTR of IGF1. The mutation dis-
rupts the consensus sequence for mRNA polyadenyla-
tion so that the E-domain of IGF1 precursor, which is
essential to IGF maturation, is altered. In two homozy-
gous missense mutations, the V44M mutant shows a
severely reduced affinity to IGF1 receptor. The other
mutant, which has a homozygous Arg-to-Gln substitu-
tion at the C domain, displays a partial loss of affinity
for the receptor [63].

GH Hypersecretion

Excessive production of GH causes IGF1 overproduc-
tion leading to gigantism in children and acromegaly
in adults. In general, the patients display an abnor-
mally increased somatic growth and distorted body
proportions. Affected children show delayed puberty,
thickened facial features, muscle weakness, double
vision or impaired peripheral vision. In adults, head-
ache and visual impairment are common. Facial fea-
tures are coarse. Systemic manifestations are seen in
a variety of tissues, notably the skin, connective tissue,
cartilage, and bone where it causes acral overgrowth.
There is frontal bossing, prognathism, large tongue,
large hands and feet, as well as thickened fingers and
toes. There is generalized organomegaly. Complica-
tions are insulin resistance leading to diabetes mellitus
and impairment of cardiovascular function that con-
tribute significantly to morbidity and mortality [4].

Almost all GH hypersecretion syndromes are caused
by benign pituitary GH-secreting adenomas, either as
isolated disorders or associated with other genetic con-
ditions such as multiple endocrine neoplasia (MEN1),
McCune Albright’s syndrome, neurofibromatosis, or
Carney’s complex. In rare cases, it can be attributed
to a hypothalamic tumor or carcinoid that ectopically
secretes GHRH. Activating mutation of the gene
encoding G-protein subunit Gsa and inactivating muta-
tions of GHR, which lead to overactivation of GHRHR
and impaired negative feedback on GH production,
respectively, are identified in GH-secreting pituitary
tumors [64]. A recent report suggests that an inactivat-
ing mutation of the gene encoding aryl hydrocarbon
receptor-interacting protein may predispose to forma-
tion of pituitary adenoma [65].

THE THYROID GLAND

The thyroid, one of the largest endocrine glands, is com-
posed of two types of secretory elements: the follicular
and parafollicular cells. The former are responsible for
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thyroid hormone production, and the latter elaborate
calcitonin. The factors that control thyroidal embryo-
genesis and account for the majority of cases of thyroid
agenesis or dysgenesis are presently poorly understood.

Although the thyroid is capable of some independent
function, thyroid hormone production is regulated by
the hypothalamic-pituitary-thyroid axis (Figure 22.1).
Hypothalamic tripeptide thyrotropin-releasing hor-
mone (TRH) stimulates pituitary TSH production.
TSH in turn stimulates the thyroid follicular cells to
secrete prohormone thyroxine (T4) and its active form
triiodothyronine (T3). Since thyroid hormone has a
profound influence on metabolic processes, it plays a
key role in normal growth and development.

Hypothyroidism

Impaired activity of any component of the hypotha-
lamic-pituitary-thyroid axis will result in decreased
thyroid function. Hypothyroidism leads to a slowing
of gross metabolic rates. The common causes are faulty
embryogenesis, inflammation (most often autoim-
mune thyroiditis: Hashimoto’s thyroiditis), or a reduc-
tion in functioning thyroid tissue due to prior surgery,
radiation damage, and cancer.

Congenital hypothyroidism is themost common con-
genital endocrine disorder with an incidence of about 1
in 3500 births. The majority of cases (85%) are nongoi-
trous and are due to faulty embryogenesis (athyreosis,
agenesis, or dysembryogenesis). A small number are
goitrous, the result of enzymedefects in hormone biosyn-
thesis (dyshormonogenesis). The molecular causes of
athyreosis are not well understood. Clinically congenital
hypothyroidism often presents within the first few days
of life with constipation, poor feeding, umbilical hernia,
decreased activity, or prolonged physiological jaundice.

Childhood onset (juvenile) hypothyroidism is char-
acterized by thyroid enlargement, slow growth, delayed
neuromuscular development, delayed tooth eruption,
slow speech, dry skin, hoarse voice, coarse facial fea-
tures, and retarded bone age. Pubertal development
may be early or late depending on age of onset and
severity of the hormonal deficiency. The majority of
cases of juvenile hypothyroidism are due to chronic
lymphocytic (Hashimoto’s) thyroiditis.

Hypothyroidism in the adult is most often seen in
middle age. Females are 8 times more likely to develop
this disease than males. It is most common in indivi-
duals with a family history of thyroid disease. Hashimo-
to’s thyroiditis is an autoimmune disorder directed
against the thyroid gland. The onset of the disease is
slow, and it may take months or even years before it
is detected. It may occasionally be seen in association
with other endocrinopathies and in polyglandular
syndromes. Symptoms vary widely depending on the
severity and progression of the deficiency. The most
common complaints are thyromegaly, increased sensi-
tivity to cold, constipation, pale dry skin, hoarse voice,
elevated blood cholesterol, unexplained weight gain,
muscle aches and stiffness, weakness, heavier than nor-
mal menstrual periods, and frequent depression which

worsens with time. Hypothyroidism in the elderly is
associated with an increased risk of heart disease and
hypertension.

The genes responsible for the development of thy-
roid follicular cells include thyroid transcription factor
1 (TIF1, also known as TITF1, NKX21, or T/EBP), thy-
roid transcription factor 2 (TTF2, also known as TITF2,
FOXE1, or FKHL15), paired box transcription factor
8 (PAX8), TSH, and TSHR. Mutation of these genes
accounts for about 5% of hypothyroidism patients.
TITF1, TITF2, and PAX8 mutations give rise to nonsyn-
dromic congenital hypothyroidism, while mutations of
TSH and TSHR cause syndromic congenital hypothy-
roidism. Most past work had been devoted to the
understanding of the molecular genetics of syndromic
congenital hypothyroidism. The presence of congeni-
tal goiter (which accounts for the remaining 15% of
the cases) has been linked to hereditary defects in
the enzymatic cascade of thyroid hormone synthesis.
Mutations in sodium iodide symporter (NIS), pendrin
(PDS, also known as SLC264A), thyroid peroxidase
(TPO), thyroid oxidase 2 (THOX2, also known as
dual oxidase DUOX2, LNOX2), and thyroglobulin
(TG) affect organification of iodide and have been
linked to congenital hypothyroidism [66].

Etiologically, three types of congenital hypothyroid-
ism can be distinguished: (i) central congenital hypothy-
roidism including hypothalamic (tertiary) and pituitary
(secondary) hypothyroidism, (ii) primary hypothyroid-
ism (impairment of the thyroid gland itself), and (iii)
peripheral hypothyroidism (resistance to thyroid
hormone).

Central Congenital Hypothyroidism

Central hypothyroidism may be caused by pituitary or
hypothalamic diseases leading to deficiency of TSH
or TRH. Except for a single case of inactivating muta-
tion of the TSH-releasing hormone (TRH), the major-
ity of cases of central congenital hypothyroidism are
caused by TSH mutations.

The action of TRH is mediated by its cell surface
receptor in the pituitary. TRH receptor mutation is very
rare [67]. The majority of cases of congenital isolated
TSHdeficiency are characterized by low levels of thyroid
hormone and low TSH unresponsive to administration
of TRH. Prevalence of this condition is estimated to
range from 1 in 30,000 to 1 in 50,000 individuals.

Thyroid-Stimulating Hormone. TSH is a heterodimeric
glycohormone sharing a common a chain with FSH, LH,
and choriogonadotropin (CG). The gene encoding the a
chain is on chromosome6.The gene encodingb chain of
TSH is localized on chromosome 1p22. It has 3 exons.
Transmission of congenital isolated TSH deficiency fol-
lows an autosomal recessive pattern. Patients with homo-
zygous and compound heterozygous mutations in TSHb
have been identified in different ethnic populations.
Seven different mutations have been identified, with 6
of them located in exon 2 or exon 3 of the gene and
the other one affects the donor splice site of intron 2.
The most common mutation is a single base deletion
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in exon 3, resulting in the substitution of cysteine-105 for
valine and a frameshift with the appearance of a
premature stop codon at position 114 (p.C105fs114X).
Cysteine105 is a mutation hot spot in TSHb [5,68,69].
Differentmutations have different effects onTSHb. Non-
sense mutations lead to a truncated TSHb subunit, while
other mutations may cause a change in conformation.
Thus, mutated TSHb may be immunologically active
but biologically inactive, depending on how significant
the mutation is on the structure of the protein. There is
also variability in the clinical presentation of patients car-
rying different mutations.

TSH Receptor–Inactivating Mutations. The effects of
TSH on thyroid follicular cells are mediated by TSHR, a
cell surface receptor which, together with the receptor
for FSH (FSHR) and the receptor for LH and CG
(LHR), forms a subfamily of the GPCR family. This sub-
family of glycohormone receptors is characterized by
the presence of a large amino-terminal extracellular
domain (ECD) involved in hormone-binding specificity.
The signal of hormone binding is transduced by a trans-
membrane domain (TMD) containing 7 a-helices. The
intracytoplasmic C-terminal tail (ICD) of the receptor is
coupled to Gsa. Binding of hormone to the receptor
causes activation of Gsa and the adenylyl cyclase cascade
resulting in augmented synthesis of cAMP. The receptor
is also coupled to Gq and activates the inositol phosphate
cascade. TSHR is located on chromosome 14q31 and is
composed of 10 exons.

A subgroup of patients with familial congenital
hypothyroidism due to TSH unresponsiveness has
homozygous or compound heterozygous loss-of-func-
tion mutations in TSHR. A total of 39 mutations of
TSHR have been identified [67,70–76]. These muta-
tions are distributed throughout the receptor with no
obvious mutation hot spot. Monoallelic heterozygous
inactivating mutations have been reported. In these
cases, the other TSHR allele is probably inactivated
by unrecognized mutations in the intronic, 50-noncod-
ing region, or 30-noncoding region, because there is
no evidence to support a dominant negative effect of
an inactivating TSHR mutation.

Depending on where the mutation is located, the
effects can be defective receptor synthesis due to pre-
mature truncation, accelerated mRNA or protein
decay, abnormal protein structure, abnormal traffick-
ing, subnormal expression on cell membrane, ineffec-
tive ligand binding, and altered signaling. All mutant
TSHRs are associated with defective cAMP response
to TSH stimulation. There is good correlation between
phenotype of resistant patients observed in vivo with
receptor function measured in vitro. These mutated
TSHRs result in a wide spectrum of both structural
and functional thyroid abnormalities. Thyroid hor-
mone levels in these patients range from hypothyroid-
ism to normal. Variability in the manifestation of TSH
abnormalities depends on the degree of TSHR
impairment. A good correlation between phenotype
and genotype was demonstrated; patients with
mutated TSHR with residual activities are less severely
affected than those with activity void mutated TSHR.

Thyroid Dyshormonogenesis

Iodide is accrued from the blood into thyroidal cells
through sodium/iodide symporter (NIS). It is attached
to tyrosyl residue of TG through the action of thy-
roid peroxidase (TPO) in the presence of hydrogen
peroxide (H2O2). Two iodinatedTG couple with di-iodo-
tyrosyl (DIT) to form T4; one DIT and one TG couple
with mono-iodotyrosyl (MIT) to form T3. The coupling
reaction is also catalyzed by TPO. TGmolecules that con-
tain T4 and T3 upon complete hydrolysis in lysosomes
yield the iodothyroxines, T4 and T3. Disorders resulting
in congenital primary hypothyroidism have been identi-
fied in all major steps in thyroid hormonogenesis.

Sodium Iodide Symporter. A homozygous or com-
pound heterozygous mutation of NIS causes an iodide
transport defect and an uncommon form of congeni-
tal hypothyroidism characterized by a variable degree
of hypothyroidism and goiter. It also results in low or
no radioiodide uptake by the thyroid and other NIS-
expressing organs, and a low saliva-to-plasma iodide
ratio. NIS is localized on chromosome 19p12–13.2 with
15 exons. Eleven mutations, including missense muta-
tion, nonsense mutation, splicing mutation leading to
shifting of reading frame and in-frame deletion, of
NIS have been reported. The majority of the patients
are homozygous, and about half of them are products
of consanguineous marriage. These mutations cause
inactivation of NIS resulting in abnormal uptake of
iodide by the thyroid [77].

Pendrin. Pendred’s syndrome is an autosomal recessive
disorder first described in 1896 and characterized by the
triad of deafness, goiter, and a partial organification
defect. Sensorineural hearing loss is the hallmark of this
syndrome. Thyromegaly is themost variable component
of the disorder among families and even within the
same family, with some individuals developing large goi-
ters, while others present with minimal to no enlarge-
ment. While many patients with Pendred’s syndrome
are euthyroid, others have subclinical or overt hypothy-
roidism. The variability in clinical expression may be
influenced by dietary iodide intake.

In 1996, Pendred’s syndrome was mapped to chro-
mosome 7q22–31. The candidate gene, PDS, also
known as SLC26A4, was cloned in the following
year and mutations were identified. PDS is a member
of the solute carrier family 26A. It encodes a 780
amino-acid protein pendrin which is predominantly
expressed in thyroid, inner ear, and kidney. More than
100 different mutations of PDS have been described
(http://www.medicine.uiowa.edu/pendredandbor) in
patients with classical Pendred’s syndrome. The major-
ity of PDS mutations are missense mutations, and some
of these mutant proteins appear to be retained in the
endoplasmic reticulum. Other forms of mutations
include nonsense mutation, splicing mutation, partial
duplication, as well as insertion and deletion leading
to shifting of reading frame. Individuals with Pen-
dred’s syndrome from consanguineous families are
usually homozygous for PDS mutations, while sporadic
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cases typically harbor compound heterozygous muta-
tions [6,78–80].

At the thyroid level, the role of pendrin has not been
defined. In thyroid follicular cells, pendrin is inserted
into the apical membrane and acts as an iodide trans-
porter for apical iodide efflux. Abnormality of pendrin
affects iodide transport and may lead to iodide organifi-
cation defects. This is often mild or absent, leading to
the hypothesis that an as-yet-undefined mechanism
may compensate for the lack of pendrin.

Thyroid Peroxidase. Thyroid peroxidase (TPO) is a
key enzyme in thyroid hormone biosynthesis. It cata-
lyzes both iodination and coupling of iodotyrosine
residues in TG. Human TPO is located on chromo-
some 2p25, with 17 exons. The mRNA is about 3 kb
encoding a thyroid-specific glycosylated hemoprotein
of 110 kDa bound at the apical membrane of thyro-
cytes. The majority of patients with congenital hypo-
thyroidism have defects in the synthesis or iodination
of TG that are attributable to TPO deficiency. Sub-
normal or absence of TPO activities result in thyroid
iodide organification giving rise to goitrous congenital
hypothyroidism. Total iodide organification defect
(TIOD) as defined by perchlorate discharge test is
inherited in an autosomal recessive mode.

The literature of the molecular genetics of TPO is
confused by the apparent mixing use of two number-
ing systems of the TPO mRNA, resulting in an ambigu-
ity of the location of identified mutations [81–90].
Some laboratories numbered mutations from the
beginning of the coding sequence, while others num-
bered mutations counting the beginning of the struc-
tural gene as nucleotide 1, consequently adding 90
more nucleotides to the former numbering system
[91]. Making matters worse, some reports [81]
referred to the literature without recognizing the dif-
ferences between the two numbering systems.
Table 22.1 lists all TPO mutations with the first nucle-
otide of the coding sequence as number 1 and the first
amino acid of the encoded polypeptide as residue 1.

TPO mutations are one of the most frequent causes
of thyroid dyshormonogenesis. The clinical spectrum
of the resulting phenotypes ranges from mild to severe
goitrous hypothyroidism. Mutations of TPO have also
been identified in follicular thyroid carcinoma and
adenoma. There are 60 mutations of TPO identified
in patients with congenital goitrous hypothyroidism
(Table 22.1). Many patients with TPO mutation are
not products of consanguineous marriage. There is
no geographical or ethnic prevalence. All forms of
mutations have been reported including missense
mutations, nonsense mutation, frameshift due to inser-
tion or deletion, and splicing mutations due to dele-
tion of intronic sequences or mutation of nucleotide
at intron-exon junctions. Among the 17 exons of
TPO, mutations have been found in all except the first
and the last exon, with exons 8 and 9 sharing the larg-
est number of reported mutations. This is not
surprising since exons 8 to 10 encode the catalytic site
of the enzyme, and any mutation in these exons will
cause enzyme inactivation. Mutations affecting protein

folding, such as the c.1429_1449 deletion which removes
seven amino acids, will disturb the structure of the
enzyme. The fact that TPO is glycosylated suggests that
any mutation affecting a potential glycosylation site (N-
X-S/T), such as the missense mutation at nucleotide
391 which causes the replacement of Ser131 by Pro and
disturbs the glycosylation site at Asn129, may alter TPO
activity. Exons 15–17 encode the membrane spanning
region and the cytoplasmic tail of TPO. Mutations affect-
ing themembrane spanning region will disturb the inser-
tion of the enzyme into plasma membrane. Frameshift
mutations in these exons cause premature truncation of
the protein, resulting in impropermembrane anchoring.
A heterozygous 10 bp deletion at the intron 15-exon 16
boundary identified in a patient presumably causes error
in splicing and affects propermembrane insertion of the
protein [84]. In another case, a homozygous 10 bp dele-
tion in exon 16 detected in a child of consanguineous
parents deletes codon 908 and causes frameshift with
the addition of 36 amino acids to the carboxy terminal
of the protein. The carboxy terminal of the protein is
severely altered. Interestingly, this change appears to
affect neither the stability of the protein nor the splicing
of the mRNA [86]. Presumably, the observed phenotype
is caused by abnormal cellular distribution or cellular
trafficking of the protein mutant.

Most cases of congenital hypothyroidism are caused
by homozygous or compound heterozygous mutations
of TPO. Carrier parents of affected individuals have nor-
mal thyroid function. There are examples of congenital
hypothyroidism due to uniparental disomy for chromo-
some 2p or monoallelic expression of the mutant allele
[90]. In these cases, the genetic defect is confined to the
affected patient and is not inherited. TIOD is often
associated with inactivating mutations in TPO. Mutant
TPO alleles with residual activities are associated with
milder thyroid hormone insufficiency or partial iodide
organification defects (PIOD). There are also indivi-
duals with PIOD in whom only one mutated allele of
TPO was identified. In such cases, the other TPO allele
may have a mutation located in intronic sequences or
in a distal region of the gene to affect transcription.
Another possibility could be an inactivating mutation in
thyroid oxidase 2 (THOX2) which has been described
in patients with iodide organification defects.

Thyroid Oxidase 2. THOX2 generates H2O2 which is
used by TPO in the oxidation of iodine prior to iodin-
ation of the tyrosyl residues of TG. Human THOX2 is
located on chromosome 15q15.3. There are two highly
homologous THOX genes, namely THOX1 and THOX2,
which are 16kb apart. Even though both THOX genes
are expressed in thyroid glands, THOX2 is preferentially
expressed in thyroid while THOX1 is preferentially
expressed in airway epithelium and skin. THOX1 is not,
but THOX2 is involved in H2O2 generation in the thy-
roid. THOX2 has 34 exons with the first exon being non-
coding. The mRNA encodes a protein of 1548 amino
acids, 26 of which comprise a signal peptide that is
cleaved off to give the mature protein. The mature pro-
tein is glycosylated. The N-terminal segment of THOX2
is homologous to peroxidases, while the C-terminal
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domain is highly homologous to NADPH oxidases. Thus
THOX2 is also known as dual oxidase 2 (DUOX2).

Defects in THOX2 result in a lack or shortage of
H2O2 and consequently hypothyroidism. A total of 13

mutations in THOX2 have been identified (Table 22.2)
[92–94]. These include missense and nonsense muta-
tions, splicing mutations leading to exon skipping, and
small deletions leading to reading frameshift and

Table 22.1 Inactivating Mutations of Thyroid Peroxidase (TPO). The First Base of the Coding
Sequence Is Assigned Nucleotide Number 1, and the First Amino Acid of the
Encoded Polypeptide Is Denoted as Residue Number 1

Exon Mutation and Nucleotide Position Amino Acid Position and Effect on Protein

2 c.51dup20bp fsX92
3 c.157 G > C p.A53P
3 c.215delA p.Q72fsX86
4 c.349 G > C GG/gt to GC/gt
5 c.387delC p.N129fsX208
5 c.391 T > C p.S131P
6 c.523 C > T p.R175X
7 c.718 G > A p.D240N
8 c.843delC p.Q252fsX309
8 c.875 C > T p.S292F
8 c.920 A > C p.N307T
8 c.976 G > A p.A326T
8 c.1066 G > A p.A326T
8 c.1132 G > A p.E378K
8 c.1152 G > T p.Q384D
8 c.1159 G > A p.G387R
8 c.1183_1186insGGCC p.N396fsX472
8 c.1242 G > T p.Q384D
8 c.1274 A > G p.N425S
8 c.1297 G > A p.V433M
9 c.1335delC p.A445, fsX472
9 c.1339 A > T p.I447F
9 c.1357 T > G p.Y453D
9 c.1373 T > C p.L458P
9 c.1429_1449del p.A477_N483del
9 c.1477 G > A p.G453S
9 c.1496 C > T p.P499L
9 c.1496delC p.P499fsX501
9 c.1567 G > A p.G453S
9 c.1581 G > T p.W527C
9 c.1597 G > T p.G533C
9 exon/intron 9 þ1G > T

10 c.1618 C > T p.R540X
10 c.1690 C > A p.L564I
10 c.1708 C > T p.R540X
10 c.1718_1723del p.D574_L575del
10 c.1768 G > A, AG/gt to AA/gt
10 intron 10, GA þ1, AG/gt to AG/at
11 c.1955insT p.F653fsX668
11 c.1978 C > G p.Q660E
11 c.1993 C > T p.R655W
11 c.1994 G > A p.R665Q
11 c.1999 G > A p.G667S
12 c.2077 C > T p.R693W
12 c.2153_2154delTT p.fsF718X
13 c.2243delT p.fsX831
13 c.2268insT p.E756fsX756
13 c.2311 G > A p.G711R
13 c.2386 G > T p.D796Y
14 c.2395 G > A p.E799K
14 c.2413delC p.fsX831
14 c.2415insC p.fsX879
14 c.2422 T > C p.C808R
14 c.2422delT p.C808fsX831
14 c.2512 T > A p.C838S
15 c.2579 G > A p.G860R
15 c.2647 C > T p.P883S
15 Intron 15-exon 16 boundary, g.10delccacaggaca
16 c.2722delCGGGCCGCAG p.R908fxX969
16 c.2748 G > A AG/gt to AA/gt
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premature truncation of the encoded protein. In one
patient, genomic DNA sequencing reveals a G-insertion
at position 602 in exon 5. This insertion predicts shifting
of the reading frameproducing a stop at codon300.How-
ever, sequencing of the cDNA shows that in the mutant
allele, exon 5 is skipped. This abnormal splicing leads to
a shift of the reading frame beginning at codon 172 and
producing a premature stop codon at position 254 [92].

All THOX2 mutations were identified as congenital
hypothyroidism in childhood. The exception is the
p.R1110Q mutation which was found in a homozygous
adult woman whose thyroid function remained almost
normal until the age of 44 [93]. Homozygous and com-
pound heterozygous inactivating mutations in THOX2
lead to complete disruption of thyroid hormone synthe-
sis and are associated with severe and permanent con-
genital hypothyroidism. Compound heterozygotes with
one or both mutant alleles having residual activity
have permanent but mild (subclinical) hypothyroidism,
while heterozygotes are associated withmilder, transient
hypothyroidism, as illustrated in Table 22.2 [93,94]. It
is unusual that a genetic defect results in a transient
phenotype at a younger age. This can be due to a chang-
ing requirement of thyroid hormone with age.

Thyroglobulin. TG is the most abundant protein in the
thyroid. It serves the storage of iodine. Someof its tyrosine
residues are iodinated by the action of TPO, and the iodi-
nated tyrosines are coupled to formT3 and T4. TG is pro-
duced by thyroid follicular cells and secreted into the
follicular lumen. Mutations of gene encoding factors
responsible for the development and growth of thyroid
follicular cells, such as TTF1, TTF2, PAX8, and TSHR,
cause dysgenetic congenital hypothyroidism [5]. Patients
present with a congenital goiter, hypothyroidism, high
iodide I [131] uptake, normal organification of iodide,

elevated serum TSH with simultaneous low or normal
serum T4 and T3, and low serum TG concentration in
relation to the degree of TSH stimulation [7]. A rarer
cause of congenial goitrous hypothyroidism is mutation
of TG resulting in structural defects of the protein.

TG is encoded by a gene which spans 270 kb on chro-
mosome8q24.2–24.3, composedof 48 exons, andencodes
a protein of 2768 amino acids of which the N-terminal 19-
amino acids constitute a signal peptide. So far 38 inactivat-
ing mutations in human TG have been reported, with 22
being missense mutations, 8 splice site mutations, 5 non-
sensemutations, 2 singlenucleotidedeletions, and1 single
nucleotide insertion resulting in shifting of the reading
frame and premature truncation of the protein [7,95].
These mutations are found in exons and introns. Four
mutations are the most frequently reported (p.R277X,
p.C1058R, p.C1245R, and p.C1977S). Most mutations
alter the folding, stability, or intracellular trafficking of
the mature protein. Interestingly, some nonsense muta-
tions, such as p.R277X, cause the production of a smaller
peptide which is sufficient for the synthesis of T4 in the
N-terminal domain. This results in a milder phenotype.

TG deficiency is transmitted in an autosomal recessive
mode. Affected individuals are either compound hetero-
zygous or homozygous. The patient phenotypes range
from mild to severe goitrous hypothyroidism. No clear
phenotype-genotype correlation has been observed.

Resistance to Thyroid Hormone

Resistance to thyroid hormone is characterized by
reduced clinical and biochemical manifestations of
thyroid hormone action relative to the circulating hor-
mone levels. Patients have high circulating free thyroid
hormones, reduced target tissue responsiveness, and
an inappropriately normal or elevated TSH [5,8].

Table 22.2 Mutations of Thyroid Oxidase 2 (THOX2) CH Stands for Congenital
Hypothyroidism. Numbering System Is the Same as Stated in Table 22.1

Mutation Genotype Perchlorate Discharge CH Phenotype

c.108 G>C, p.Q36H/ Comp heterozygous 46%, PIODb Permanent, mild
c.2895_2898delGTTC, p.S965fsX994
c.602insG, skip exon 5, p.fsX254 Heterozygous n.d.a n.d.a

c.602insG, skip exon 5, p.fsX254/ Comp heterozygous n.d.a n.d.a

c.1516 G>A, p.D506N
c.1126 C>T, p.R376W/ Comp heterozygous 28%, PIODb Permanent, mild
c.2524 C>T, p.R842X
c.1253delG, p.G418fsX482/
g.IVS19–2A>C Comp heterozygous 68%, PIODb Permanent,
c.1300 C >T, p.R434X Homozygous 100%, TIODc Permanent, severe
c.2056 C>T, p.Q686X Heterozygous 66%, PIODb Transient, mild
c.2101 C>T, p.R701X Heterozygous 41%, PIODb Transient, mild
c.2895_2898delGTTC,p.S965fsX994 Heterozygous 40% PIODb Transient, mild

20%–63% n.d.a

c.3329 G>A, p.R1110Q Homozygous 72.8%, PIODb Permanent, mild
p.Q1026X Heterozygous 20%–63%, PIODb n.d.a

an.d.: Not determined
bPartial iodide organification defect as defined by the perchlorate discharge test.
cTotal iodide organification defect as defined by the perchlorate discharge test.
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The thyroid hormones, T3 and T4, exert their tar-
get organ effects via nuclear thyroid hormone recep-
tors (TR). After entering target cells, T4 undergoes
deiodination to T3, which enters the nucleus and
binds to TR. Upon T3 binding, the conformation of
TR changes, causing the release of co-repressors and
the recruitment of co-activators resulting in the activa-
tion or repression of target gene transcription.

Thyroid Hormone Receptor

There are two TR genes, TRa and TRb, located on chro-
mosomes 17 and 3, respectively. Both genes produce
two isoforms, TRa1 and TRa2 by alternative splicing,
and TRb1 and TRb2 by utilization of different transcrip-
tion start sites. TR binds as a monomer, or with greater
affinity as homodimers or heterodimers, to thyroid hor-
mone response elements (TREs) in target genes to regu-
late gene expression. The TR protein has a central DNA
binding domain; the carboxy-terminal portion of TR
contains the T3-ligand binding domain, the transactiva-
tion, and the dimerization domains. Unlike the other
TRs, TRa2 does not bind thyroid hormone. TRs are
expressed at different levels in different tissues and at
different stages of development. The biological effects
of different TRs are compensatory to some degree. How-
ever, some thyroid hormone effects are TR isoform
specific.

Thyroid hormone resistance is associated with het-
erozygous autosomal dominant mutations in the TRb.
No TRa mutation has been reported, and 10% of
families with thyroid hormone hyposensitivity do not
have TRb mutation. One hundred twenty-seven differ-
ent mutations of TRb have been identified in RTH
families [8,96–98]. These mutations are located in
the ligand binding domain and its adjacent hinge
domain that encompass exons 7–10. The vast majority
of these mutations cluster within three CpG-rich hot
spots, namely amino acids 234–282 (hinge domain),
amino acids 310–353, and amino acids 429–460
(ligand-binding domain) [99]. Many of the mutations
are found in different families, and the most common
of all TRb mutations is p.R338W. Most mutated recep-
tors display reduced T3 binding or abnormal interac-
tion with one of the cofactors involved in thyroid
hormone action. Somatic TRb mutations have been
identified in TSH-producing pituitary adenomas.

Dimerization of TRs results in dominant negative
effects of mutant TRbs. Besides impairing gene trans-
activation, the mutant receptors also interfere with
the function of wild-type receptor by dimerizing with
it, resulting in resistance to thyroid hormone. On the
other hand, individuals expressing a single wild-type
TRb allele are normal despite the fact they lost
the other allele due to deletion. Mutations in the
hinge domain of TRb do not interfere with T3 bind-
ing and translocation into the nucleus but cause
impairment of transactivation function and resistance
to thyroid hormone. Differences in the degree of
hormonal resistance in different tissues are due to
the absolute and relative levels of TRb and TRa
expression.

Thyroid Hormone Cell Transporter

Thyroid hormone action requires transport of the hor-
mone from the extracellular compartments across the
cell membrane, which is mediated by the protein
encoded by monocarboxylate transporter gene
8 (MCT8). Clinical features of patients with MCT8
mutations are those of Allan-Herndon-Dudley syn-
drome (AHDS) [9,100,101]. Affected males show a
homogeneous neurological phenotype with episodic
involuntary movements and absence of development
of speech. These patients have unusual combination
of high concentration of active thyroid hormone and
low level of an inactive metabolite (reverse T3). The
severity of the disease is variable among families. In a
few families, psychomotor and speech development
are less impaired. No clear correlation of phenotype
with genotype has been found.

Human MCT8 is located on chromosome Xq13.2. It
has 6 exons. It belongs to the family of genes officially
named SLC16, the products of which catalyze the pro-
ton-linked transport of monocarboxylates, such as lac-
tate, pyruvate, and ketone bodies. MCT8 is also known
as SLC16A2 (solute carrier family 16, member 2). MCT8
encodes two putative proteins of 613 and 539 amino
acids, respectively, by translation from two in-frame start
sites. It is unknown whether there are two human
MCT8 proteins expressed in vivo [9,101].MCT8 contains
12 transmembrane domains with both the amino-termi-
nal and carboxyl-terminal peptides located within the
cell. It is expressed in a number of tissues, in particular
liver and heart. In the pituitary, it is expressed in follicu-
lostellate cells rather than TSH-producing cells.

Twenty-two mutations of MCT8 have been identified
[9,102–104]. They are distributed throughout the cod-
ing region of the gene without any obvious mutation
hot spot. Mutations ofMCT8 are variable, ranging from
missense and nonsensemutations to deletion of a single
base-pair, a triplet codon, an entire exon, and several
exons. There is also insertion of a triplet codon as well
as insertion of a single nucleotide resulting in shifting
of reading frame and production of truncated protein.
Besides these mutations, there is a family with a mis-
sense mutation affecting the putative translational start
codon (c.1 A>T, p.M1L). This mutation is present in
the patient as well as his healthy brother whose T3 level
is normal, indicating that it is not pathogenic. This
finding implies that another methionine at amino acid
position 75 can serve as the translational start of a func-
tional MCT8 protein [102]. In another family, a single
nucleotide deletion in the second to last codon results
in a frameshift and bypassing of the natural stop codon
until another stop is encountered 195 nucleotide down-
stream. This mutation leads to an extension of the
MCT8 protein by 65 amino acids [104]. In a female
patient with full-blown AHDS clinical features, MCT8
was disrupted at the X-breakpoint of a de novo transloca-
tion t(X:9)(q13.2;p24). A complete loss of MCT8
expression was observed in cultured fibroblasts from
the patient [102].

The majority of the mutations, including a number
of missense mutations, result in complete loss of
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MCT8 transporter function, which can be due to
reduced protein expression, impaired trafficking to
plasma membrane, or reduced substrate affinity. Mis-
sense MCT8 mutations (such as p.S194F, p.V235M,
p.R271H, p.L434W, and p.L568P) show residual activ-
ities when compared with wild-type MCT8 protein.
Individuals with these mutations may have a milder
phenotype. There is no clearcut phenotype-genotype
correlation with MCT8 mutations. The only consistent
feature among mutated MCT8 is elevated level of
serum T3 [105].

Familial Nonautoimmune Hyperthyroidism

Patients with a family history of thyrotoxicosis with early
disease onset typically have thyromegaly, absence of typ-
ical signs of autoimmune hyperthyroidism and recur-
rence after medical treatment. A number of germline
constitutive-activatingmutations of theTSHR have been
identified in patients with nonautoimmune hyperthy-
roidism (Table 22.3) [10,70,106–109]. The inheritance
of the trait follows an autosomal dominant pattern.
The majority of these mutations are located in exon
10 of TSHR, encoding the transmembrane and intracel-
lular domains. So far only two amino acid residues with
3 different mutations (p.R183K, p.S281N, and p.S281I)
which occur outside exon 10 and in exons encoding
the extracellular domain have been identified. The
majority of the mutations are found in the sixth and sev-
enth transmembrane (TM) helices. In approximately
70% of the activating mutations, a purine is exchanged
for a pyrimidine nucleotide, in particular, guanine for
cytosine or adenosine for thymidine [10,70]. Aside from
germline activating mutations, a number of sporadic
mutations have also been identified in patients with
nonautoimmune hyperthyroidism (Table 22.3). Germ-
line TSHR mutations usually present later in life with
milder clinical manifestation, while sporadic TSHR
mutations cause severe thyrotoxicosis and goiter with
neonatal or infancy onset. Missense mutations in one
codon resulting in different amino acid exchanges have
been observed for several gain-of-function mutations,
including codons 281, 505, 568, 597, 631. Mutation
hot spots include p.Ala623 and p.Phe631 [10,70,106].
Biological activities of the mutant TSHRs differ in terms
of adenylyl cyclase and inositol phosphate pathway acti-
vation.Mostmutations cause only constitutive activation
of the cAMP pathway, whereas a few mutants activate
both cAMP and phospholipase C cascades [107].

The expressivity of the activating mutations may be
affected by environmental factors such as iodine uptake.
Even among cases with the same mutation of TSHR,
phenotypic expression can be quite variable with
respect to the age of onset and severity of hyperthyroid-
ism and thyroid growth [107,108,110]. At least in one
report, there is apparent anticipation of disease onset
across generations, presumably due to increased iodine
supplementation in the area where the patient family
resides [110].

Somatic activating mutations of the TSHR have
been identified as the cause of solitary toxic adenomas

and multinodular goiter and thyroid carcinomas,
though less frequently. About 80% of toxic thyroid ade-
nomas (hot nodules) exhibit TSHR gain-of-function
mutations. An overlap of somatic and germline pheno-
type has only been observed in 3 (p.M453T, p.L629F,
and p.P639S) of 23 known germline activating muta-
tions. This has been ascribed to the fact that hereditary
mutations cause a less severely affected phenotype, with
a marginal effect on reproductive fitness. Among the 10
sporadic mutations, only 2 occur as somatic mutations
in toxic adenomas.

THE PARATHYROID GLAND

Histologically, the parathyroid glands comprise two
types of cells: chief cells and oxyphil cells; each type
may appear in clusters or occasionally mixed. Chief
cells have a pale staining cytoplasm with centrally
placed nuclei. The cytoplasm contains elongated mito-
chondria and two sets of granules: secretory granules
that take a silver stain and others that stain for glyco-
gen. The oxyphil cells are fewer in number, larger
than the chief cells, and their cytoplasm has more

Table 22.3 Activating Mutations of TSHR
in Familial Nonautoimmune
Hyperthyroidism. Numbering
System Is the Same as Stated in
Table 22.1

Amino
Acid
Position Germline Sporadic Somatic

p.R183K X
p.S281N X
p.S281I X
P.N372T X
p.A428V X
p.G431S X
p.M453T X X
p.M463V X
p.A485V X
p.S505R X
p.S505N X X
p.V509A X
p.L512Q X X
p.I568V X
p.I568T X X
p.V597L X
p.V597F X X
p.D617Y X
p.A623V X
p.M626I X
p.L629F X X
p.F631L X X
p.F631S X
p.T632I X
p.M637R X
p.P639S X X
p.N650Y X
p.N670S X
p.C672Y X

Part IV Molecular Pathology of Human Disease

446



mitochondria. The oxyphil cells do not appear until
after puberty and their function is unclear.

Parathyroid hormone (PTH) is secreted by the chief
cells of the parathyroid glands. It is encoded by a gene
located on the short arm of chromosome 11. It has 3
exons encoding a mature peptide of 84 amino acids
and a signal peptide of 25 amino acids. The hormone
has two main targets: bones and kidneys. In bone, PTH
activates lysosomal enzymes in osteoclasts to mobilize
calcium; in kidneys it promotes calcium resorption
and phosphate and bicarbonate excretion by activating
the cAMP signaling pathway. The synthesis and secre-
tion of PTH is regulated by serum ionized calcium
concentration.

Calcium Homeostasis

The level of calcium in the blood is kept within a very
narrow range between 2.2 and 2.55 mM and is present
in three forms: (i) bound, (ii) complexed, and (iii)
free. About 30% is bound to protein, mainly albumin;
10% is chelated, mostly to citrate; and the remaining
60% is free or ionized. In humans, the regulation of
the ionized fraction of serum calcium depends on
the interaction of PTH and the active form of vitamin
D-1,25-dihydroxycholecalciferol [1,25(OH)2D].

Vitamin D is a prohormone which requires hydrox-
ylation for its conversion to the active form. Vitamin D
from food (ergocalciferol, D2) is absorbed in the prox-
imal gastrointestinal tract and is also produced in the
skin by exposure to ultraviolet light (cholecalciferol,
D3.). It is carried by a vitamin-D binding protein to
the liver where it is hydroxylated to form 25-hydroxy-
vitamin D. The latter equilibrates with a large stable
pool, and the serum concentration of 25-hydroxy-
vitamin D is the best clinical measure of nutritional
vitamin-D status. The 25-hydroxy-Vitamin D is then fur-
ther hydroxylated in kidneys to 1,25(OH)2D under the
influence of PTH to become the physiologically active
hormone.

Decreasing serum ionized calcium, acting via a
transmembrane G-protein coupled calcium-sensing
receptor, stimulates PTH secretion. PTH in turn acts
on osteoclasts to release calcium from bones and inhi-
bits calcium excretion from kidneys. PTH, hypocalce-
mia, and hypophosphatemia furthermore augment
the formation of 1,25(OH)2D which stimulates absorp-
tion of calcium from the gut and aids PTH in mobiliz-
ing calcium from bone, while at the same time
inhibiting 24-hydroxylation. The reverse occurs when
calcium levels rise, and PTH secretion is inhibited.
Whereas 24-hydroxylation is induced, 21-hydroxylation
is inhibited, resulting in a shift to the inactive metabo-
lite of vitamin D. Movement of calcium from bone and
gut into the extracellular fluid compartment ceases, so
does renal reabsorption, thereby restoring serum cal-
cium to its normal physiological concentration. Any
disturbance in this regulation may result in hypocalce-
mia or hypercalcemia. Symptoms and signs may vary
from mild, asymptomatic incidental findings to serious
life-threatening disorders depending on the duration,

severity, and rapidity of onset. Hypocalcemia is the
result either of increased loss of calcium from the
circulation or insufficient entry of calcium into the cir-
culation; and hypercalcemia, the reverse. Since PTH
is the main player in this scenario, its influence is
central.

Hypoparathyroidism

Hypoparathyroidism is characterized by levels of PTH
insufficient to maintain normal serum calcium con-
centration. The clinical manifestations of hypoparathy-
roidism are those of hypocalcemia with increased
neuromuscular irritability characterized by numbness,
tingling, and paresthesia in the fingertips in mild
cases. Facial twitching, tetany, and finally convulsions
may occur in more severe cases. Alkalosis, hypokale-
mia, and hypomagnesemia aggravate the symptoms of
hypocalcemia, whereas acidosis ameliorates them.

The most common cause of hypoparathyroidism is
injury to the parathyroid glands during head and neck
surgery or due to autoimmunity (either isolated or as a
polyglandular syndrome). Familial forms of congenital
and acquired hypoparathyroidism are relatively rare.
Both familial isolated hypoparathyroidism and familial
hypoparathyroidism accompanied by abnormalities in
multiple organ systems have been described.

Familial Isolated Hypoparathyroidism

Several forms of familial isolated hypoparathyroidism
with autosomal dominant, autosomal recessive, and
X-linked recessive inheritance have been described
[11]. Mutations affecting the signal peptide of pre-
pro-PTH have been reported in families with hypo-
parathyroidism following an autosomal recessive or
autosomal dominant inheritance pattern. A patient
with a single base substitution resulting in the replace-
ment of Cys18 by Arg, which affects the processing of
the mutant pre-pro-PTH, manifested autosomal domi-
nant hypoparathyroidism. In another family with auto-
somal recessive hypoparathyroidism, a single base
substitution gave rise to the replacement of Ser23 by
Pro. Themutant pre-pro-PTH cannot be cleaved, result-
ing in the degradation of mutant peptide in endoplas-
mic reticulum. A third mutation that occurs at the
exon 2-intron 2 boundary results in the skipping of exon
2 and splicing of exon 1 to exon 3. This causes the loss of
the initiation codon and signal peptide, and gives rise to
autosomal recessive isolated hypoparathyroidism.

Glial cells missing (GCM) belongs to a small family of
key regulators of parathyroid gland development. There
are two forms:GCMA andGCMB. Themouse homolog of
GCMB, Gcm2, is expressed exclusively in parathyroid
glands. Five different homozygous mutations of GCMB
(two missense mutations, p.R47L and p.G63S; an intra-
genic microdeletion removing exons 1–4; and two single
nucleotide deletions leading to frameshift, c.1389delT
and c.1399delC) have been identified in patients with
isolated hypoparathyroidism. These mutations either
disrupt the DNA binding domain or remove the
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transactivation domain of GCMB, leading to inactivation
of the protein. The heterozygous carriers of these muta-
tions are asymptomatic. Thus, this disorder follows an
autosomal recessive mode of inheritance [11,111].

Aside from mutations of PTH and GCMB, X-linked
recessive hypoparathyroidism due to mutation of a
gene localized to chromosome Xq26-q27 has been
reported in two multigenerational kindreds. The can-
didate gene has not been cloned yet.

Familial Hypoparathyroidism as Part of a
Complex Congenital Defect

Hypoparathyroidism may be part of a polyglandular
autoimmune disorder or associated with multiple
organ abnormalities. Because of the involvement of
multiple organs in these disorders, it is likely the
abnormalities are not intrinsic to the parathyroid
gland but consequential to other abnormalities.
Hypoparathyroidism occurs in HAM syndrome (Hypo-
parathyroidism, Addison’s Disease, Mucocutaneous
Candidiasis, also known as Polyglandular Failure Type
1 syndrome or Autoimmune Polyendocrinopathy-
Candidiasis-Ectodermal Dystrophy (APECED). This
syndrome is caused by mutations of AIRE1 (autoim-
mune regulator type 1) [11]. Cells destined to become
parathyroid glands emerge from the third and fourth
pharyngeal pouches. Failure of development of the
derivatives of these two pouches results in absence or
hypoplasia of the parathyroids and thymus and gives
rise to DiGeorge syndrome (DGS). Most cases of DGS
are sporadic, but autosomal dominant inheritance of
DGS has been observed. The vast majority of cases dis-
play imbalanced translocation or microdeletion of
22q11.2 [11,112]. So far, there is no consensus on
the gene(s) whose mutation(s) is(are) responsible for
DGS. The broad spectrum of abnormalities in DGS
patients and the large genomic region in the deletion
suggest the possibility of involvement of multiple
genes. Similarly, abnormality of PTH is excluded in
familial Hypoparathyroidism, sensorineural Deafness,
and Renal dysplasia (HDR syndrome), which is inher-
ited in an autosomal dominant mode [11]. Deletion
analyses of HDR patients indicate the absence of
GATA3 is responsible for HDR. GATA3 is a member
of the GATA-binding family of transcription factors,
encoded by a gene with 6 exons located on chromo-
some 10q14. The protein has 44 amino acids with
two transactivation domains and two zinc finger
domains. GATA3 is expressed in the developing para-
thyroid gland, inner ear, kidney, thymus and central
nervous system. Thus, GATA3 mutations will affect
parathyroid development. So far, 20 mutations of
GATA3 have been identified [113,114], including 5
missense mutations, 1 in-frame deletion of 4 codons,
3 nonsense mutations, 9 insertions or deletions lead-
ing to frameshifts generating premature stop codons,
1 donor splice site mutation, and whole gene deletion.
These mutations affect DNA-binding, mRNA and pro-
tein stability, or reduced protein synthesis. The patho-
genic mechanism responsible for HDR syndrome is
believed to be GATA3 haploinsufficiency. Other

diseases with hypoparathyroidism but with no genetic
abnormality of PTH include several mitochondrial dis-
orders, Kenney-Caffey and Sanjad-Sakati syndrome,
Barakat syndrome, and Blomstrand’s disease [11].

Hyperparathyroidism

Primary hyperparathyroidism is a genetically heteroge-
neous disorder, andusually occurs as a sporadic disorder.
It may occur at any age, but is most common in the 60þ
age group andmore common in females. It results when
PTH is secreted in excess due to a benign parathyroid
adenoma, parathyroid hyperplasia, multiple endocrine
neoplasia (MEN1 or MEN2A), or cancer. An elevated
serum calcium together with low serum phosphorus is
suggestive of hyperparathyroidism and becomes diagnos-
tic when supported by increased urinary calcium excre-
tion and elevated PTH level.

Familial Isolated Hyperparathyroidism

Familial isolated hyperparathyroidism (FIHP) is a rare
disorder characterized by single or multiple glandular
parathyroid lesions without other syndromes or
tumors. FIHP has been reported in 16 familial hyper-
parathyroidism patients from 14 families [12]. The
mode of transmission is autosomal dominant [115].
Most FIHP kindreds have unknown genetic back-
ground. Studies of 36 kindreds reveal that a few
families are associated with multiple endocrine neopla-
sia gene 1 (MEN1), with inactivating calcium-sensing
receptor (CaSR) mutations, or DNA markers near the
Hyperparathyroidism-Jaw Tumor (HPT-JT) syndrome
locus at 1q25-q32.

Multiple Endocrine Neoplasia Type 1

Multiple Endocrine Neoplasia Type 1 (MEN1) is an
autosomal dominant disorder with a high degree of
penetrance. Over 95% of patients develop clinical
manifestations by the fifth decade. The most common
feature of MEN1 is parathyroid tumors which occur in
about 95% of patients. Tumors of the pancreas and
anterior pituitary also occur in a significant, albeit
smaller percentage of patients. MEN1 is caused by
germline mutations of MEN1 which is located on chro-
mosome 11q13. The gene has 10 exons and encodes
the 610 amino acid protein menin, a tumor suppressor
and a nuclear protein that participates in transcrip-
tional regulations, genome stability, cell division, and
proliferation. MEN1 tumors frequently have loss of
heterozygosity (LOH) of the MEN1 locus. Somatic
abnormalities of MEN1 have been reported in MEN1
and non-MEN1 endocrine tumors [11,12,115,116].

There are a total of 565 different MEN1 mutations
among the 1336 mutations reported, with 459 being
germline and 167 being somatic (61 mutations occur
both as germline and somatic), scattered throughout
MEN1. Among these mutations, 41% are frameshift
deletions or insertions, 23% are nonsense mutations,
20% aremissensemutations, 9% are splicingmutations,
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6% are in-frame deletions or insertions, and 1%
represent whole or partial gene deletion. Somatic
missense mutations occur more frequently than
germline missense mutations. The majority of these
mutations (>70%) are predicted to give rise to
truncated or destabilized proteins. Four mutations,
namely c.249_252delGTCT (deletion at codons
83–84), c.1546–1547insC (insertion at codon 516),
c.1378C>T (R460X), and c.628_631delACAG (dele-
tion at codons 210–211), account for 12.3% of all
mutations and are potential mutation hot spots. No
phenotype-genotype correlations have been observed
in MEN1 [116]. In fact, similar MEN1 mutations have
been observed in FIHP and MEN1 patients. The rea-
son for these altered phenotypes is not known.
Between 5% and 10% of MEN1 patients do not har-
bor mutations in the coding region of MEN1.

Multiple Endocrine Neoplasia Type 2

Multiple Endocrine Neoplasia Type 2 (MEN2)
describes the association of medullary thyroid carci-
noma, pheochromocytomas, and parathyroid tumors.
There are three clinical variants of MEN2, the most
common of which is MEN2A, which is also known as
Sipple’s syndrome. MEN2A is inherited in an autoso-
mal dominant manner. All MEN2A patients develop
medullary thyroid carcinoma (MTC), 50% develop
bilateral or unilateral pheochromocytoma, and 20%–
30% develop primary hyperparathyroidism. Primary
hyperparathyroidism can occur by the age of 70 in
up to 70% of patients. MEN2A is caused by activating
point mutations of the RET proto-oncogene. RET
encodes a tyrosine kinase receptor with cadherin-like
and cysteine-rich extracellular domains, and a tyrosine
kinase intracellular domain. In 95% of patients,
MEN2A is associated with mutations of the cysteine-
rich extracellular domain, and missense mutation in
codon 634 (Cys to Arg) accounts for 85% of MEN2A
mutations [11,12,115].

The second clinical variant is MEN2B. These
patients exhibit a relative paucity of hyperparathyroid-
ism and development of marfanoid habitus, mucosal
neuromas, and intestinal ganglioneuromatosis. Of
these patients, 95% present with mutation in codon
918 (Met to Thr) of the intracellular tyrosine kinase
domain of RET proto-oncogene. The third clinical var-
iant of MEN2 is MTC-only. This variant is also asso-
ciated with missense mutation of RET in the cysteine-
rich extracellular domain, and most mutations are in
codon 618. The precise mechanism of the genotype-
phenotype relationship in the three clinical variants
is unknown [11,12].

Hyperparathyroidism-Jaw Tumor Syndrome

Hyperparathyroidism-jaw tumor syndrome (HPT-JT
syndrome) is an autosomal dominant disorder char-
acterized by the development of parathyroid adeno-
mas and carcinomas and fibro-osseous jaw tumors.
The gene causing the syndrome, HRPT2, is located
on chromosome 1q25. It consists of 17 exons and

encodes a ubiquitously expressed 531 amino acid pro-
tein called parafibromin. HRPT2 is a tumor-suppres-
sor gene. Its inactivation is directly involved in the
predisposition to HPT-TJ syndrome and in the devel-
opment of some sporadic parathyroid tumors. The
function of the gene has not been elucidated. To
date, 13 different heterozygous inactivating mutations
that predict truncation of parafibromin have been
reported [11,12].

Calcium-Sensing Receptor and Related
Disorders

Extracellular ionized calcium concentration regulates
the synthesis and secretion of PTH as well as parathy-
roid cell proliferation. The action of calcium is
mediated by the calcium-sensing receptor (CaSR).
Human CaSR is located on chromosome 3q13.3–21.
It is composed of 6 exons encoding a protein of 1078
amino acids. CaSR is a member of Family CII of the
GPCR superfamily. The protein has a large extracellu-
lar domain with 612 amino acids, a transmembrane
domain of 250 amino acids containing 7 transmem-
brane helices, and an intracellular domain of 216
amino acids. The receptor is heavily glycosylated,
which is important for normal cell membrane expres-
sion. CaSR forms homodimers via intramolecular
disulfide linkages within the extracellular domain.
The extracellular domain is responsible for calcium
binding. However, the stoichiometry between CsSR
and calcium ions is unknown. The transmembrane
domain is responsible for transducing the signal of cal-
cium binding, while the intracellular domain interacts
with Gai or Gao and activates different signal trans-
ducing pathways, depending on the cell line. The crit-
ical pathway(s) through which CaSR mediates its
biological effects has not been defined [11,13,14].

CaSR is expressed in parathyroid cells, kidneys,
bones, along the gastrointestinal tract, and in other tis-
sues that are not directly involved in calcium homeo-
stasis. However, the highest cell surface expression of
CaSR is found in parathyroid cells, C-cells of the thy-
roid, and kidneys. Parathyroid cells are capable of
recognizing small perturbation in serum calcium and
respond by altering the secretion of PTH. Mutations of
CaSR can result in loss-of-function or gain-of-function
of the receptor. Heterozygous mutations of the CaSR
are the cause of a growing number of disorders of cal-
ciummetabolism, which typicallymanifest as asymptom-
atic hypercalcemia or hypocalcemia, with relative or
absolute hypercalciuria or hypocalciuria. On the other
hand, homozygous or compound heterozygous inacti-
vatingmutations produce a severe and sometimes lethal
disease if left untreated.

Disorders Due to Loss-of-Function Mutations
of CaSR

There are two hypercalcemic disorders caused by inacti-
vatingmutations in CaSR: familial hypocalciuric hypercal-
cemia and neonatal severe primary hyperparathyroidism.
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Familial Hypocalciuric Hypercalcemia. A disorder that
must be recognized as distinct from primary hyper-
parathyroidism is familial hypocalciuric hypercalcemia
(FHH), also known as familial benign hypercalcemia
(FBH). The hypercalcemia is usually mild and asymp-
tomatic, and is associated with a reduction rather than
an increase in urinary calcium excretion. In the major-
ity of cases the cause appears to be an autosomal dom-
inant loss-of-function mutation in CaSR. The mutation
in FHH reduces the receptor sensitivity to calcium. In
the parathyroid glands, this defect means that a higher
than normal serum calcium concentration is required
to reduce PTH release. In the kidney, this defect leads
to an increase in tubular calcium and magnesium
resorption. The net effect is hypercalcemia, hypocal-
ciuria, and frequently hypermagnesemia, as well as
normal or slightly higher serum PTH concentration.

About two-thirds of the FHH kindreds studied have
uniqueheterozygousmutations [11,13]. The inactivating
mutations include 59 missense mutations, 6 nonsense
mutations, 7 insertions and/or deletions, including an
Alu element insertion, and 1 splice mutation. These
mutations are described in the CaSR mutation database
(http://www.casrdb.mcgill.ca). Some of these mutations
cause amore severe hypercalcemia by inhibiting the wild-
type CaSR in mutant-wild-type heterodimers [13]. There
are�30% of FHH patients without an identifiable muta-
tion. Linkage analyses have linked FHH in some of these
patients to the long and short arms of chromosome 19
[11,13,14,117].

Neonatal Severe Primary Hyperparathyroidism. Neo-
natal severe primary hyperparathyroidism (NSHPT)
represents the most severe expression of FHH. Symp-
tomsmanifest very early in life with severe hypercalcemia,
bone demineralization, and failure to thrive. Most
NSHPT patients have either homozygous or compound
heterozygous CaSR inactivating mutations. There are
also three cases of NSHPT in which de novo mutation
was found in the extracellular domain of CaSR. The
patients have only one copy of CaSR mutated, and no
CaSRmutations are found in the parents. There are also
asymptomatic patients with homozygous CaSR inactivat-
ing mutations. Thus, the severity of symptom may be
affected by factors other thanmutant gene dosage [117].

Disorders Due to Gain-of-Function Mutation
of the CaSR

There are two hypocalcemic disorders associated with
gain of CaSR function due to activating mutations of
the receptor. These mutated receptors are more sensi-
tive to extracellular calcium required for PTH secretion
and cause reduced renal calcium resorption. The two
disorders are Autosomal Dominant Hypocalcemia
(ADH) and Bartter syndrome type V.

Autosomal Dominant Hypocalcemia. ADH is a familial
form of isolated hypoparathyroidism characterized by
hypocalcemia, hyperphosphatemia, and normal to hypo-
parathyroidism. Inheritance of the disorder follows an
autosomal dominant mode. The patients are generally

asymptomatic. A significant fractionof cases of idiopathic
hypoparathyroidism may in fact be ADH.

More than 80% of the reported ADH kindreds have
CaSR mutations. There are 44 activating mutations of
CaSR reported in the literature. These mutations pro-
duce a gain of CaSR function when expressed in in vitro
systems [13,117]. The majority of the ADH mutations
are missense mutations within the extracellular domain
and transmembrane domain of CaSR. In addition, a
deletion in the intracellular domain, p.S895_V1075del,
has also been described in an ADH family. The mecha-
nism of CaSR activation by these mutations is not known.
Worthwhile noting is that almost every ADH family has
its own unique missense heterozygous CaSR mutation
[117]. Most ADH patients are heterozygous. The only
deletion-activating mutation occurs in a homozygous
patient in an ADH family. However, there is no apparent
difference in the severity of the phenotype between
heterozygous and homozygous patients.

Bartter Syndrome Type V. In addition to hypocal-
cemia, patients with Bartter syndrome type V have
hypercalciuria, hypomagnesemia, potassium wasting,
hypokalemia, metabolic alkalosis, elevated renin and
aldosterone levels, and low blood pressure. Four differ-
ent activating mutations of CaSR (p.K29E, p.L125P,
p.C131W, and p.A843E) have been identified in
patients with Bartter syndrome type V. Functional ana-
lyses show that these CaSR mutations result in a more
severe receptor activation when compared to the other
activating mutations described [13].

THE ADRENAL GLAND

The adrenal glands are two crescent-shaped structures
located at the superior pole of each kidney. Each gland
is composed of two separate endocrine tissues, the inner
medulla and the outer cortex, which have different
embryonic origins. The adrenal medulla is responsible
for the production of the catecholamines, epinephrine
and norepinephrine, which are involved in fight-or-
flight responses. The adrenal cortex produces a number
of steroid hormones that regulate diverse physiological
functions. Despite the difference in origin and physiol-
ogy, the hormones produced by the medulla and cortex
often act in a concerted manner.

The adrenal cortex is composed of three distinct
cell layers: (i) the zona glomerulosa, (ii) fasciculata,
and (iii) reticularis. The outermost layer (zona glomer-
ulosa) secretes mineralocorticoids, the most important
of which is aldosterone. Aldosterone primarily affects
the distal renal tubular sodium-potassium exchange
mechanism to promote sodium resorption, thereby
regulating circulatory volume and having a major
impact on cardiac function. The synthesis and release
of aldosterone is influenced by angiotensin II, derived
from angiotensin I under control of the enzyme renin.
Renin is made by the juxtaglomerular cells of the renal
cortex in response to variations in renal blood flow. To
a lesser extent, the production of aldosterone is also
influenced by adrenocorticotropic hormone (ACTH).
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The middle layer of the adrenal cortex (zona fasci-
culata) secretes glucocorticoids. The most important
glucocorticoid is cortisol. Its action affects almost every
organ and tissue in the body, by maintaining blood
glucose level and blood pressure, and modulating
stress and inflammatory responses. Secretion of corti-
sol is regulated by the hypothalamus-pituitary-adrenal
axis. The hypothalamic corticotropin-releasing hor-
mone (CRH) stimulates ACTH secretion by the pitui-
tary corticotrophs through ligand-receptor mediated
mechanism. ACTH triggers cortisol production in
adrenocortical cells by binding to melanocortin recep-
tor 2 (MC2R, which is the ACTH receptor). A series of
enzymatic reactions is initiated to mediate the uptake
of cholesterol and the biosynthesis of cortisol. The cir-
culating cortisol feeds back to the pituitary and hypo-
thalamus to suppress further ACTH secretion.

The innermost layer of the adrenal cortex (zona
reticularis) produces adrenal androgens. The produc-
tion of adrenal androgens is also regulated by ACTH.
In the fetal adrenal cortex (during weeks 7–12 of gesta-
tion), androgens are secreted and regulate the differ-
entiation of male external genitalia. However, in
adults the contribution of androgens from adrenal
glands is quantitatively insignificant.

Congenital Primary Adrenal Insufficiency

As with other endocrine glands, both hypo-function
and hyper-function of the adrenal are associated with
significant disorders. Adrenal insufficiency is generally
referred to an inadequate production of cortisol by the
adrenal. It may be primary or secondary. Primary adre-
nal insufficiency is caused by defects of the adrenals
themselves. The most frequent cause is the destruction
of adrenal cortex due to autoimmunity. Otherwise, it
can result from inflammation, infection, surgical adre-
nal removal, or neoplasia spreading from other parts
of the body. Congenital primary adrenal insufficiency
is caused by inactivating mutations of genes responsi-
ble for normal adrenal development or cortisol pro-
duction. Depending on the severity, a deficiency of
cortisol alone or with other adrenal steroids would
occur.

Adrenal Hypoplasia Congenita

Adrenal hypoplasia congenita (AHC) is the underdevel-
opment of adrenal glands that typically results in adrenal
insufficiency during early infancy. Two forms of AHC are
known: (i) an autosomal recessive miniature adult form
and (ii) an X-linked cytomegalic form. Patients affected
by the latter display low or absent glucocorticoids, miner-
alocorticoids, and androgens and do not respond to
ACTH stimulation. The adrenals are atrophic and struc-
turally disorganized, with no normal zona formation in
cortex. Impaired sexual development, owing to hypogo-
nadotropic hypogonadism, manifests in affected males
who survive childhood.

The cytomegalic form of AHC is an X-linked disorder
due to deletion or inactivating mutation of NR0B1,

which encodes DAX1 (dosage sensitive sex reversal-
AHC critical region on the X chromosome gene 1). As
a result, females are unaffected carriers and males only
are affected by NR0B1mutation. DAX1 is indispensable
to the development of adrenal glands, gonads, and
kidneys. It encodes an orphan nuclear receptor that
interacts with SF1 (Steroidogenic Factor 1; encoded by
NR5A1). Binding of DAX1 inhibits SF1-mediated trans-
activation of genes involved in the development of hypo-
thalamus-pituitary-adrenal-gonad axis and biosynthesis
of steroid hormones. More than 100 mutations of
NR0B1, affecting the DNA-binding or ligand-binding
domain of DAX1, have been described [118]. The
genetic lesions (mostly frameshift, nonsense, and mis-
sense mutations) are translated into truncated DAX1
proteins that lose the ability to repress SF1 transactiva-
tion activity. Phenotypic heterogeneity, in terms of
severity and onset of disorder, is observed in patients
with different or even the same DAX1 mutations
[119,120], suggesting that other genetic, epigenetic, or
environmental factors may be involved in AHC. Alterna-
tively, the presence of residual activity in DAX1mutants
(positional effect of mutations) may determine the
extent of phenotypic variation. The expression of a
novel NR0B1 splice variant in the adrenal glands is also
suspected to influence AHC phenotype.

Similar to DAX1, SF1 is also an orphan nuclear
receptor essential to normal adrenogonadal develop-
ment, besides its pivotal role in steroidogenesis. How-
ever, inactivating mutation of NR5A1 does not always
associate with adrenal insufficiency. The cause of such
variability is still unknown.

Congenital Adrenal Hyperplasia

Congenital adrenal hyperplasia (CAH) is one of the
most common autosomal recessive disorders in
humans. It is the result of inborn metabolic errors in
adrenal steroid biosynthesis (Figure 22.2). Cholesterol
is transported from the cytoplasm into mitochondria
in adrenocortical cells by steroidogenic acute regu-
latory protein (StAR), and is first converted to preg-
nenolone, the common precursor of all adrenal
steroids, by rate-limiting cholesterol side-chain cleav-
age enzyme P450scc (encoded by CYP11A1). Adrenal
steroids are produced under the action of various cyto-
chrome P450s, with some of them participating in
more than one steroidogenic pathway. Depending on
the enzymatic defect, an impaired production of glu-
cocorticoids (and mineralocorticoids or androgens)
can occur starting in utero. The feedback to the pit-
uitary is undermined such that ACTH production
becomes excessive. Consequently, the adrenals are
overstimulated and hyperplastic. The overproduced
steroid precursors are shunted to the androgen biosyn-
thetic pathway, leading to androgen overproduction.
Genital ambiguity in newborn females (owing to exces-
sive fetal exposure in utero) and precocious pseudo-
puberty in both sexes are commonly observed in
CAH patients. In severe cases, salt-wasting CAH occurs
with life-threatening vomiting and dehydration within
the first few weeks of life.
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21-Hydroxylase Deficiency. The most frequent CAH
variant is 21-hydroxylase deficiency (21-OHD), caused
by inactivating mutations or deletion of CYP21A2,
and accounts for �95% of classical CAH. In many cases
the term CAH refers to 21-OHD. The failure of conver-
sion of progesterone and 17-hydroxyprogesterone leads
to their accumulation and shunting to the androgen
biosynthetic pathway. Over 100 mutations, most of
which are missense mutations, have been described
[121]. Based on the severity of enzyme defect, three clin-
ical forms of 21-OHD CAH are recognized: the most
severe classical salt-wasting form (due to aldosterone
insufficiency and androgen excess), the moderately
severe classical simple-virilizing form (due to androgen
excess), and the least severe nonclassical form.

11b-Hydroxylase Deficiency. The second most com-
mon cause of CAH is 11b-hydroxylase deficiency (11b-
OHD). The enzyme, 11b-hydroxylase (encoded by
CYP11B1), catalyses the conversion of deoxycorticoster-
one and 11-deoxycortisol to corticosterone and cortisol,
respectively (Figure 22.2). Similar to 21-OHD, the enzy-
matic defect leads to virilizing CAH due to accumulation
of immediate steroid precursors. The accumulation of
deoxycorticosterone also causes salt retention and

hypertension. More than 50 inactivating CYB11B1muta-
tions have been identified;most of themcompletely abol-
ish the enzymatic activity [122].

A variant form of CAH related to 11b-OHD is caused
by chimeric gene formation due to unequal crossing-
over. CYP11B2, which is>95% identical to and is located
�40 kb upstream of CYP11B1, encodes an aldosterone
synthase that is exclusively expressed in zona glomeru-
losa to catalyze the conversion of deoxycorticosterone
to corticosterone. The high degree of homology renders
the two isoforms susceptible to crossing-over duringDNA
replication, with regulatory sequence from one fused to
the coding region of the other. Use of CYP11B2 pro-
moter leads to no production of chimeric CYP11B2/B1
protein in zona fasciculata because the promoter is inac-
tive in this region of the adrenal. Thus, carriers of this
mutation display 11b-OHD. Conversely, the CYP11B1
promoter-driven expression of CYP11B1/B2 chimera,
which retains aldosterone synthase activity, leads to
overproduction of mineralocorticoids and results in an
autosomal dominant disorder called glucocorticoid-
suppressible hyperaldosteronism (or familial hyperald-
osterone type 1) [123]. A rare case of salt-wasting CAH
with 11-OHD due to homozygous internal deletion of
the CYP11B2/B1 chimera has also been reported.

Cholesterol

EstroneAndrosterone17-OH ProgesteroneProgesterone

EstradiolTestosterone11-DeoxycortisolDeoxycorticosterone

Corticosterone DihydrotestosteroneCortisol

18-OH Corticosterone

Aldosterone

21-Hydroxylase

11β-Hydroxylase 11β-Hydroxylase

21-Hydroxylase

P450scc

StAR

3β-Hydroxysteroid
dehydrogenase 

3β-Hydroxysteroid
dehydrogenase 

3β-Hydroxysteroid
dehydrogenase 

17α-Hydroxylase 17, 20-Lyase

Dehydroepiandrosterone17-OH PregnenolonePregnenolone

Cortisone

zona reticulariszona fasciculatazona glomerulosa

Sex SteroidsGlucocorticoidsMineralocorticoids

Figure 22.2 Pathways of adrenal steroidogenesis. The three classes of adrenal steroids are shown in bold. Enzymes or
proteins that cause CAH when defective are shown in gray boxes. The 17a-hydroxylase and 17,20-lyase activities are
encoded by the same enzyme (CYP17A1).
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Other Less Common Steroidogenic Enzyme Deficiency
in CAH. The key enzyme in steroid hormone biosyn-
thesis is 3b-hydroxysteroid dehydrogenase (3b-HSD).
It catalyzes the conversion of progesterone, 17-OH
progesterone, and androstenedione from their respec-
tive △5 steroid precursors. As a result, inactivation of
3b-HSD leads to incomplete genital development and
impaired aldosterone synthesis due to a deficiency of
all classes of adrenal steroids. In humans, HSD3B2 is
the isoform expressed specifically in the adrenals and
gonads. At least 36 inactivating HSD3B2 mutations,
mostly missense mutations, have been reported. Aside
from complete loss of enzymatic activity, some of the
mutated enzymes display impaired stability [124,125].

CYP17A1 encodes an enzyme with dual (17a-
hydroxylase and 17,20-lyase) activities, mediating the
biosynthesis of cortisol and sex steroid precursors
(Figure 22.2). Inactivating mutations of the gene
frequently produce combined enzyme deficiencies,
displaying hypertension, hypokalemia, and sexual
infantilism. Despite its rarity in causing CAH, more
than 70 inactivating mutations of CYP17A1 have been
identified [126]. Most of the reported mutations alter
the enzyme structure or generate truncated products
and thus completely abolish both enzymatic activities.
Isolated 17,20-lyase deficiency also occurs when lyase
activity is selectively impaired by mutations of amino
acid residues (such as p.R347 or p.R358) that are cru-
cial to the interaction between CYP17A1 and its redox
partners (P450 oxidoreductase and cytochrome b5) in
the P450-electron donor complex.

Although uncommon, Lipoid Congenital Adrenal
Hyperplasia (LCAH) represents the most severe form
of CAH. Life-threatening mineralocorticoid and gluco-
corticoid deficiencies are common in infants and
children. Male infants are undervirilized, and puberty
is delayed in both sexes. The enlarged adrenals are
filled with lipid globules. Similar damage is observed
in the gonads. LCAH results from defective cholesterol
to pregnenolone conversion, the first step in steroido-
genesis, mediated by P450scc. So far only 5 CYP11A1
mutations have been described [127]. Most of the
genetic lesions actually stem from defective cholesterol
transport into the mitochondria by inactivating muta-
tion of StAR. The lack of substrate leads to adrenal ste-
roid deficiency and absence of feedback for ACTH
suppression. The elevated level of ACTH excessively
stimulates cholesterol uptake and adrenal cell growth,
resulting in adrenal hyperplasia. At least 48 inactivat-
ing mutations of StAR, most of which are missense
and frameshift mutations, are known [128]. In all
cases, the activity of the mutated StARs, in terms of
ligand binding and cholesterol-to-pregnenolone con-
version, is severely impaired or totally lost.

ACTH Resistance Syndromes

ACTH resistance syndromes represent a group of dis-
orders that lead to unresponsiveness to ACTH in the
production of glucocorticoid by adrenal cortex. The
disorders can occur in patients with familial glucocorti-
coid deficiency or Triple A syndrome.

Familial Glucocorticoid Deficiency. Familial Glucocor-
ticoidDeficiency (FGD) is a rare autosomal recessive dis-
ease characterized by cortisol deficiency, but without
mineralocorticoid deficiency and pituitary structural
defects. It is usually diagnosed during neonatal period
or early childhood with symptoms like hypoglycemic sei-
zures, failure to thrive, collapse and coma, and recur-
rent infections. Specifically, FGD patients show an
extremely high plasma ACTH level, which indicates a
resistance to ACTH action. They almost always develop
hyperpigmentation. Adrenarche is absent in children
with FGD. Tall stature is observed in some patients.

FGD is caused by defects of MC2R. Based on gene
mutations, FGD is subdivided into two types. FGD type
1 is caused by inactivating mutations of MC2R. The
mutated receptors are completely inactive or display
subnormal cortical response to ACTH stimulation. At
least 38 MC2R mutations have been reported [129–
131], most of them are missense mutations in the cod-
ing region. Nucleotide substitution at the promoter
region is also associated with a lower cortisol response
to ACTH stimulation and results in FGD in conjunc-
tion with a frameshift mutation in the other allele
[132]. FGD type 2 is caused by inactivating mutations
of the MC2R accessory protein (MRAP). MRAP assists
the trafficking and expression of MC2R at cell surface.
So far only 9 MRAP mutations, all leading to the pro-
duction of severely truncated proteins, are identified
[133]. Genetic defects of MC2R and MRAP account
for 45% of FGD cases, suggesting that more genes
may be involved in the etiology of FGD.

Triple A Syndrome. Triple A syndrome is a complex dis-
order characterized by adrenal failure, alacrima, and
achalasia. Not all patients exhibit adrenal failure, but of
those with adrenal failure�80% will have isolated gluco-
corticoid deficiency. Mutations of the causative gene,
AAAS, are identified in patients with the syndrome
[134]. However, defects in AAAS do not account for all
cases of Triple A syndrome, and the expression pattern
of the gene correlates poorly to pathology.

Secondary Adrenal Insufficiency

Secondary adrenal insufficiency can be attributed to a
lack of ACTH. The adrenal glands become atrophic
and cortisol, but not aldosterone, production is
extremely low or undetectable. For acquired cases,
ACTH deficiency may result from pituitary tumor or
other physical lesions that prevent ACTH secretion.
Meanwhile, congenital cases are caused by disorders
of the hypothalamus-pituitary axial components that
control ACTH production.

ACTH secretion is regulated by the hypothalamic
corticotropin-releasing hormone (CRH). The 41
amino acid neuropeptide binds to CRH receptor
(CRHR) on pituitary corticotrophs to stimulate ACTH
production through enzymatic cleavage of its precur-
sor propiomelanocortin (POMC) under the action of
prohormone convertase 1 (PC-1). Malfunctioning of
any of these genes can lead to ACTH deficiency.
POMC deficiency syndrome, owing to recessive
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inactivating mutations of POMC, was described in 7
patients [135,136], and 2 cases of compound heterozy-
gous mutations of PC-1 were reported [137]. No CRH
or CRHR mutation is known. The small number of
mutations reflects the rarity of these genetic defects
in the etiology of ACTH deficiency. In contrast, muta-
tions of TPIT, which encodes a T-box transcription fac-
tor important to POMC expression and the terminal
differentiation of pituitary POMC-expressing cells,
cause adrenal insufficiency more frequently [138].

Generalized Glucocorticoid
Resistance/Insensitivity

Generalized glucocorticoid resistance is a rare genetic
condition characterized by generalized partial target
tissue insensitivity to glucocorticoid. Patients show
increased levels of ACTH and cortisol, resistance of
the hypothalamus-pituitary-adrenal axis to dexame-
thasone suppression, but no clinical sign of hyper-
cortisolism. Production of mineralocorticoids and
androgens is increased as a result of excessive ACTH,
which is reflected by symptoms such as hyperten-
sion, hypokalemic alkalosis, ambiguous genitalia, and
gonadotropin-independent precocious puberty. The
disorder is caused by inactivation of the glucocorticoid
receptor-a isoform (GRa), which is the classical GR
that functions as a ligand-dependent transcription fac-
tor. Almost all known mutations are heterozygous,
implying that a complete loss of the receptor is incom-
patible with life. Besides one case of a small deletion at
the exon-intron 6 boundary, the remaining 9 GRa
mutations are missense mutations [139]. All mutations
impair one or multiple actions of glucocorticoid, rang-
ing from defective nucleocytoplasmic shuttling, reduc-
tion of gene transactivation activity and affinity for
ligands, to partial or complete loss of interaction with
coactivators. In some cases, the mutated receptors dis-
play a dominant negative effect on wild-type receptors.

Hypercortisolism (Cushing’s Syndrome)

Excessive hormone production by the adrenal cortex
may result from abnormal pituitary ACTH stimulation,
pituitary tumors, ectopic ACTH produced by a neo-
plasm, or pathology within the adrenals themselves.
The clinical picture resulting from hypersecretion of
cortisol, androgens, and deoxycorticosterone is vari-
able, depending on the etiology. The manifestations,
nevertheless, are those of glucocorticoid excess.

Cushing’s syndrome is caused by excessive circulating
cortisol, which affects 10–15 in every million people at
age 20–50. The affected individuals are characterized by
moon faces and buffalo hump, with central obesity,
severe fatigue, high blood pressure and glucose levels,
depression, and gonadal dysfunction commonly
observed. The cause of Cushing’s syndrome is mostly iat-
rogenic, resulting from prolonged steroid ingestion
(such as from glucocorticoid drug hormone medica-
tion). Cushing’s syndrome is primarily caused by

ACTH-secreting pituitary adenoma (also known as Cush-
ing’s disease) which accounts for �70% of all cases of
ACTH-dependent Cushing’s syndrome. Other causes
include adrenal hyperplasia or neoplasia (the second
most commongenetic cause) and ectopic ACTHproduc-
tion by other tumors (including small cell lung cancer
and carcinoid tumors). All defects result in adrenal gland
overgrowth and cortisol overproduction. The elevated
level of cortisol promotes protein catabolism, wasting of
muscles, thinning of skin, and conversion to fat without
weight gain, which leads to the characteristic appearance.

ACTH-independent Cushing’s syndrome constitutes
the remaining subgroup of the disorder. It is well
known to be caused by adrenocortical tumors or in-
herent endocrine tumor forming-diseases such as
MEN1 and primary pigmented nodular adrenocortical
disease. Recently, an activating mutation of MC2R
(p.F278C) was shown to be associated with the disor-
der and adrenal hyperactivity [140]. Other endocrine
factors emerge to play a role in disease etiology. For
instance, LHR was shown to be present in adrenocorti-
cal cells, and LH/hCG is involved in adrenal hyper-
functions [141].

PUBERTY

Puberty refers to the physical changes by which a child
becomes an adult capable of reproduction. The matu-
ration of the reproductive system is very complex,
involves almost the entire endocrine system, and
occurs in a phasic manner. During fetal development,
neuroendocrine cells appear in the rostral forebrain,
whence they migrate to an area in the hypothalamus
to become the gonadotropin-releasing hormone
(GnRH) pulse generator. During infancy, gonadotro-
pin secretion is inhibited centrally by a sensitive nega-
tive feedback control, which keeps the reproductive
system quiescent.

The onset of puberty is contingent upon matura-
tion of the central pulse generator and disinhibition
and reactivation of the hypothalamic-pituitary-gonadal
axis. Temporal and developmental changes in GnRH
pulse frequency have differential effects on FSH and
LH. Slow GnRH pulse frequencies preferentially stimu-
late FSH synthesis and release, whereas higher fre-
quencies preferentially stimulate LH production. The
pulsatile LH secretion promotes growth and matura-
tion of the gonads (ovaries and testes), sex hormone
production, and development of secondary sex charac-
teristics. As puberty progresses, there is an increase in
the amplitude and frequency of LH pulses, leading
eventually to adult steroid production and gametogen-
esis. The sex hormones stimulate growth as well as
function and transformation of the brain, bones, mus-
cle, and skin in addition to the reproductive organs.
Growth accelerates at the onset of puberty and stops
at its completion.

Before puberty, the body differences between the
sexes are mainly confined to the genitalia. During
puberty, major differences of size, form, shape, compo-
sition, and function develop. Puberty is accompanied
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by psychological, behavioral, and cultural changes,
referred to as adolescence. The time of onset and
subsequent course of hormonal and physical changes
during puberty are highly variable and influenced by
genetic makeup, nutrition, and general health. Breast
budding in girls and testicular enlargement in boys
are usually the first signs of puberty. Detailed studies
of the progression of the physical changes with
puberty (Tanner) demonstrate peak growth velocity
in girls early in puberty before menarche, whereas in
boys it occurs later (in the second half of puberty).
The time interval between breast budding and menar-
che is on average 2½ years, and the average age at
menarche is between 2½ and 13 years. During the first
2 years, menstrual cycles are often irregular and
nonovulatory.

In addition to the striking changes brought about
by activation of the pituitary-gonadal axis, secretion
of androgens by the adrenal gland also increases. How-
ever, gonadal and adrenal androgen production (adre-
narche) is not causally related temporally, and
discordance in the two is seen in a number of situa-
tions. Adrenarche occurs in response to rising adrenal
androgen secretion, usually precedes the pubertal rise
in gonadotropins and sex steroids by about 2 years,
and is associated with differentiation and growth of
the adrenal zona reticularis. The major adrenal andro-
gens are androstenedione and epiandrosterone. They
are weak androgens, which in the female, directly or
by peripheral conversion, account for about 50% of
serum testosterone and are largely responsible for
female sexual hair development. Unlike the major
gonadal sex steroids, adrenal androgens do not play
an important role in the adolescent growth spurt.

Any disturbance in the integrity of the brain, the
hypothalamic-pituitary axis, or the peripheral endo-
crine system may interfere with normal puberty,
whether it is developmental, inflammatory, genetic,
neoplastic, or functional. Absence of one or more tro-
phic or pituitary hormones interferes with hormonal
effectiveness or end organ response, which may be
on a genetic or acquired basis. Lack of signs of puberty
in a female 13 years of age or a male 14 years of age
becomes a concern and deserves evaluation.

Delayed Puberty

The most common cause of failure of pubertal devel-
opment in the female is gonadal dysgenesis, a disorder
of the X chromosome. Short stature and a variety of
congenital anomalies associated with elevated serum
gonadotropins readily confirm the diagnosis. The
exact chromosomal abnormality is established by the
karyotype. Primary amenorrhea after some pubertal
development may indicate an abnormality of Müller-
ian development.

The most common cause of delay in the onset of
puberty in boys is constitutional. It is often diagnosed
in retrospect if boys initiate puberty spontaneously
before the age of 18. There is frequently a positive fam-
ily history. Short stature, a younger appearance, and a

delayed bone age are common findings. In the
absence of signs of puberty on physical examination,
a serum testosterone level >50 mcg/dl foreshadows
testicular hormone production and suggests cautious
inaction and follow-up. If serum testosterone is
<50 mcg/dl, evaluation of the functional integrity of
hypothalamic-pituitary-gonadal axis is required to
ascertain whether the delay is a temporary or a perma-
nent feature. If hypogonadotropic hypogonadism is
present at 18 years of age or older, the diagnosis is
Isolated Hypogonadotropic Hypogonadism (IHH)
[15]. IHH combined with a history of anosmia/hypos-
mia suggests Kallmann’s syndrome. Otherwise, pitui-
tary deficiency, idiopathic or acquired; pituitary stalk
interruption syndrome; hypothyroidism; and a variety
of genetic syndromes need to be considered.

Hypogonadotropic Hypogonadism

Isolated hypogonadotropic hypogonadism describes
the condition which is the consequence of defects in
the pulsatile release of gonadotropins or the defi-
ciency of gonadotropin action. A number of condi-
tions are associated with the Mendelian forms,
including developmental defects of the hypothalamus
or abnormal pituitary gonadotropin secretion. Struc-
tural defects of LH and FSH affect the action of gona-
dotropins. Mutations in three genes (KAL1, GNRHR,
and FGF1) account for most of the known cases of
IHH [16].

X-linked Kallmann’s Syndrome and KAL1. When asso-
ciated with anosmia or hyposmia, IHH is referred to as
Kallmann’s syndrome [15,17]. IHH is caused by GnRH
deficiency due to failure of embryonic migration of
GnRH-synthesizing neurons, while anosmia is related to
hypoplasia or aplasia of the olfactory bulbs. In addition
to IHH and anosmia, patients with Kallmann’s syndrome
may display a variety of nonreproductive anomalies.
The phenotype associated with Kallmann’s syndrome
mutations varies significantly, indicating the potential
influence of modifying genes and other factors. There
are two forms of Kallmann’s syndrome: an X-linked
form caused by mutations of KAL1 and an autosomal-
dominant form caused by mutations of KAL2.

KAL1 is located on Xp22.3. It is composed of 14
exons encoding an approximately 100 kD extracellu-
lar-matrix glycoprotein, anosmin-1, which shares
homology with neural cell adhesion molecule. Anos-
min-1 has been suggested to provide a scaffold to
direct neuronal migration of both GnRH and olfactory
neurons to their proper embryonic destination. Muta-
tions in KAL1 account for approximately 10%–15%
of anosmic male patients in sporadic cases but may
comprise 30%–60% of familial cases. KAL1 mutations
have not been described in normosmic male patients
or in female patients. A variety of mutational changes
have been observed with KAL1. There are over 40
KAL1 mutations reported [16,142,143]. Genomic dele-
tions, including microdeletion of chromosomal region
containing the KAL1 locus, deletion of the entire
KAL1 gene, and intragenic deletion of multiple exons,
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have been reported. A recent study found that 12% of
male Kallmann’s syndrome patients have intragenic
KAL1 deletions [144]. There are also deletions of 1,
2, 8, or 14 nucleotides, resulting in shifting of the
reading frame and occurrence of premature stop
codon. Similar frameshift mutations due to insertion
of a single nucleotide have been identified. Another
mutation shows the replacement of 4 nucleotides
and the creation of an in-frame stop codon
(c.1651_1654delinsAGCT resulting in p.P551_E552de-
linsSX). In one patient, a deletion mutation causes a
splicing error. The deletion of 9 nucleotides starting
at codon 400 (Asn) removes 7 bases from exon 8 and
the 2 most 50 nucleotides of intron 8 (p.N400_IVS8de-
lAACAACAgt). This deletion potentially changes the
splicing of intron 8 and creates a different amino acid
sequence downstream of residue Asn400. There are
also at least 4 splicing mutations reported affecting
IVS1, IVS4, IVS6, and IVS12, 2 insertions, resulting in
frameshift and early truncation of the encoded protein
(c.1166_1167insA, c.570_571insA), and one 4 bp
replacement resulting in an in-frame stop codon. In
addition to these mutations, there are at least 8 mis-
sense mutations and 15 nonsense mutations reported
[16,142,143]. These mutations are distributed
throughout KAL1. The majority of the mutations
result in the formation of truncated proteins. Some
mutations affect the formation of disulfide bond in
the N-terminal cysteine-rich region (WAP domain),
while other mutations affect the structure of the four
fibronectin type III (FNIII) domains of anosmin-1.
The WAP and the first FNIII domain are highly con-
served across many species and are believed to be
essential for the binding of anosmin-1 with heparin
sulfate and its other ligands.

Autosomal Dominant Kallmann’s Syndrome and
KAL2/FGFR1. The autosomal dominant form of
Kallmann’s syndrome is caused by an inactivating muta-
tion of KAL2/FGFR1 which is localized on chromosome
8p11.2-p12.KAL2/FGFR1 contains 18 exons and encodes
fibroblast growth factor receptor 1 (FGFR1). FGFR1 is a
single spanning transmembrane receptor. The protein
has three immunoglobulin-like domains, a heparin-bind-
ing domain, and two tyrosine kinase domains. FGFR1 is
expressed in GnRH neurons, and FGF signaling is
involved in GnRH neuron specification, migration, and
axon targeting. Anosmin-1 is a ligand for FGFR1 and
induces neurite outgrowth and cytoskeletal changes
through an FGFR1-dependent mechanism [17].

Mutations in KAL2/FGFR1 occur in approximately
7%–10% of patients (male and female) with autosomal
dominant Kallmann’s syndrome. Although most KAL2/
FGFR1 mutations have been reported in Kallmann’s
patients, mutations of this gene in normosmic IHH
patients have also been reported. Mutations of KAL2/
FGFR2 show reduced penetrance and variable expressivity.

At least 39 inactivating mutations of KAL2/FGFR1
leading to IHH with or without anosmia have been
described to-date [15–17,142]. About 70% of these
mutations are missense mutations, 18% are nonsense
mutations, 9% are frameshift deletion/insertions, and

two are splicing mutations. A number of the missense
mutations cluster in the first immunoglobulin domain
of FGFR1, suggesting that this domain is important to
FGFR1 function. The nonsense mutations cluster at
the C-terminal tyrosine kinase domain and result in
truncated receptors lacking the autophosphorylated
tyrosine residues. They are likely to impede the signal-
ing activity of the receptor. It is worth mentioning that
so far there is only one reported activating mutation of
KAL2/FGFR1 which underlies Pfeiffer syndrome, a form
of craniosynostosis.

Normosmic IHHandGonadotropin-ReleasingHormone
Receptor (GnRHR). About 50% of familial cases of
normosmic IHH are associated with loss-of-function
GnRHR mutations. GnRHR is located on chromosome
4q21.2 with an open reading frame of 981 nucleotides
and encodes a protein of 327 amino acids. It is a
member of the GPCR family. GnRHR is expressed on
the cell surface of pituitary gonadotrophs. The ligand
for GnRHR is gonadotropin-releasing hormone-1
(GnRH), a decapeptide which is derived from a
92 amino-acid pre-pro-protein. It is released in a pul-
satile manner in the preoptic area of the hypothala-
mus and delivered to the anterior pituitary gland.
There, it binds and activates GnRHR, resulting in
the synthesis and release of gonadotropins (LH and
FSH). No GnRH mutation causing IHH has been
reported.

Currently, 21 loss-of-function mutations of GnRHR
have been identified in patients with IHH [16–
18,145]. All are missense mutations with the exception
of a nonsense mutation and a splicing mutation. These
mutations are transmitted in an autosomal recessive
mode. Most patients are compound heterozygotes.
The two most prevalent mutations are p.Q106R (32%)
and p.R262Q (15%). The former mutation reduces
GnRH binding affinity, and the latter mutation reduces
signal transduction. Slightly more than half of the
GnRHR mutations interfere with ligand binding, while
the remainder affect signal transduction.

There is no report of GnRHR mutations in anosmic
or hyposmic IHH patients. GnRHR mutations are pres-
ent in 1%–4.6% of all IHH patients, while it is 6%–
11% in autosomal recessive IHH families. In most
cases the phenotype correlates with the functional
alterations of the GnRHR in vitro. Patients with com-
plete inactivating GnRHR variants on both alleles
present with severe hypogonadism, while patients
homozygous for a partially inactivating GnRHR variant
present with partial hypogonadism.

More recently, another GPCR, GPR54, has been
found to be associated with autosomal recessive IHH
[18]. GPR54 is localized on chromosome 19p13.3 and
is composed of 1191 nucleotides encoding a protein
of 396 amino acids. At least 7 mutations, 4 missense
mutations, 1 nonsense mutation, a 155-bp deletion,
and 1 insertion of GRP54 have been described in ho-
mozygous and compound heterozygous IHH patients.
Impaired signaling capacity of the mutated receptor
has been observed. GPR54 is the receptor for kisspep-
tins, which are potent stimulators of LH and FSH

Part IV Molecular Pathology of Human Disease

456



secretion. Kisspeptin-induced GPR54 signaling is also
believed to be a major control point for GnRH release.
No kisspeptin gene mutation has been described. Phe-
notypic expression ofGPR54 inactivating mutation does
not differ from that of GnRHR mutation.

Isolated Gonadotropin Deficiency. LH and FSH are
the main regulators of gonadal steroid secretion,
pubertal maturation, and fertility. A small number of
hypogonadotropic hypogonadism patients have been
found to carry loss-of-function mutations of the hor-
mone-specific b subunit of LH and FSH. Both LH
and FSH are heterodimers with an a subunit which is
shared among the glycohormones. The b subunit of
each hormone gives it its specificity. LHb is located
on chromosome 19q13.32, and FSHb is on 11p13.
Loss-of-function mutation of the b subunit renders
the hormone inactive, giving rise to hypogonadotropic
hypogonadism. No mutation of the common a subunit
and CGb subunit is known.

At present there are 7 individuals, 4 women and
3 men, who are hypogonadal due to FSHb mutation.
Four different mutations have been identified:
p.C51G, p.C82R, p.Y76X, and p.V61delTGfs87X
[19,146]. These mutations interfere with dimerization
with the a subunit and render the hormone inactive.
All four women with homozygous inactivating FSHb
mutations have sexual infantilism and infertility
because of a lack of follicular maturation, primary amen-
orrhea, low estrogen production, undetectable serum
FSH, and increased LH. The men with homozygous
inactivating mutations are all normally masculinized,
with normal to delayed puberty, but azoospermic.

Two missense mutations (p.G36D and p.Q54R) and
a splicing mutation (IVS2þ1G>C) of LHb have been
described in 4 men and 1 woman [19,146]. All patients
are homozygous carriers of themutation. Themissense
mutations either interfere with the formation of active
heterodimers or affect the interaction with LH recep-
tor (LHR). The splicing mutation produces a
truncated LHb subunit and abrogates LH secretion.
Male homozygotes are normally masculinized at birth
but lack postnatal sexual differentiation, are hypogo-
nadal with delayed pubertal development, absence of
mature Leydig cells, spermatogenic arrest, and
absence of circulating LH and testosterone. The only
woman with the homozygous splicing mutation has
normal pubertal development, secondary amenor-
rhea, and infertility. All heterozygotes are fertile and
have normal basal gonadotropin and sex-steroid levels.

Hypergonadotropic Hypogonadism

Hypergonadotropic hypogonadism and infertility/sub-
fertility in both sexes are the result of gonadotropin
resistance caused by inactivating mutations in recep-
tors of the two gonadotropins, LH and FSH. Both
LHR and FSHR are members of GPCR family. The
ECDs of the receptors convey ligand specificity and
are different among the receptors, while the TMD is
highly homologous between species and among the
glycohormone receptors.

Leydig Cell Hypoplasia (LCH)—Inactivating Mutations
of LHR. LHR is shared between LH and CG, thus the
name LH/CG receptor. CG exerts its effect during
early embryogenesis to induce Leydig cell maturation.
LH also promotes steroidogenesis by Leydig cells,
especially around the period of puberty. Inactivating
mutations of LHR are recessive in nature. In males
with homozygous or compound heterozygous inacti-
vating mutations, a loss of LHR function causes resis-
tance to LH stimulation, resulting in failure of
testicular Leydig cell differentiation. This gives rise to
Leydig Cell Hypoplasia (LCH), also called Leydig Cell
Agenesis. A number of features distinguish LCH from
other forms of male pseudohermaphroditism. LCH
patients are genetic males with a 46 XY karyotype.
The hormonal profile of them shows elevated serum
LH level, normal to elevated FSH level, and low testos-
terone level, which is unresponsive to CG stimulation.
Clinical presentation of LCH is variable, ranging from
hypergonadotropic hypogonadism with microphallus
and hypoplastic male external genitalia to a form of
male pseudohermaphroditism with female external
genitalia. In between are patients with variable degree
of masculinization of the external genitalia. LCH
patients show no development of either male or
female secondary sexual characteristics at puberty.
In females, LHR inactivation causes hypergonadotro-
pic hypogonadism and primary amenorrhea with sub-
normal follicular development and ovulation, and
infertility.

LHR is located on human chromosome 2p21. It has
11 exons. The first 10 exons encode the ECD, while
the last exon encodes a small portion of the ECD,
the TMD, and the ICD. Currently, 23 inactivating
mutations, distributed throughout LHR, have been
identified in LCH patients [20,21,147,148]. The
majority (17/23) of them are single base substitutions
leading to either missense mutations (13/23) or non-
sense mutations (4/23). All single base substitutions
affect highly conserved amino acids. Both in-frame
and out-of-frame loss-of-function insertion mutations
have been identified. A 33-bp in-frame insertion has
been found as heterozygous as well as homozygous
mutation in kindreds with male pseudohermaphro-
dites. The insertion occurs between amino acid resi-
dues 18 and 19, immediately upstream of the signal
peptide cleavage site. Partial gene deletions (deletion
of exon 8 or exon 10) and minor deletion (6 nucleo-
tides) mutations have also been identified. The major-
ity of the inactivating mutations are found in
homozygous patients. In spite of the identification of
23 mutations, there are a number of LCH kindreds
in which LHR mutations have not been identified,
indicating that inactivating mutations are very hetero-
geneous or that LCH is caused by mutation of LHR
as well as other gene(s).

Effect of the different mutations on LHR activity is
variable. Depending on the location of the mutation
in the receptor protein, it can cause diminished hor-
mone binding, reduced surface expression, abnormal
trafficking, or reduced coupling efficiency, all of which
result in reduction or abolition of signal transduction
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triggered by hormone binding. Clinical presentation
of LCH patients can be correlated with the amount
of residual activity of the mutated receptor. Mutated
LHRs of patients with the most severe phenotype,
i.e., male pseudohermaphroditism, have zero or mini-
mal signal transduction activity. On the other hand,
patients with male hypogonadism have mutated LHRs
with reduced, but not abolished, signal transduction.

Ovarian Dysgenesis—Inactivating Mutation of FSHR.
FSHR mediates the action of FSH. In females, FSH
function is essential for ovarian follicular maturation.
In male, FSH regulates Sertoli cell proliferation before
and at puberty, and participates in the regulation of
spermatogenesis. Loss-of-function mutations of FSHR
are thus expected to be found in connection with
hypergonadotropic hypogonadism associated with
retarded follicular maturation and anovulatory in-
fertility in women, and small testicles and impaired
spermatogenesis in normally masculinized males.

FSHR is located on chromosome 2p, next to LHR.
Nine inactivating mutations of FSHR are known, all of
which are missense mutations found in the ECD and
TMD. The inheritance of these mutations follows an
autosomal recessive mode [19,21,149]. The most fre-
quently detected mutation is p.A198V. Female patients
homozygous with this mutation present with ovarian
dysgenesis that includes hypergonadotropic hypogo-
nadism, primary or early onset secondary amenorrhea,
variable pubertal development, hypoplastic ovaries with
impaired follicle growth, high gonadotropin and low
estrogen levels. Compound heterozygous female
patients with totally or partially inactivating FSHRmuta-
tions have less prominent phenotypes. Themale pheno-
type of inactivating FSHRmutations is less assuring. The
five male subjects with homozygous p.A198V mutation
are normally masculinized, with moderately or slightly
decreased testicular volume, normal plasma testoster-
one, normal to elevated LHbut high FSH levels, and var-
iable spermatogenic failure. In some cases fertility is
maintained, suggesting that FSH action is not compul-
sory for spermatogenesis.

There is good correlation between the phenotype and
the degree of receptor inactivation, as well as the site of
mutation and its functional consequences. All mutations
in the ECD cause a defect in ligand binding and target-
ing of FSHR to the cell membrane. In the TMD, the
mutations have minimal effect on ligand binding but
impair signal transduction to various extents.

Precocious Puberty

Pubertal development is considered precocious if it
occurs before 7 or 8 years of age in girls, or 9 years
in boys. It is more common in girls and is mostly idio-
pathic. In contrast, precocious puberty in boys is due
to some underlying pathology in half of the cases.

Precocious pubertal development that results from
premature activation of the hypothalamic-pituitary-
gonadal axis, and hence gonadotropin dependent, is
termed central precocious puberty (CPP). Precocious
sexual development that is not physiological, not

gonadotropin dependent, but the result of abnormal
sex hormone secretion, is termed sexual precocity or
gonadotropin-independent precocious puberty (also
called pseudo-puberty or PPP). CPP is not uncommon
in otherwise normal healthy girls.

Clinically, the earliest sign of puberty in girls is
breast enlargement (thelarche) in response to rising
estrogen secretion, which usually precedes but may
accompany or follow the growth of pubic hair. The
earliest sign of puberty in boys is an increase in the size
of testes and in testosterone production, followed by
penile and pubic hair growth. Precocious thelarche
and adrenarche may need to be considered but are
readily differentiated from true precocious puberty.

Gonadotropin-Dependent Precocious Puberty

A recent study of 156 children with idiopathic central
precocious puberty indicates 27.5% of it to be familial.
Segregation analysis reveals autosomal dominant trans-
mission with incomplete sex-dependent penetrance
[150]. Studies of a girl with CPP show a heterozygous
single base substitution leading to the replacement of
Arg386 by Pro (c.G1157C) in the carboxy-terminal tail
of GPR54. This mutation leads to prolonged activation
of intracellular signaling pathways in response to kis-
speptin [151]. The kisspeptin-GPR54 signaling complex
has been proposed as a gatekeeper of pubertal activa-
tion of GnRH neurons and the reproductive axis.
Whethermutations affecting the kisspeptin-GPR54 duet
are the genetic causes of gonadotropin-dependent
precocious puberty need further study.

Gonadotropin-Independent Precocious Puberty

Familial Male-Limited Precocious Puberty (FMPP)—
Activating Mutations of LHR. Gain-of-function muta-
tions, resulting in constitutive activation of LHR, cause
luteinizing hormone releasing hormone (LHRH)-inde-
pendent isosexual precocious puberty in boys. Constitu-
tive activity of LHR leads to stimulation of testicular
Leydig cells in the fetal and prepubertal period in the
absence of the hormone, resulting in autonomous pro-
duction of testosterone and pubertal development at a
very young age. This autosomal dominant condition
is termed familial male-limited precocious puberty
(FMPP) or testotoxicosis. Signs of puberty usually
appear by 2–3 years of age in boys with FMPP. These
patients have pubertal to adult levels of testosterone,
while the basal and LHRH-stimulated levels of gonado-
tropins are appropriate for age, i.e., prepubertal. There
is also lack of a pubertal pattern of LH pulsatility. Acti-
vating mutations of LHR have no apparent effect on
female carriers.

All activating mutations of the LHR identified in
FMPP patients are single base substitutions. Sixteen
activating mutations in exon 11 of LHR have been
identified among over 120 kindreds with FMPP
[19,20]. These mutations affect 13 amino acids. Half
of the mutations are located in transmembrane helix
VI (transmembrane VI), which represent 67.5% of all
mutations identified in FMPP patients. The most
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frequently mutated amino acid is Asp578, with>55% of
all activating mutations affecting this amino acid. The
most common mutation is the c.T1733G transition,
which results in the replacement of Asp578 by Gly. This
mutation represents>51%of all mutations identified in
FMPP patients so far. With the exception of the replace-
ment of Ile542 by Leu in transmembrane V, all muta-
tions result in the substitution of amino acids which
are conserved among the glycohormone receptors.

LHR is prone to mutation. Among the kindreds of
FMPP with confirmed molecular diagnoses, over 25%
are caused by new mutations. There is no difference
in clinical manifestation between familial and new
mutations. Rare mutations occur more often in
patients of non-Caucasian ethnic background. Detec-
tion of LHR mutations is unsuccessful in about 18%
of patients diagnosed to have FMPP.

All FMPP mutations reside in the TMD. Agonist
affinity of the mutated receptors is largely unchanged,
while cell surface expression is either the same or
reduced when compared to the wild-type receptor.
All FMPPmutations have been shown to confer consti-
tutive activity to the mutated LHR by in vitro ex-
pression studies. There is no consensus on the
phenotype-genotype correlation in FMPP. However,
mutations that give the highest basal level of cAMP in
in vitro assays are associated with an earlier age of
pubertal development.

Besides the germline mutations found in FMPP
patients, a somatic activating mutation of LHR
(p.D578H) has also been identified in tumor tissue of
a number of patients with testicular neoplasia. Even
though a couple of FMPP patients developed testicular
neoplasia, the p.D578Hmutation has never been found
as a germline mutation in any FMPP patient. Its pres-
ence is confined to patients with testicular neoplasia.

Activating Mutation of FSHR. FSHR is not prone to
mutation. So far, there is only one gain-of-function
FSHR mutation identified in a single case. The patient
had been previously hypophysectomized but main-
tained normal spermatogenesis in spite of undetect-
able gonadotropins. He has a heterozygous activating
mutation p.D578G in the third intracytoplasmic loop
of FSHR. In vitro expression of the mutated receptor
shows elevated basal activity of the receptor [149].

Ovarian Hyperstimulation Syndrome. Ovarian hyper-
stimulation syndrome (OHSS) is an iatrogenic complica-
tion of ovulation-induction therapy. In its most severe
form, this syndrome involves massive ovarian enlarge-
ment and the formation of multiple ovarian cysts and
can be fatal. OHSS can arise spontaneously during preg-
nancy owing to a broadening of the specificity of FSHR
for hCG at high concentration of the hormone. So far,
6 missense mutations affecting 4 amino acids (p.S128Y,
p.T449I, p.T449A, p.I545T, p.D567N, and p.D567G)
have been identified in OHSS patients [149,152]. All
except one of the mutations are found in the TMD of
FSHR. The transmission of these mutations follows an
autosomal dominant mode. Patients analyzed so far are
heterozygous for these mutations. These mutations relax

the ligand specificity of the receptor in such a way that it
also binds and becomes activated by hCG. Response of
the receptor to TSH was also found for mutations that
are located in the TMD. It is possible the promiscuous
stimulation of follicles during the first trimester of preg-
nancy by hCG results in excessive follicular recruitment
observed in this disorder.
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INTRODUCTION

Gynecologic diseases in general are diseases involving
the female reproductive tract. These diseases include
benign and malignant tumors, pregnancy-related dis-
eases, infection, and endocrine diseases. Among them,
malignant tumor is the most common cause of death.
In recent years, the etiology of some of these diseases
has been revealed. For example, human papilloma
virus (HPV) infection has been shown to be one of
the major etiological factors associated with cervical
cancer. Inactivation of tumor suppressor gene BRCA1
has been implicated in hereditary ovarian cancer. In
spite of these findings, the molecular bases of most
of the diseases remain largely unknown. In this chap-
ter, we will focus on discussing benign and malignant
tumors of female reproductive organs as well as preg-
nancy-related diseases, which have relatively well-
understood molecular bases.

BENIGN AND MALIGNANT TUMORS OF

THE FEMALE REPRODUCTIVE TRACT

Cervix

Infections of the genital mucosa with human papillo-
maviruses represent the most common virus-associated
sexually transmitted disease, and at age 50 approxi-
mately 80% of all females will have acquired a genital
HPV infection sometime during their life [1]. At pres-
ent, approximately 630 million individuals worldwide
have a genital HPV infection, with an incidence of
approximately 30 million new infections per year [2].
Currently in the United States there are in excess of
20 million people with genital HPV infections, with
an estimated annual incidence of 6.2 million new
infections [3,4]. Genital HPV infections are particu-
larly prevalent in sexually active younger individuals

[5]. Most of these infections are transient and may
not cause any overt clinical disease or symptoms.
Nonetheless, the total annual cost of clinical care for
genital HPV infections exceeds $3 billion in the
United States alone [6].

HPVs Associated with Cervical Lesions
and Cancer [5]

Human papillomaviruses are members of the Papillo-
maviridae family. They have a tropism for squamous
epithelial cells and cause the formation of generally
benign hyperplastic lesions that are commonly
referred to as papillomas or warts (reviewed in [7]).
Papillomaviruses contain closed circular double-
stranded DNA genomes of approximately 8,000 base
pairs that are packaged into �55 nm nonenveloped
icosahedral particles. Their genomes consist of three
regions; the early (E) region encompasses up to 8 open
reading frames (ORFs) designated E followed by a
numeral, with the lowest number designating the lon-
gest ORF, and the late (L) region encodes the major
and minor capsid proteins, L1 and L2, respectively.
Only one of the two DNA strands is actively tran-
scribed, and early and late ORFs are encoded on the
same DNA strand. A third region, referred to as the
long control region (LCR), the upstream regulatory
region (URR), or the noncoding region (NCR), does
not have significant coding capacity and contains vari-
ous regulatory DNA sequences that control viral
genome replication and transcription (Figure 23.1A)
(reviewed in [7]).

In excess of 100 HPV types have been described [6].
HPVs are classified as genotypes based on their nucleo-
tide sequences. A new HPV type is defined when the
entire genome has been cloned and the sequence of
the L1 open reading frame (ORF), the most conserved
ORF among papillomaviruses, is less than 90% identical
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to a known HPV type. HPVs with higher sequence iden-
tity are referred to as subtypes (90% to 98% identity) or
variants (>98% identity) [8].

Approximately 30 HPV types infect mucosal epithe-
lia, and these viruses are further classified as low risk or
high risk depending on the propensity for malignant
progression of the lesions that they cause. Low-risk
HPVs, such as HPV6 and HPV11, cause genital warts,
whereas high-risk HPVs, such as HPV16 and HPV18,
cause intraepithelial neoplasia that can progress to
frank carcinoma. Harald zur Hausen’s group discov-
ered the association of HPVs with anogenital tract
lesions and isolated HPVs from genital warts [9]. Using
these sequences as hybridization probes under low
stringency conditions, they succeeded in detecting
HPV sequences in cervical carcinomas [10]. The most
abundant high-risk HPVs are HPV16 and HPV18,
which are detected in approximately 50% and 20% of

all cervical carcinomas, respectively. HPV18 appears
to be frequently associated with adenocarcinomas,
whereas HPV16 is mostly detected in squamous cell
carcinomas (reviewed in [11]). The following sections
are focused on a review of mucosal high-risk HPVs
and their contributions to cervical lesions and cancers.

HPV Infection and Life Cycle

The HPV life cycle is closely linked to the differentia-
tion program of the infected squamous epithelial host
cell. HPVs infect basal cells, a single layer of actively
cycling cells in the squamous epithelium. Basal cells
are not readily accessible for viral infection, as they
are protected by several layers of differentiated cells
that have withdrawn for the cell division cycle. These
cell layers are essential for the mechanical stability of
the skin and shield the proliferating basal cells from
environmental genotoxic insults. HPVs can gain access
to basal cells through microabrasions caused by
mechanical trauma. Basal-like cells at the cervical squa-
mocolumnar transformation zone in the cervix, how-
ever, are particularly accessible and vulnerable to
HPV infection. It has been postulated that within the
cervical transformation zone, reserve cells, which can
give rise to squamous or columnar epithelia, may be
physiologically relevant targets for HPV infection
[12–14]. The mechanisms of viral entry remain rela-
tively poorly understood but are thought to involve ini-
tial binding to heparin sulfate on the cell surface
followed by receptor binding and viral uptake,
although there is controversy regarding the identity
of the virus receptor (reviewed in [15]).

Following infection, HPV genomes are maintained
at a low copy number in the nuclei of infected cells
and can persist in basal epithelial cells for decades.
The productive phase of the viral life cycle, which
includes HPV genome amplification, production of
capsid proteins, and packaging of newly synthesized
genomes, however, occurs exclusively in the terminally
differentiated layers of the infected tissue. HPVs are
nonlytic, and infectious viral particles are sloughed
off with the terminally differentiated, denucleated
scales where they remain infectious over extended per-
iods of time (reviewed in [16]).

HPVs encode two proteins, E1 and E2, which
directly contribute to viral genome replication. The
E1 origin-binding protein is the only virally encoded
enzyme and has intrinsic ATPase and helicase activities
[17]. E1 forms a complex with the E2 protein, the
major HPV-encoded transcriptional regulatory pro-
tein. E2 binds with high affinity to specific DNA
sequences ACCN6GGT in the viral regulatory region,
whereas E1 binds to the AT-rich replication origin
sequences with relatively low affinity. The origin
sequence is often flanked by E2 binding sites resulting
in high-affinity binding of the E1/E2 complex to the
origin of replication [18].

With the exception of the E1/E2 origin-binding
complex, HPVs do not encode enzymes that are neces-
sary for viral genome replication and co-opt the host
DNA synthesis machinery. Since high-copy number
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Figure 23.1 TheHPVgenome. (A)Schematic representation
of the HPV16 genome. The double-stranded circular DNA
genome is represented by the central circle. Early (E) and late
(L) genes are all transcribed from one of the two DNA strands
in each of the three possible reading frames. The noncoding
region (NCR) does not have extensive coding potential but
contains the viral origin of replication (designated by the black
circle) as well as the major early promoter, P97, designated by
an arrow. The differentiation specific late promoter, P670, is
contained within the E7 ORF. See text for details. (B) Structure
of the minimal HPV16 genome fragment that is consistently
retained after integration into a host chromosome. The major
E6/E7 transcripts are shown underneath. See text for details.
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HPV genome replication and viral progeny synthesis is
confined to terminally differentiated cells, which are
growth arrested and thus intrinsically incompetent
for DNA replication, a major challenge for the viral life
cycle is to maintain and/or re-establish a replication-
competent milieu in these cells.

The HPV E7 protein contributes to induction and/or
maintenance of S-phase competence in differentiating
keratinocytes through severalmechanisms. Perhapsmost
importantly, HPVE7 proteins bind to the retinoblastoma
tumor suppressor protein pRB and the related p107 and
p130 pocket proteins. These proteins have been impli-
cated in regulating G1/S phase transition throughmem-
bers of the E2F family of transcription factors. The G1
specific pRB/E2F complex is a transcriptional repressor
that inhibits S-phase entry. In normal cells, pRB is phos-
phorylated by cyclin/cdk complexes in late G1, the
pRB/E2F complex dissociates, and DNA-bound E2Fs
act as transcriptional activators. The pRB/E2F complex
re-forms when pRB is dephosphorylated at the end of
mitosis. This regulatory loop is subverted by HPV E7 pro-
teins, which can associate with pRB and abrogate the
inhibitory activity of pRB/E2F complexes. E7 proteins
encoded by low-risk HPV associate with pRB with lower
affinity than high-risk HPV E7 proteins. Additionally,
high-risk HPV E7 proteins induce proteasome-mediated
degradation of pRB. Moreover, E7 proteins abrogate
the action of cyclin-dependent kinase inhibitors (CKIs)
p21CIP1 and p27KIP1, which regulate cell cycle withdrawal
during epithelial cell differentiation, thereby uncoupling
epithelial cell differentiation and cell cycle withdrawal.
This leads to the formation of hyperplastic lesions, warts,
and is necessary for production of progeny virus
(reviewed in [19]).

Detection of HPV-Associated Lesions

Papanicolaou tests (also known as Pap tests) are named
after their inventor, Georgios Papanicolaou, and serve
to detect HPV-associated lesions in the cervix. Upon
implementation, this relatively inexpensive test dramati-
cally reduced the incidence andmortality rates of cervical
cancer. In the United States the current recommenda-
tion is for women to have a Pap test performed at least
once every 3 years, and in 2003 approximately 65.6 mil-
lion Pap tests were performed [20]. The current test
involves collecting exfoliated epithelial cells from the
outer opening of the cervix and either directly smearing
the cells on a slide, or immediately preserving and storing
the cells in fixative liquidmedium followedby automated
processing into a monolayer. In either format, cells are
stained and examined for cytological abnormalities.
Liquid-based monolayer cytology appears to have a
reduced rate of false-positivity presumably due to standar-
dized specimen preparation and immediate fixation
of the sampled cells [21,22]. While nuclear features are
currently used for diagnoses, attempts are under way to
identify new biomarkers for high-riskHPV-associated cer-
vical lesions. The most promising biomarker is p16INK4A,
an inhibitor of cdk4/cdk6 cyclin D complexes [23],
although the molecular basis of p16INK4A overexpression
in cervical cancer is currently unknown.

The American Cancer Society (ACS) and the American
College of Obstetricians and Gynecologists (ACOG) also rec-
ommend that women over the age of 30 be tested for
the presence of HPV DNA [20]. The only currently
FDA-approved HPV testing method is based on nucleic
acid hybridization and can distinguish between absence
and presence of the most frequent low-risk or high-risk
HPV types but does not allow identification of individual
HPV types. A number of different PCR-basedHPV typing
methods have beendeveloped for research purposes, but
these are currently not FDA approved. While some stud-
ies have suggested thatHPV testingmay bemore effective
in identifying cervical lesions than Pap smears, this issue
clearly requires additional study [24].

Diagnosis and Treatment

Genital warts are a frequent manifestation of low-risk
mucosal HPV infections and are diagnosed based on
appearance. Such lesions have a very low propensity
for malignant progression, and they often regress
spontaneously. However, patients generally insist on
their removal. No HPV-specific antivirals currently
exist for such applications (reviewed in [25]). Stan-
dard therapeutic modalities include surgical excision,
laser therapy, cryotherapy, topical administration of
various caustic chemicals, or immunomodulating
agents (reviewed in [7]). In rare cases, low-risk HPV
infections of the genital tract can also cause serious
disease. One example is the giant condyloma of
Buschke-Lowenstein that is caused by infection with
low-risk HPVs. In such patients, the immune system is
unable to control and/or clear the infection. Although
these are slow-growing lesions, they are highly destruc-
tive to adjacent normal tissue and eventually can form
local and distant metastases (reviewed in [26,27]).

Cytological abnormalities detected by Pap tests are
classified according to the Bethesda system as atypical
squamous cells (ASC) or squamous intraepithelial
lesions (SIL). ASC are further classified as Atypical
Squamous Cells of Undetermined Significance
(ASCUS) or Atypical Squamous Cells, cannot exclude
High-grade squamous intraepithelial lesions (ASC-H),
whereas SILs are designated low-grade (LSIL) or
high-grade (HSIL) (reviewed in [18]). LSILs are fol-
lowed up by additional Pap tests, whereas HSILs
require analysis by colposcopy. The procedure involves
application of an acetic acid-based solution to the cer-
vix whereupon lesions appear as white masses upon
evaluation with a colposcope. When lesions are
detected, a biopsy is performed and the tissue is exam-
ined histologically. Lesions are classified as cervical
intraepithelial neoplasias (CIN), carcinoma in situ, or
invasive cervical carcinoma. Treatments for CIN
include cryotherapy, laser ablation, or loop electrosur-
gical excision, whereas carcinomas are treated by sur-
gery and/or chemotherapy (reviewed in [11]).

Prevention and Vaccines

Condoms reduce, but do not negate, the risk of infec-
tions with HPVs [29,30]. In addition, preclinical studies
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in a mouse model suggest that the polysaccharide car-
rageen greatly inhibits HPV transmission, whereas
the spermicidal compound nonoxynol-9 appears to
increase HPV transmission [31], but these studies await
confirmation by clinical studies in humans.

The first generation prophylactic HPV vaccines con-
sist of recombinant HPV L1 proteins that self-assemble
into virus-like particles (VLPs). GardasilW was devel-
oped by Merck and has been FDA approved for use
in girls and young women of 9 to 26 years of age. It
is a quadrivalent formulation that contains VLPs of
the most prevalent low-risk (HPV6 and HPV11) and
high-risk HPVs (HPV16 and HPV18). It is adminis-
tered as three doses over the course of 6 months and
promises to be highly efficacious in providing type-
specific protection from new infections with these
HPV types. As such, this vaccine has the potential to
reduce the burden of cervical carcinoma and genital
warts by up to 70% (reviewed in [32]). Since these pro-
phylactic vaccines lead to the development of humoral
immune responses, they are not predicted to affect
potential HPV infections at the time of vaccination.
Given that cervical cancer generally develops decades
after the initial infection, it has been estimated that inci-
dence and mortality rates of cervical cancer will not
decrease for 25 to 40 years (reviewed in [33]).Moreover,
it is not clear whether other nonvaccine high-risk HPV
types will become more prevalent as HPV16 and
HPV18 are removed from the biological pool. Hence,
recommendations for cervical cytology screening (Pap
smears) remain unchanged for vaccinated individuals.

The minor capsid protein L2 contains linear, cross-
neutralizing epitopes that may afford more general pro-
tection from HPV infections and appears to be an excel-
lent candidate for development of second-generation
vaccines (reviewed in [34]).

Molecular Mechanisms of High-Risk
HPV-Mediated Cellular Transformation

The transforming activities of high-risk HPVs reflect
the necessity of the virus to establish and/or maintain
a replication-competent cellular milieu in terminally
differentiated keratinocytes. Three high-risk HPV pro-
teins—E5, E6, and E7—have been shown to exhibit
transforming activities in cellular and animal systems.
Only E6 and E7 are regularly expressed in cervical car-
cinoma where the HPV genome is frequently
integrated into a host chromosome. The integration
event is relatively nonspecific with respect to the host
chromosome [35]. Integration frequently involves
common fragile sites [36], and in some cases HPVs
integrate in the vicinity of cellular proto-oncogenes
such as c-myc [37]. However, integration of high-risk
HPV genomes often causes disruption and/or deletion
of the E2 ORF, which encodes a transcriptional repres-
sor of E6/E7 expression [38, 39]. Moreover, HPV16
E6/E7 mRNAs are more stable when expressed from
integrated copies as compared to episomal HPV16
genomes [40]. Thus, E6/E7 oncoprotein expression
is dysregulated in cervical carcinomas (Figure 23.1B).
Ectopic expression of HPV E6 and E7 in primary

human epithelial cells facilitates cellular immortaliza-
tion, and when high-risk HPV E6/E7 expressing cells
are grown under conditions where they can form mul-
tilayered, skin-like structures, they exhibit cellular
abnormalities that are reminiscent of high-grade
premalignant cervical lesions [41]. Nonetheless, low-
passage high-risk HPV immortalized cells are nontu-
morigenic in immune-deficient mice but can undergo
full transformation upon prolonged passaging [42] or
when additional oncogenes such as ras or fos are
expressed [43,44]. As such, this mimics the situation
in vivo, where high-risk HPV-associated cervical lesions
progress to cervical cancer after long-term persistent
infection (reviewed in [11]). Cervical cancers show
hallmarks of chromosomal instability and are generally
aneuploid [45]. Cervical cancers that arise upon
expression of HPV16 E6/E7 in basal epithelial from a
keratin K14 promoter in transgenic animals require
chronic treatment with low doses of estrogen, further
supporting the notion that additional genomic aberra-
tions are necessary for cancer development [46].
Nonetheless, high-risk HPV E6/E7 oncoproteins
directly contribute to malignant progression through
induction of genomic instability (reviewed in [47]).
Moreover persistent HPV E6/E7 expression is neces-
sary for the maintenance of the transformed pheno-
type of HPV positive cervical cancer cell lines
(reviewed in [48]).

Biological and Biochemical Activities
of High-Risk HPV E7 Oncoproteins

Among the high-risk HPV-encoded E7 oncoproteins,
HPV16 E7 has been most thoroughly studied. It is a
98 amino acid phosphoprotein that is actively trans-
ported to the nucleus [49], but has been detected
both in the nucleus and the cytoplasm. HPV16 E7
lacks any known intrinsic enzymatic activities and does
not specifically associate with DNA sequences. Rather,
it functions by associating with and functionally modi-
fying host cellular regulatory protein complexes. Given
its subcellular localization, HPV16 E7 has been shown
to associate with nuclear as well as cytoplasmic cellular
target proteins. HPV16 E7 shares sequence similarity
to a small portion of conserved region 1 (CR1), as well
as the entire CR2 of the adenovirus (Ad) E1A oncopro-
tein. The CR2 homology domain contains the pRB
tumor suppressor core-binding site, LXCXE (L,
leucine; C, cysteine; E, glutamic acid; X, any amino acid
residue), as well as a casein kinase II phosphorylation
site. The carboxyl terminus consists of two CXXCmotifs
separated by a 29 amino acid spacer region that forms a
novel zinc binding structure [50,51] (Figure 23.2).
Unlike Ad E1A and SV40 TAg, which target pRB
through a stoichiometric mechanism, HPV16 E7 inacti-
vates this tumor suppressor protein through ubiquitin-
mediated proteasomal degradation, and sequences
within the HPV16 E7 CR1 homology domain that do
not contribute to pRB binding are necessary for this
activity. These HPV16 E7 sequences serve as a binding
site for a cullin 2 containing ubiquitin ligase complex,
which contributes to pRB degradation [52]. In addition
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the CR1 homology domain also contains a binding site
for the N-end rule ubiquitin ligase p600 [53,54], which
appears to play an important role in regulating anoikis,
a form of apoptosis that is induced upon detachment of
cells from a substratum [55–57]. The carboxyl terminus
ofHPV16E7 contains additional sequences that are nec-
essary for transformation [48]. While a large number of
putative cellular targets, including histone modifying
enzymes, that bind to carboxyl terminal sequences have
been identified, it is not clear which of these interac-
tions, if any, contribute to cellular transformation
(reviewed in [48]).

HPV16 E7 has been shown to associate with pyru-
vate kinase and modulate the activity of alpha glucosi-
dase and induce a metabolic switch from oxidative
phosphorylation to glycolysis, reminiscent of the War-
burg effect [59,60]. In addition, HPV16 E7 expression
causes aberrant activation of the survival kinase AKT in
differentiating keratinocytes, which has been linked to
increased cell motility [61,62]. HPV16 E7 has also
been shown to cooperate with E6 to induce expression
of proteins that modulate angiogenesis [63,64].

Biological and Biochemical Activities
of High-Risk HPV E6 Oncoproteins

LikeHPV16 E7, HPV16 E6 is a relatively small protein of
151 amino acids that lacks intrinsic enzymatic and spe-
cific DNA-binding activities and functions by subverting
host cellular protein complexes. HPV16 E6 consists of
two zinc-binding motives, each of which consists of
2 CXXC sequences separated by 29 amino acids that
each are related to the carboxyl terminal domain of E7
(Figure 23.2). The best known activity of HPV16 E6 is
the ability to associate with p53 and the ubiquitin ligase
E6-AP, which leads to the ubiquitin-mediated proteaso-
mal degradation of the p53 tumor suppressor. The p53
tumor suppressor senses cellular stress including aber-
rant S-phase entry induced by expression of the HPV
E7 oncoprotein. Activation of p53 results in transcrip-
tional induction of abortive cellular programs such as
G1 growth arrest and/or apoptosis, which have been

collectively referred to as the trophic sentinel response
(Figure 23.3). Inactivation of p53 by the E6 protein pre-
sumably serves to abrogate this response, thereby allow-
ing for persistent S-phase competence in differentiated
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Figure 23.2 HPV16 E6 (top) and E7 (bottom) oncoproteins. The positions of the binding sites for E6AP and PDZ proteins
on E6 are indicated by black boxes. The amino terminal domains of HPV16 E7 that are similar to a portion of conserved region
(CR1) and to CR2 of the Adenovirus E1A protein are indicated. The CR2 domain contains the LXCXE core pRB binding site,
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Figure 23.3 Schematic depiction of some of the major
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oncogenes and how they may cooperate in the
development of cervical disease and cancer.
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cells. HPV E6 expression also increases transcription of
the catalytic subunit of telomerase, hTERT, which con-
tributes to cellular immortalization of primary human
epithelial cells (Figure 23.3).

High-risk HPV E6 proteins contain a short peptide
sequence (S/T)-X-V-I-L at their carboxyl termini which
mediates association with cellular PDZ proteins [65,
66] (Figure 23.2). The integrity of the PDZ binding
sequence on E6 is important for the HPV viral life
cycle [39], as well as the transforming activities of E6
[65,68]. Many PDZ proteins act as molecular scaffolds
and regulate a number of important processes includ-
ing cell polarity. It is not clear whether high-risk HPV
E6 proteins associate with one single PDZ protein or
whether they can target multiple family members,
since a number of different candidates have been
reported. Since PDZ protein and E6AP binding on
E6 are not mutually exclusive, E6-associated PDZ pro-
teins can be targeted for ubiquitination by E6AP
(reviewed in [69]).

Many papillomavirus E6 proteins associate with pax-
illin, and association with E6 leads to disruption of
paxillin’s association with the focal adhesion proteins
vinculin and focal adhesion kinase (FAK). This causes
defects in the cellular actin cytoskeleton, as is typically
observed in transformed cells [70–73].

Contributions of HPV Oncoproteins to Induction
of Genomic Instability

Cervical cancers generally develop years or decades after
the initial infection, and these tumors have suffered a
multitude of genomic aberrations. The acquisition of
some of these genomic alterations appears to define cer-
tain stages of disease progression [74,75]. The action of
the high-risk HPV E6 and E7 oncoproteins on telome-
rase activity and the p53 and pRB tumor suppressors
are sufficient to lead to extended uncontrolled prolifer-
ation and cellular immortalization, but acquisition of
additional host genome mutations is necessary for
malignant progression (Figure 23.3). A defining
biological activity of high-risk HPV E6/E7 proteins is
their ability to subvert genomic integrity [76, 77].
Hence, high-risk HPV E6/E7 oncoproteins not only
contribute to initiation but also play a key role in malig-
nant progression.

There are two principal mechanisms that lead to
genomic instability. Subversion of cell cycle check-
point mechanisms and DNA repair pathways can lead
to perpetuation of mutations induced by environmen-
tal triggers such as UV irradiation or exposure to
chemical compounds that cause DNA damage. Alter-
natively, genomic instability can be triggered by active
mechanisms that cause genomic destabilization, which
have been collectively referred to as a mutator pheno-
type. Expression of HPV E6/E7 oncoproteins causes
genomic instability by both of these mechanisms.

HPV16 E7 has activities of a mitotic mutator and its
expression in primary human epithelial cells causes
several types of mitotic abnormalities. These include in-
duction of supernumerary centrosomes, lagging chrom-
osomes, and anaphase bridges. Of these, induction

of supernumerary centrosomes has been studied in
greatest detail. Centrosome-associated multipolar
mitoses are a histopathological hallmark of high-risk
HPV-associated cervical lesions. HPV16 E7 induces cen-
trosome abnormalities through multiple, cooperating
pathways. HPV16 E7 expression causes aberrant activa-
tion of cdk2 through several mechanisms, including
E2F-mediated transcriptional activation of expression of
the cdk2 catalytic subunits cyclins E and A as a conse-
quence of pRB/p107/p130 degradation and inactivation
of the cdk2 inhibitors p21CIP1 and p27KIP1. Induction of
supernumerary centrosomes by HPV16 E7 is strictly
dependent on cdk2 activity [78,79]. In addition, HPV16
E7 associates with the centrosomal regulatory protein
gamma-tubulin and inhibits its loading on centrosomes
[80]. As a consequence, the process of centrosome dupli-
cation is uncoupled from the cell division cycle [81],
resulting in the synthesis of multiple daughter cen-
trioles from a single maternal centriole template
[82]. Whereas expression of HPV16 in primary cells
effectively induces centrosome overduplication, E6
co-expression is necessary for induction of multipolar
mitoses [83].

HPV16 E7 expression also causes a higher incidence
of DNA double strand breaks, which can lead to break-
age fusion bridge cycles and chromosomal transloca-
tions. Specific recurrent chromosomal translocations
are well-documented drivers of hematological malig-
nancies and, more recently, similar translocations have
also been documented to contribute to the genesis of
human solid tumors [84,85]. Chromosomal transloca-
tions are regularly detected in cervical cancer speci-
mens [45], and it will be interesting to determine
whether some of these directly contribute to cervical
carcinogenesis. The mechanistic basis of the formation
of mitoses with lagging chromosomal material still
awaits full investigation.

Fanconi anemia (FA) patients frequently develop
squamous cell carcinomas, and it has been reported that
oral cancers arising in FA patients are more frequently
HPV-positive than in the general population [86]. The
FA pathway, which is normally activated by DNA cross-
linking and stalled replication forks (reviewed in [87]),
is triggered in response to HPV16 E7 expression, and
HPV16 E7 induces DNA double strand breaks more effi-
ciently in FA patient-derived cell lines [88]. Hence, the
increased incidence of HPV-associated carcinomas in
FA patients may be related to more potent induction
of genomic instability by the HPV E7 protein.

The ability of the HPV16 E6 protein to contribute
to genomic destabilization is to a large part based on
its ability to inactivate the p53 tumor suppressor. As a
consequence, the DNA damage-induced G1/S check-
point is nonfunctional [89], and HPV16 E6-expressing
cells also exhibit mitotic checkpoint defects [90,91].
HPV16 E6-mediated p53 degradation also causes sub-
version of a postmitotic checkpoint that is specifically
triggered in cells when they re-enter a G1-like state after
a failed mitosis. Such cells have a tetraploid rather than
the normal diploid set of chromosomes and contain
two centrosomes rather than one. Cells with p53 defects
will disregard this checkpoint, re-enter S-phase, andmay
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eventually undergo tetrapolar mitosis, which can lead to
generation of aneuploid progeny. Consistent with this
model, HPV16 E6 expressing cells show marked nuclear
abnormalities [77,92,93].

In addition to passive mechanisms of cell cycle
checkpoint subversion, HPV16 E6 may also contribute
to genomic destabilization through active mutator
mechanisms. HPV16 E6 has been shown to associate
with single-strand DNA break repair protein XRCC1
[94] and induce degradation of O6-methylguanine-
DNA methyltransferase [95], which is also involved in
single-strand DNA break repair. It has also been
reported that HPV16 E6 expression decreases the
fidelity of DNA end joining [96]. Moreover, while
HPV16 E6 expression does not induce centrosome
overduplication, it greatly increases the incidence of
multipolar mitoses in cells that contain supernumerary
centrosomes due to HPV16 E7 expression [83].

Concluding Remarks

High-risk HPVs contribute to the genesis of almost all
human cervical carcinomas and have also been asso-
ciated with a number of other anogenital malignancies
including vulvar, anal, and penile carcinomas. In addi-
tion approximately 20% of oral carcinomas are also
associated with high-risk HPV infections, and oral sex
practices have been implicated in transmission of the
virus [97,98]. HPV-associated cervical cancers are quite
unique in that they represent the only human solid
tumor for which the initiating carcinogenic agent has
been identified at a molecular level. The fact that the
high-risk HPV E6 and E7 oncoproteins contribute to
initiation as well as progression and that they are nec-
essary for the maintenance of the transformed pheno-
type of cervical cancer cells suggests that these proteins
and/or the processes that they regulate should provide
targets for intervention.

Uterine Corpus

The uterine corpus represents the second common
site for malignancy of the female reproductive tract.
These neoplasms can be divided into epithelial, mes-
enchymal tumors, and trophoblastic tumors.

Epithelial Tumors

Uterine cancer is the most common gynecologic can-
cer in the United States. In 2008, the American Cancer
Society estimates that there will be 40,100 new cases of
uterine cancer, as compared to 21,650 new cases of
ovarian cancer and 11,070 new cases of cervix cancer
[99]. Most uterine cancers are adenocarcinomas and
develop from the endometrium, the inner lining of
the uterus. They are therefore referred to as endome-
trial cancers. Risk factors for the development of endo-
metrial cancer include obesity, unopposed estrogen
use, polycystic ovary syndrome, insulin resistance and
diabetes, and estrogen-secreting ovarian tumors [100].
Given the spectrum of risk factors, the development

of endometrial cancer has been strongly associated
with an excess of systemic estrogen and a lack of proges-
terone. This hyperestrogenic state is presumed to result
in endometrial hyperproliferation and endometrial can-
cer. Since the early 1990s, there has been increased
research into understanding the molecular pathogene-
sis of endometrial cancer.

Endometrial cancer can be broadly divided into
Type I and Type II categories, based on risk factors,
natural history, and molecular features. Women with
Type I endometrial cancers have the classic risk factors
as stated previously, have tumors with low-grade endo-
metrioid histology, frequently have concurrent com-
plex atypical hyperplasia, and typically present with
early stage disease. Molecular features important in
Type I endometrial cancers include presence of ER
and PR receptors, microsatellite instability (MSI),
PTEN mutations, KRAS mutations, and Beta catenin
mutations. Women with Type II endometrial cancers
are typically older, nonobese, have tumors with serous
and clear cell histologies as well as high-grade endome-
trioid histology, and may present with more advanced
stage disease. In general, Type II tumors have a poorer
clinical prognosis, in part due to their propensity to
metastasize even with minimal myometrial invasion.
The molecular alterations commonly seen in Type II
cancers include p53 mutations and chromosomal
aneuploidy. While not all tumors fall neatly into these
categories, the classification is helpful to broadly
define endometrial cancers. A number of investigators
are working toward developing more specific and
rational targeted therapies. This section will focus on
defining the molecular changes that have been
described for endometrial hyperplasia, as well as for
Type I and Type II endometrial cancers, with an
emphasis on therapeutic relevance.

Endometrial Hyperplasia . Endometrial hyperplasia is
a proliferation of the endometrial glands without evi-
dence of frank invasion. According to the World Health
Organization (WHO), there are four categories of
endometrial hyperplasia: (i) simple hyperplasia, (ii)
simple hyperplasia with atypia, (iii) complex hyperpla-
sia, and (iv) complex hyperplasia with atypia. Complex
hyperplasia with atypia, or complex atypical hyperpla-
sia (CAH), is considered a precursor lesion to endome-
trial cancer. Simple hyperplasia is characterized by
proliferating glands of irregular size, separated by
abundant stroma. Cytologically, there is no atypia. Sim-
ple hyperplasia with atypia is characterized by mild
architectural changes in the proliferating glands and
cytologic atypia, but is rarely found in clinical practice.
Complex hyperplasia is characterized by more densely
crowded and irregular glands, although intervening
stroma is present. Cytologically, there is no atypia.
CAH is characterized by densely crowded and irregular
glands with intervening stroma, as well as cytologic
atypia based on enlarged nuclei, irregular nuclear
membranes, and loss of polarity of the cells. From
a clinical standpoint, only CAH is associated with a
substantial risk of developing endometrial cancer.
Kurman et al. estimated that the risk of progression
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to endometrial cancer is 1% for simple hyperplasia,
3% for complex hyperplasia, and 28.6% for CAH
[101]. In a study by Horn et al., complex hyperplasia
without atypia had a 2% risk of progression, and
CAH had a 51.8% risk of progression [102]. Lacey
et al. performed a nested case-control study of 138
patients with endometrial hyperplasia and found that
simple hyperplasia and complex hyperplasia without
atypia had minimal (relative risk of 2 and 2.8, respec-
tively) risk of progression to cancer. However, CAH
had a substantial (relative risk of 14) risk of progres-
sion [103]. Recently a Gynecologic Oncology Group study
(GOG 167) demonstrated that in 289 cases of commu-
nity diagnosed CAH, 123 (43%) cases had a concur-
rent Grade I endometrial cancer [104]. Of the 123
cases of endometrial cancer, 38 (31%) had some
degree of invasion into the myometrium. In addition,
there was substantial discrepancy between the commu-
nity-diagnosed CAH and subsequent pathologic review
by gynecologic pathologists, with both under- and
overdiagnosis. Finally, even when a panel of expert
gynecologic pathologists reviewed cases of CAH, there
was only modest reproducibility with a kappa value
of 0.28 [105]. The current clinical management of
CAH is simple hysterectomy and bilateral salpingo-
oophorectomy. In young women who desire future
fertility, progestins (including megestrol acetate) have
been used to successfully reverse CAH. An initial dila-
tation and curettage with careful pathologic evaluation
is necessary prior to initiating treatment. In addition,
an MRI to rule out an invasive process can also be
helpful. Close surveillance with every 3 month endo-
metrial sampling is also recommended.

Risk factors for CAH and Type I endometrial can-
cers are the same, including obesity, diabetes and insu-
lin resistance, unopposed estrogen use, and polycystic
ovarian syndrome. Certain, but not all, molecular fea-
tures are shared. PTEN mutations, KRAS mutations,
and MSI have all been identified in complex endome-
trial hyperplasias and likely represent early molecular
alterations in the pathogenesis of endometrioid endo-
metrial cancer [106,107]. A novel estrogen-regulated
gene, EIG121, shows similar increase in expression in
CAH and grade I endometrial cancers [108]. IGFI-R
is also increased and activated in both CAH and grade
I endometrial cancers [109].

Endometrioid Endometrial Cancer. Endometrioid
endometrial cancer accounts for approximately 70%–
80% of newly diagnosed cases of endometrial cancer
[110], and these cancers are considered Type I. Risk
factors for the development of endometrioid endome-
trial cancer are associated in general with an excess
of estrogen and a lack of progesterone. The most
common genetic changes in endometrioid endome-
trial cancers include mutations in PTEN, MSI, muta-
tions in K-RAS, and beta-catenin. Somatic mutations in
the PTEN tumor suppressor gene are the most
common genetic defect in endometrioid endometrial
cancers and have been reported to occur in approxi-
mately 40%–50% of cancer cases [111,112]. PTEN is a
tumor suppressor gene located on chromosome 10. It

encodes a lipid phosphatase that acts to negatively reg-
ulate AKT. The importance of PTEN inactivation in
endometrial carcinogenesis has been also demon-
strated in a PTEN heterozygous mouse model [113].
In this model, 100% of the heterozygote mice will
develop endometrial hyperplasia by 26 weeks of age,
and approximately 20% will develop endometrial car-
cinoma. In a study by Vilgelm et al. of this mouse
model, phosphorylation of AKT followed by activation
of ERa was demonstrated in the mouse endometrium.
Reduction of endometrial ERa levels and activity
reduced the development of endometrial hyperplasia
and cancer [114]. In humans, germline PTEN muta-
tions are the underlying genetic defect in individuals
with Cowden’s syndrome, which is a hereditary syn-
drome characterized by skin and gastrointestinal
hamartomas and increased risk of breast and thyroid
cancers. Women with Cowden’s syndrome also are at
increased risk for endometrial cancer.

In addition to PTEN mutations, mutation and inac-
tivation of other components of the PIK3CA/AKT/
mTOR pathway have been described. In a study by
Hayes et al., mutations in the oncogene phosphatidyli-
nositol-3-kinase (PIK3CA) were found in 39% of endo-
metrial carcinomas, but only 7% of CAH cases [115].
Oda et al. reported a 36% rate of mutations in PIK3CA
and found that there was a high frequency of tumors
with both PIK3CA and PTEN mutations [116]. Our
group described loss of TSC2 and LKB1 expression
in 13% and 21% of endometrial cancers, with the
subsequent activation of mTOR [117]. A heterozygous
LKB1 mouse model has been described recently that
develops highly invasive endometrial adenocarcinomas
[118]. In humans, germline LKB1 mutations are
responsible for Peutz-Jeghers syndrome. It has not pre-
viously been reported that women with Peutz-Jeghers
syndrome are at increased risk for endometrial cancer.
Clearly, somatic abnormalities in the components of
the PTEN/AKT/TSC2/MTOR pathway have been
identified in a substantial number of endometrial can-
cers. Currently, clinical trials are either underway or
recently completed examining mTOR inhibitors,
including CCI-779 and RAD-001. Further investigation
of whether specific alterations in the pathway corre-
lates to response to therapy will be necessary.

Approximately 30% of sporadic endometrioid endo-
metrial cancers demonstrate MSI. MSI identifies
tumors that are prone to DNA replication repair errors.
Microsatellites are well-defined short segments of repet-
itive DNA (example: CACACA) scattered throughout
the genome. Tumors that demonstrate gain or loss of
these repeat elements at specific microsatellite loci,
when compared to normal tissue, are considered to
have MSI. MSI occurs in approximately 30%–40% of
all endometrioid endometrial cancers, but rarely in
Type II endometrial cancers [119]. In addition, MSI
also occurs in approximately 20% of all colon cancers.

The mechanism of MSI is due to either a somatic
hypermethylation or silencing of the MLH1 promoter
or an inherited defect in one of the mismatch repair
genes (MSH1, MSH2, MSH6, PMS2). An inherited
defect in one of the mismatch repair genes is the cause
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of Lynch syndrome, a hereditary cancer predisposition
syndrome. Individuals with Lynch syndrome are at
increased risk for colon and endometrial cancer, as well
as cancers of the stomach, ovary, small bowel, and
ureters. Women with Lynch syndrome have a 40%–
60% lifetime risk of endometrial cancer, which equals
or exceeds their risk of colon cancer [120,121]. While
the risk of endometrial cancer is high in these women,
overall Lynch syndrome accounts only for approxi-
mately 2%–3% of all endometrial cancers [122]. Endo-
metrial cancers that develop in women with Lynch
syndrome almost uniformly demonstrate MSI.

Somatic hypermethylation of MLH1 and MSI occurs
in approximately 30% of all endometrioid endometrial
cancers and is an early event in the pathogenesis. MSI
has been identified in CAH lesions. It is presumed that
MSI specifically targets tumor suppressor genes, resulting
in the development of cancer. Reported target genes
include FAS, BAX, IGF, the insulin-like growth factor
2 receptor (IGFIIR), and transforming growth factor b
receptor type 2 (TGFbRII) [123]. Studies focusing on
the clinical significance of MSI have been mixed. While
some investigators have found an association of MSI with
a more aggressive clinical course, a more recent study
examining only endometrioid endometrial cancers
found no difference in clinical outcome between tumors
demonstrating MSI and those without [124,125].

The microsatellite instability assay, as well as
immunohistochemistry (IHC) for MSH1, MSH2, MSH6,
PMS2, can be very useful as a screening tool to identify
women with endometrial cancer as having Lynch syn-
drome [122]. While collecting and interpreting a family
history is helpful, these molecular tools can be useful
in targeting certain populations that may be at higher
risk for Lynch syndrome, such as women under the age
of 50 [126,127].

KRAS mutations have been identified in 20%–30%
of endometrioid endometrial cancers. There is a
higher frequency of KRAS mutations in cancers that
demonstrate MSI. Mutations in beta-catenin have been
seen in approximately 20%–30% of endometrioid
endometrial cancers [128]. These mutations occur in
exon 3 and result in stabilization of the beta catenin
protein as well as nuclear accumulation. Nuclear beta-
catenin plays an important role in transcriptional acti-
vation. One study demonstrated that PTEN, MSI, and
KRAS mutations frequently co-exist. However, beta
catenin alterations usually are not seen in these other
abnormalities [129]. Beta catenin mutations have been
identified in CAH, suggesting that this is an early step
in the pathogenesis of endometrial cancer.

Type II Endometrial Cancers. Type II endometrial
cancers have a more aggressive clinical course and
include poorly differentiated endometrioid tumors as
well as papillary serous and clear cell endometrial can-
cers. Patients with Stage I papillary serous endometrial
cancer have a 5-year overall survival of 74%, signifi-
cantly lower than the 90% 5-year overall survival for
women with endometrioid endometrial cancer [110].
The average age of diagnosis of patients with papillary
serous endometrial cancers is 68 years, and risk factors

typically associated with Type I endometrial cancers
are not present [130]. In addition, the genetic altera-
tions seen in Type I endometrial cancers, as described
previously, are not frequently found in papillary serous
endometrial cancers [111,112,131]. Microarray studies
examining Type 1 versus Type 2 cancers have shown a
distinct set of genes that are up- and downregulated in
Type 1 versus Type 2 cancers [111,112]. TP53 gene
mutations are common in uterine papillary serous carci-
nomas [132].Her-2/neu overexpression by immunohis-
tochemistry (IHC) was observed in 18% of uterine
papillary serous carcinomas [130,133]. Of note, fewer
tumors that demonstrated Her-2/neu overexpression
by IHC showed Her-2/neu gene amplification. Several
studies have reported that Her-2/neu overexpression
is associated with a poor overall survival for UPSC
[134,135]. Interestingly, one study reported that overex-
pression of Her-2/neu in uterine papillary carcinoma
occurs more frequently in African American women.

Mesenchymal Tumors. Endometrial mesenchymal tum-
ors are derived from the mesenchyme of the corpus
composed of cells resembling those of proliferative
phase endometrial stroma. Among them, uterine
fibroids are the most common mesenchymal tumors
of the female reproductive tract, which represent
benign, smooth muscle tumors of the uterus. Recent
studies have shown that the lifetime risk of fibroids in
a woman over the age of 45 years is >60%, with inci-
dence higher in African-Americans than in Caucasians
[136]. The course of fibroids remains largely unknown
and the molecular basis of this disease remains to be
determined. Recent molecular and cytogenetic studies
have revealed genetic heterogeneity in various
histological types of uterine fibroids [137]. Chromo-
some 7q22 deletions are common in uterine leio-
myoma, the most common type of uterine fibroids
[67]. Several candidate genes, including ORC5L and
LHFPL3, have been identified, but their roles in the
pathogenesis of the disease have not been elucidated
[138]. Loss of a portion of chromosome 1 is common
in the cellular form of uterine leiomyomata.

Endometrial stromal sarcoma is the most common
malignant mesenchymal tumor of the uterus. They
often arise from endometriosis [139]. Genetic studies
suggested that abnormalities of chromosomes 1, 7,
and 11 may play a role in tumor initiation or progres-
sion in uterine sarcomas [140]. Fusion of two zinc fin-
gers (JAZF1 and JJAZ1) by translocation t(7;17) has
also been described [141].

Ovary and Fallopian Tube

Multiple benign and malignant diseases have been
identified in the ovary and the fallopian tube. The
most common ones are polycystic ovary syndrome
(PCOS), and benign and malignant tumors of the
ovary. While molecular studies in all these diseases
have revealed changes in multiple genes, the etiology
of most of these diseases remains largely unknown.
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Polycystic Ovary Syndrome

Polycystic ovary syndrome (PCOS) is a common het-
erogeneous endocrine disorder associated with
amenorrhoea, hyperandrogenism, hirsutism, insulin
resistance, obesity, and a 5–10-fold increased risk
of type 2 diabetes mellitus [142]. It is a leading
cause of female infertility. The inherited basis of this
disease was established by epidemiologic studies
demonstrating an increased prevalence of PCOS, hyper-
androgenemia, insulin resistance, and altered insulin
secretion in relatives of women diagnosed with PCOS
[143]. From these pathways, several genes have been
studied, including genes involved in steroid hormone
biosynthesis and metabolism (StAR, CYP11, CYP17,
CYP19 HSD17B1-3, HSD3B1-2), gonadotropin and
gonadal hormone actions (ACTR1, ACTR2A-B, FS,
INHA, INHBA-B, INHC, SHBG, LHCGR, FSHR, MADH4,
AR), obesity and energy regulation (MC4R, OB, OBR,
POMC, UCP2-3), insulin secretion and action (IGF1,
IGF1R, IGFBPI1-3, INS VNTR, IR, INSL, IRS1-2, PPARG),
and others [34,144–152]. PCOS appears to be asso-
ciated with the absence of the four-repeat-units allele
in a polymorphic region of the CYP11A gene, which
encodes cytochrome P450scc [153]. Alteration of serine
phosphorylation also seems to be involved in the post-
translational regulation of 17,20-lyase activity (CYP17)
[146]. About 50 genes have been demonstrated to have
association with PCOS. Linkage and association studies
identified a hotspot of candidate genes on chromosome
19p13.3, but to date, no genes are universally accepted
as important in the pathogenesis of PCOS
[154,155]. Further confirmatory and functional stud-
ies are needed to identify key genes in the pathogen-
esis of PCOS.

Benign Ovarian Cysts

Benign ovarian cysts are a very common condition in
premenopausal women. During normal ovulation each
month, the follicle (or cyst) created by the ovaries
bursts harmlessly. For unknown reasons, this normal
physiologic process may sometimes go wrong. The fol-
licle may continue to swell with fluid without releasing
its egg, or hormones secreting tissue (corpus luteum)
that prepare for pregnancy may persist even though
the egg has not been fertilized. Subsequently, a cyst
(or fluid-filled sac), which may be as small as a grape
or as large as a tennis ball, is formed [156]. Mutation
of the FOXL2 gene has been found in a patient with
a large ovarian cyst [157]. Such a cyst is usually benign
and disappears within a couple of months. However, if
such a cyst persists after several months, it may become
a benign semisolid cyst. The most common semisolid
cyst is a dermoid cyst, so-called because it is made up
of skin-like tissue and can be removed by laparoscopic
surgery [158].

Borderline Tumors

Borderline tumors account for 15%–20% of epithelial
ovarian tumors, and was first recognized by Howard

Taylor in 1929 [159]. He described a group of women
of reproductive age with large ovarian tumors whose
course was rather indolent [159]. In the early 1970s,
the Federation of Gynecologists and Obstetricians defined
these so-called semi-malignant tumors as borderline
ovarian tumors (BOTs) [160]. Later on, at the 2003
World Health Organization workshop, the term low
malignant potential (LMP) became an accepted syno-
nym for BOTs [161].

Borderline tumors with different cell types (serous,
mucinous, endometrioid, clear cell, transitional, and
mixed epithelial cells) have been reported. However,
the serous and mucinous are the most common types.
Mutational analyses have identified several gene muta-
tions (Table 23.1) in borderline tumors. Both BRAF
and KRAS mutations are very common in borderline
serous tumor. However, BRAF mutation has not been
found in borderline mucinous tumors. Moreover, the
frequency of KRAS mutation is higher in borderline
mucinous tumor than in serous tumors. On the other
hand, CTNNB1 and PTEN mutations have been found
in borderline endometrioid tumors. The difference
in mutation spectrum indicates different pathogenic
pathways for these histological subtypes.

Whether serous BOT (SBOT) will progress to inva-
sive carcinoma is still controversial [162]. In a recent
review of the clinical outcome of 276 patients with
SBOTs, approximately 7% of the patients had recur-
rent disease as invasive low-grade serous carcinoma
[163]. In another report, when patients with SBOTs
were followed-up for a longer period, over 30% of
the patients had recurrent disease as low-grade carci-
noma over a period of 3 to 25 years [164]. Studying
genetic changes in different types of ovarian tumors
provides insight into the pathogenic pathways for ovar-
ian cancer. Mutations in KRAS have been found in
63% of mucinous BOTs and 75% of invasive mucinous
ovarian cancers. These data suggest that KRAS muta-
tions are involved in the development of mucinous
BOTs and support the notion that mucinous BOTs
may represent a phase of development along the path-
ologic continuum between benign and malignant
mucinous tumors [165]. However, KRAS mutation rate
in serous BOTs is significantly higher than that in
serous invasive cancers. These data suggest that serous
BOTs and invasive carcinomas may have different
pathogenic pathways, and only a small percentage of
serous BOTs may progress to invasive cancers.
A mucinous cystadenoma would give rise to a mucin-
ous borderline ovarian tumor (BOT), a subset of
which may progress to invasive low-grade and perhaps
high-grade mucinous carcinomas. A serous cystade-
noma would give rise to a serous BOT, in which
benign and borderline features are rare, in contrast
to their frequent presence in mucinous BOTs.

Malignant Tumors

Ovarian cancer is a general term that represents a
diversity of cancers that are believed to originate in
the ovary. Over 20 microscopically distinct types can
be identified, which can be classified into three major
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groups, epithelial cancers, germ cell tumors, and
specialized stromal cell cancers. These three groups
correspond to the three distinct cell types of different
functions in the normal ovary: (i) the epithelial cover-
ing may give rise to the epithelial ovarian cancers, (ii)
the germ cells may give rise to the germ cell tumors,
and (iii) the steroid-producing cells may give rise to
the specialized stromal cell cancers.

Epithelial Ovarian Tumors. The majority of malignant
ovarian tumors in adult women are epithelial ovarian
cancer. Based on the histology of the tumor cells, they
are classified into different categories: serous, mucin-
ous, endometrioid, clear cell, transitional, squamous,
mixed, and undifferentiated. From the Sanger Cen-
ter’s Catalogues of Somatic Mutations in Cancer (COS-
MIC) database, we have extracted the most frequently
identified mutations for each histological subtype
(Table 23.1). In addition to these common mutations,

hundreds of rare mutations have also been identified
(http://www.sanger.ac.uk/genetics/CGP/cosmic/).

Besides genetic analysis, other high-throughput
methods have been exploited to understand the path-
ogenic pathways in ovarian cancer [166,167]. It is
hypothesized that most ovarian tumors develop from
ovarian inclusion cysts arising from the OSE. In most
cases of serous cancer, the majority of serous BOTs
develop directly from ovarian inclusion cysts, without
the cystadenoma stage. Alternatively, the epithelial lin-
ing of the cyst develops into a mucinous or serous
cystadenoma by following one of two distinct patho-
genic pathways. Our recent expression profiling analy-
sis of serous BOTs and serous low- and high-grade
carcinomas suggested that serous BOTs and low-grade
carcinomas may represent developmental stages along
a continuum of disease development and progression
[167]. Thus, we hypothesize that a majority of high-
grade serous carcinomas derive de novo from ovarian

Table 23.1 Common Somatic Mutations in Human Sporadic Ovarian Tumors

Gene Name
Number of
Samples Screened

Number of
Positive Samples

Percent
Mutated

Ovarian adenoma
KRAS 152 15 9%
BRAF 59 3 5%
BRCA1 13 0 0%
BRCA2 9 0 0%
PIK3CA 8 0 0%

Borderline tumors
Serous BRAF 191 80 41%

KRAS 141 37 26%
ERBB2 21 2 9%
PIK3CA 23 1 4%
CDKN2A 15 0 0%

Mucinous KRAS 5 4 80%
CDKN2A 10 3 30%
SMAD4 5 1 20%
BRAF 28 0 0%
BRCA1 5 0 0%

Endometrioid CTNNB1 9 8 88%
PTEN 8 1 12%
KRAS 8 0 0%

Carcinomas
Serous KRAS 447 38 8%

CDKN2A 227 14 6%
BRCA1 246 11 4%
BRAF 250 6 2%
PIK3CA 230 5 2%

Mucinous KRAS 143 62 43%
CDKN2A 60 12 20%
PTEN 36 6 16%
PIK3CA 30 2 6%
AATK 2 2 100%

Clear cell KRAS 119 10 8%
CDKN2A 23 5 21%
PIK3CA 20 5 25%
BRCA2 5 2 40%
BRAF 53 1 1%

Endometrioid CTNNB1 240 65 27%
PTEN 92 23 25%
BRAF 107 22 20%
KRAS 176 12 6%
PIK3CA 67 10 14%
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cysts or ovarian endosalpingiosis. This hypothesis is
consistent with the two-tier system recently proposed
for the grading serous carcinomas [168,169].

Loss of heterozygosity (LOH) studies have been
widely used to identify minimally deleted chromo-
somal regions where tumor suppressor genes may
reside. We previously identified several common loss
regions by using 105 microsatellite markers to perform
detailed deletion mapping on chromosomes 1, 3, 6, 7,
9, 11, 17, and X in BOTs, invasive ovarian cancers, and
serous surface carcinoma of the ovary. Except at the
androgen receptor (AR) locus on the X chromosome
[170], BOTs showed significantly lower LOH rates
(0%–18%) than invasive tumors at all loci screened,
suggesting that the LOH rate at autosomes is less
important in the development of BOTs than more
advanced tumors. Based on these and other results,
the importance of LOH at the AR locus in BOTs and
invasive cancers remains undetermined. However, sev-
eral studies have found differences in LOH rates on
other chromosomes. LOH at the p73 locus on 1p36
was found in both high-grade and low-grade ovarian
and surface serous carcinomas, but not in borderline
ovarian tumors. In one study, LOH rates at 3p25,
6q25.1–26, and 7q31.3 were significantly higher in
high-grade serous carcinomas than in low-grade serous
carcinomas, mucinous carcinomas, and borderline
tumors [171–173]. In another study, LOH rate at a 9-
cM region on 6q23-24 were significantly higher in sur-
face serous carcinomas than in serous ovarian tumors
[174]. In addition, multiple minimally deleted regions
have been identified on chromosomes 11 and 17.
LOH at a 4-cM region on chromosome 11p15.1 and
an 11-cM region on chromosome 11p15.5 were found
only in serous invasive tumors, and the LOH rates in
11p15.1 and 11p15.5 were significantly higher in
high-grade than low-grade serous tumors [175]. Simi-
larly, significantly higher LOH rates were identified
at the TP53 locus on 17p13.1 and the NF1 locus on
17q11.1 in high-grade serous carcinomas than in low-
grade and borderline serous tumors and all mucinous
tumors [176]. LOH at the region between THRA1 and
D17S1327, including the BRCA1 locus on 17q21, was
found exclusively in high-grade serous tumors [173].
In general, the fact that LOH rates at multiple chro-
mosomal sites were significantly higher in serous than
in mucinous tumor subtypes suggests that serous and
mucinous tumors may have different pathogenic path-
ways. Since tumor suppressor genes are implicated to
be located in chromosomal regions demonstrating
LOH, further analysis of the genes located in the min-
imally deleted regions may provide insights into genes
that may be important for the pathogenesis of serous
and mucinous ovarian tumors. Studying genetic
changes in endometriosis, endometrioid, and clear
cell ovarian cancer also provides insights into patho-
genic pathways in the development of these tumor
types. Endometriosis is highly associated with endome-
trioid and clear cell carcinomas (28% and 49%,
respectively), in contrast to its very low frequency of
association with serous and mucinous carcinomas of
the ovary (3% and 4%, respectively) [177]. This fact

furnishes strong evidence that endometriosis is a pre-
cancerous lesion for both endometrioid and clear cell
carcinomas. Obata et al. [178] showed that endome-
trioid but not serous or mucinous epithelial ovarian
tumors had frequent PTEN/MMAC mutations. In addi-
tion, the loss of PTEN immunoreactivity has been
reported in a significantly higher percentage of clear
cell and endometrioid ovarian cancers than cancers
of other histologic types [179]. Dinulescu et al. [180]
demonstrated that the expression of oncogenic KRAS
or conditional PTEN deletion within the OSE induces
preneoplastic ovarian lesions with an endometrioid
glandular morphology. Furthermore, the combination
of the two mutations in the ovary led to the induction
of invasive and widely metastatic endometrioid ovarian
adenocarcinomas. These data further suggest that
tumors with different histologic subtypes may arise
through distinct developmental pathways.

Germ Cell Cancer. The ovarian germ cell tumors com-
monly occur in young women and can be very aggressive.
Fortunately, chemotherapy is usually effective in prevent-
ing it from recurring. The pathogenesis of these tumors
is not well understood. Several subtypes exist, which are
dysgerminoma, yolk sac tumor, embryonal carcinoma,
polyembryoma, choriocarcinoma, immature teratoma,
and mixed GCTs. A recent study has identified c-KIT
mutation and the presence of Y-chromosome material
in dysgerminoma [181]. Furthermore, DNA copy num-
ber changes were detected by comparative genomic
hybridization in dysgerminomas. The most common
changes in DGs were gains from chromosome arms 1p
(33%), 6p (33%), 12p (67%), 12q (75%), 15q (42%),
20q (50%), 21q (67%), and 22q (58%) [182]. However,
overexpression or mutation of p53 was not observed in
ovarian germ cell tumors [183].

Stromal Cancer. The specialized stromal cell tumors
(granulose cell tumors, thecal cell tumors, and Ser-
toli-Leydig cell tumors) are uncommon [184]. One
interesting characteristic of these tumors is that they
can produce hormones. Granulosa and thecal cell
tumors are frequently mixed and can produce estro-
gen, which will result in premature sexual develop-
ment and short stature if the tumors are developed
in young girls. Sertoli-Leydig cell tumors produce male
hormones, which will cause defeminization. Subse-
quently, male pattern baldness, deep voice, excessive
hair growth, and enlargement of the clitoris will
develop in patients with Sertoli-Leydig cell tumors.
Overexpression of the BCL2 gene in Sertoli-Leydig cell
tumor of the ovary has been reported [185]. Fortu-
nately, these specialized stromal cell cancers are usu-
ally not aggressive cancers and involve only one ovary.

Tumors of the Fallopian Tube. The fallopian tubes
are the passageways that connect the ovaries and the
uterus. Fallopian tube cancer is very rare. It accounts
for less than 1% of all cancers of the female reproduc-
tive organs. Only 1,500 to 2,000 cases have been
reported worldwide, primarily in postmenopausal
women. There is some evidence that women who
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inherit a mutation in the BRCA1 gene, a gene already
linked to breast and ovarian cancer, seem to have an
increased risk of developing fallopian tube cancer. In
one recent analysis of several hundred women who
were carriers of the BRCA1 gene mutation, the inci-
dence of fallopian tube cancer was increased more
than 100-fold [186]. Likewise, a substantial proportion
of women with the diagnosis of fallopian tube cancer
test positively for either the BRCA1 or BRCA2 gene
mutation. Recent recommendations suggest that any
woman with a diagnosis of fallopian tube cancer be
tested for the BRCA mutations. Based on the patholog-
ical study of fallopian tubes from BRCA1 carrier,
another hypothesis is being proposed that some serous
ovarian tumors may be developed from the secretory
fimbrial cells of the tube [187].

Vagina and Vulva

Vaginal intraepithelial neoplasia and squamous cell
carcinoma are the most common tumor types affecting
the vagina. Persistent infection with high-risk HPV
(such as HPV16 and HPV18) is a major etiological fac-
tor for both diseases [188,189]. Overexpression of p53
and Ki67 has been identified in 19% and 75% of vagi-
nal cancer cases, respectively [190].

Similar to vaginal malignancies, squamous cell carci-
noma is the most common form of neoplasia in the
vulva. Precursor lesions include vulvar intraepithelial
neoplasia (VIN), the simplex (differentiated) type of
VIN, lichen sclerosis, and chromic granulomatous.
While vaginal carcinomas and VIN have been shown
to be associated with HPV, usually of type 16 and 11,
the simplex form of VIN and other precursor lesions
are not HPV-associated [191]. Genetic studies identi-
fied both TP53 and PTEN mutations in VIN, as well
as in carcinomas, suggesting that these molecular
changes are early events in the pathogenesis of vulvar
cancers [192,193]. Other genetic changes including
chromosome losses of 3p, 4p, 5q, 8p, 22q, Xp, 10q,
and chromosome gains of 3q, 8p, and 11q have been
reported [194–196]. In addition, high frequencies of
allelic imbalances have been found in both HPV-posi-
tive and HPV-negative lesions at multiple chromo-
somal loci located on 1q, 2q, 3p, 5q, 8p, 8q, 10p,
10q, 11p, 11q, 15q, 17p, 18q, 21q, and 22q [197].

Other less common epithelial malignancies of the
vulva include Paget disease and Bartholin gland carci-
noma. Nonepithelial vulvar malignancies include
malignant melanomas, which accounts for 2%–10%
of vulvar malignancies [198]. The molecular basis of
most of these diseases remains largely unknown.

DISORDERS RELATED TO PREGNANCY

Conception, maintenance of the pregnancy, and deliv-
ering of a baby are the most important functions of the
female reproductive tract. Proper implantation of the
embryo is a crucial step in a healthy pregnancy. Failure
of this process can compromise the life of the fetus
and the mother. During implantation, trophoblast

cells basically invade into the endometrium in a con-
trolled fashion and transform the spiral arteries to sup-
ply the growing fetus with oxygen and nutrition.
Failure of this process results in fetal hypoxia and
growth retardation, which might lead to complications
like abortion, preeclampsia, and preterm delivery. On
the other hand, uncontrolled invasion can lead to deep
implantation (placenta accreta, increta, percreta), or in
gestational trophoblastic diseases, it can result in persis-
tent disease, metastases, and development of neoplasia.

The trophoblast invasion is regulated by at least
three factors: (i) the endometrial environment
(including adhesion molecules and vascularization at
the implantation site), (ii) the maternal immune sys-
tem, and (iii) the invasive and proliferative potentials
of the trophoblast cells. Complications following nor-
mal conceptions are mainly due to the failure of the
maternal endometrium or immune system, whereas
complications following genetically abnormal concep-
tions are most often the result of abnormal tropho-
blastic cell function. Preeclampsia and gestational
trophoblastic diseases represent serious conditions
that can lead to maternal death. This fact has put these
diseases into the focus of clinical and molecular
researchers. The molecules discussed here may also
play a role in other implantation-related diseases, such
as unsuccessful IVF cycles, recurrent spontaneous
abortions, preterm deliveries, and others.

In gestational trophoblastic diseases (GTD), the prob-
lem is the overly aggressive behavior of the trophoblastic
cells. The trophoblast cells in GTD are hyperplastic and
have much more aggressive behavior than in normal
pregnancy. Trophoblast cells might invade into the myo-
metriumandpersist after evacuation, which, without ade-
quate chemotherapy, can compromise the life of the
mother. Trophoblast hyperplasia in GTD also can result
in true gestational trophoblastic neoplasia (GTN).

In preeclampsia, hypertension and vascular dysregu-
lation are the indirect results of the inadequate placen-
tation due to different combinations of the previously
mentioned factors. To date, the primary mechanisms
that account for failure of trophoblast cells to invade
and transform the spiral arteries are still unknown.
However, the mechanisms and factors leading to the
classic symptoms after fetal stress seem to be identi-
fied, and clinical trials have been started to control
these factors to prevent preeclampsia.

Gestational Trophoblastic Diseases

Gestational trophoblastic disease is a broad term covering
all pregnancy-related disorders in which the tropho-
blast cells demonstrate abnormal differentiation and
hyperproliferation. Molar pregnancies are the most
common gestational trophoblastic diseases, which are
characterized by focal (partial mole) or extensive
(complete mole) trophoblast cell proliferation on the
surface of the chorionic villi. Gestational trophoblastic
neoplasms, like gestational choriocarcinoma, can arise
from molar pregnancies (5%–20%) and on very rare
occasions from normal pregnancies (0.01%) [199].
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Partial molar pregnancy is a result of the union of
an ovum and two sperms. Therefore, the genetic con-
tent of the fetus is imbalanced with overrepresentation
of paternal genetic material. Since the maternal chro-
mosomes are present, the embryo can develop to a cer-
tain point. The complete mole is the result of a union
between an empty ovum and generally two sperms.
Rarely, the conception happens with one sperm, and
the genetic content of the sperm doubles in the ovum.
In this case, the maternal chromosomes are not pres-
ent. Therefore, no embryo develops [200]. Fisher
et al. also have described familial recurrent hydatidi-
form molar pregnancies where balanced biparental
genomic contribution could be found. In these cases,
gene mutation is suspected on the long arm of chro-
mosome 19, but to date the responsible gene has not
been identified [201].

Epigenetic Changes in Trophoblastic Diseases

Due to unbalanced conception, gene expression in
molar pregnancy differs greatly from that of a normal
pregnancy. The gene expression differences can partly
be explained by the lack or excess of chromosome sets,
but more importantly epigenetic parental imprinting
has a substantial role in the modification of the gene
expression profile. Maternally imprinted genes are
normally expressed from one set of paternal chromo-
somes, while in molar pregnancies these genes are
expressed from two or more sets of paternal chromo-
somes. On the other hand, paternally imprinted genes
are normally expressed only from the maternal allele,
but in complete moles these genes cannot be
expressed at all due to the lack of maternal chromo-
somes in complete gestational trophoblastic diseases.
Complete molar pregnancy, as a unique uniparental
tissue, is in the focus of epigenetic studies of placental
differentiation [202]. Several imprinted genes (P57kip2,
IGF-2, HASH, HYMAI, P19, LIT-1) have been investi-
gated in complete moles, and paternally imprinted
p57kip2 is now used as a diagnostic tool to differentiate
complete mole from partial mole and hydropic preg-
nancy by detecting maternal gene expression [203].
Table 23.2 shows the known parentally imprinted
genes and their functions that are associated with
hydatidiform mole.

Immunology and Trophoblastic Diseases

As partial and complete moles are foreign tissues in
the maternal uterus, vigorous immune response would
be expected from the mother’s side [209]. On the
other hand, trophoblast cells express several immuno-
suppressive factors to attenuate the maternal immune
response to protect the semiallogeneic fetus.

Trophoblast cells, unlike other human cells, lack class
I major histocompatibility complexes (MHC). Instead,
they express atypical MHCs like human leukocyte anti-
gen (HLA) G, E, and F [210,211]. The atypical HLAs
do not present antigens to the immune cells, but they
are still able to inactivate the natural killer (NK) cells.
Thus, these atypical HLAs protect the semiallogeneic
fetus from the immune cells [212]. The expression of
immunosuppressive factors shows significant differences
between normal and molar trophoblast cells.

Table 23.3 lists the molecules which may play a role
in the development of systematic and local gestational
immunosuppression. In gestational trophoblastic dis-
eases, the hyperproliferation of the trophoblast results
in an even higher level of immunosuppressive factors
in the mother. Furthermore, some of the immunosup-
pressive factors in GTD and GTN are elevated not only
because of the higher number of hyperplastic tropho-
blast cells, but also due to overexpression of these fac-
tors by the trophoblast cells. For example, soluble and
membrane bound HLA-G was shown to be overex-
pressed in molar pregnancies and gestational tropho-
blastic neoplasms [213]. Besides, molar villous fluid
effectively suppressed the cytotoxic T-cells in vitro
[214]. Shaarawy et al. also found that the soluble IL-
2 receptor level was significantly higher in the serum
of mothers who subsequently developed persistent ges-
tational trophoblastic disease [215].

Oncogene and Tumor Suppressor Gene
Alterations in Trophoblastic Diseases

As molar pregnancies and especially gestational tro-
phoblastic neoplasms demonstrate excessive tropho-
blast cell proliferation, extensive studies were
undertaken to characterize the expression of tumor
suppressor and oncogenes. Fulop et al. demonstrated
that both complete mole and choriocarcinoma were

Table 23.2 Imprinted Genes in Embryonic Development Associated with Hydatidiform Moles

Gene
Transcribed
From Function

p57kip2 Maternal allele Negatively regulates cell proliferation by binding G1 cyclin complexes [204]
IGF-2 Paternal allele Increases the expression of passive amino acid transporters on trophoblast cells; increases

trophoblast invasiveness [205]
HYMAI Maternal allele Associated with transient neonatal diabetes mellitus [206]
H19 Maternal allele Necessary for muscular differentiation; associated with Wilms’ tumor [205; 207]
LIT-1 Maternal allele LIT-1 is required for p57kip2 expression and specific deletion results in BWS [208]

IGF-2—Insulin-like growth factor 2; HYMAI—hydatidiform mole-associated imprinted gene; LIT-1—long QT intronic transcript; BWS—
Beckwith-Wiedemann syndrome.
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characterized by overexpression of p53, p21, and Rb
tumor suppressor genes and c-myc, c-erbB-2, and bcl-2
oncogenes, while partial mole and normal placenta
generally do not strongly express these molecules
[217–219]. p53 and Rb molecules are mainly found in
the nuclei of cytotrophoblastic cells, while p21 could
be seen in syncytiotrophoblast cells. DOC-2/hDab2
tumor suppressor gene expression, on the other hand,
was significantly stronger in normal placenta and
partial mole compared to complete mole and chorio-
carcinoma [217].

Kato et al. have compared hydatidiform mole gene
expression profile to normal placenta gene expres-
sions by microarray method and identified 508 differ-
entially expressed gene [220]. Most of these genes
are members of MAP-RAS kinase, Wnt, and Jak-STAT5
pathways. Some other genes, like versican, might have
a role in cell migration or drug interactions [220].
These findings provide important insight into the
development of the GTN. However, to date it is not
clear which gene has the primary role to develop gesta-
tional trophoblastic disease or neoplasia.

Molecular Mechanisms in Trophoblast Invasion

The process of the trophoblast invasion involves the
enzymatic degradation of the extracellular matrix
of the endometrium. Extracellular proteinases are
thought to be important factors in modifying cell-
matrix interactions and in the degradation of the
extracellular structures [218]. Different types of matrix
degrading proteases have been found to be involved in
the process of trophoblast invasion, like serine protein-
ases and matrix metalloproteinases (MMPs). MMPs are
regulated by tissue inhibitors of metalloproteinases
(TIMPs) [221]. MMP1 and MMP2 have been found to
be overexpressed in choriocarcinoma cells compared
to molar and normal placental syncytiotrophoblast

cells. On the contrary, TIMP-1 has been shown to
be downregulated in choriocarcinoma [222]. There-
fore, MMPs and their inhibitors may have an effect
in the aggressiveness of trophoblastic cells.
Table 23.4 and Table 23.5 show the known stimula-
tory and inhibitory factors regulating trophoblast
invasion. Most of these mechanisms have been
shown to be altered in gestational trophoblastic
diseases.

Detection of Trophoblastic Diseases

Gestational trophoblastic neoplasms are mostly known
as chemosensitive malignancies. Human choriogona-
dotropin (hCG) follow-up is used in every case to diag-
nose persistent disease or GTN before applying
chemotherapy [240]. Several studies have tried to iden-
tify a reliable molecular or histologic marker which
could predict persistent disease at the time of evacua-
tion, but to present date none of them seems to be sen-
sitive and specific enough to change the current
prognostic scoring and hCG follow-up in clinical prac-
tice. However, some promising results may help to
diagnose GTN and predict prognosis in the future.
Cole et al. recently demonstrated that hyperglycosy-
lated hCG (hCG-H) appears to reliably identify active
trophoblastic malignancy, but unfortunately hCG-H
alone is unable to predict persistence at the time of pri-
mary evacuation [241]. Serum IL-2 and soluble IL-
2 receptor levels at the time of evacuation have been
demonstrated to have association with the clinical out-
come and persistence [215]. IL-1, EGFR, c-erbB-3, and
antiapoptotic MCL-1 staining on trophoblast cells also
significantly correlated with the development of persis-
tent postmolar gestational trophoblastic neoplasia
[242–244]. Further studies of potential molecules are
needed to find a reliablemarker or marker panel to pre-
dict persistent gestational trophoblastic diseases.

Table 23.3 Immunosuppressive Molecules Secreted by Trophoblast Cells (Adapted from [216])

Increases the
Expression Ligand

Immune Cell or
System Affected Function

HLA molecules
(C,G,E,F)

IL-10 KIR NK Inhibition

Soluble HLA G IL-10 KIR Tc cell Apoptosis
Fas L Th2 cytokines

and hCG
Fas Tc cell Apoptosis

Cytokines (TGFb,
IL-10, IL-4, IL-6)

Unknown Cytokine
receptors

Th cells, Tc cells, NK,
Trophoblast cells

Suppression HLA G, E,
F overexpression

Indoleamine
2,3-dioxygenase

g-INF L-tryptophan T-cell, Complement
system

Inhibition of T-cell maturation
by tryptophan depletion,
Complement inhibition

DAF, MCP, CD59 Unknown Multiple Complement system MAC inhibition
PI-9 Unknown Granzyme B Tc cell, NK cell killing Granzyme B inhibitor
hCG Unknown hCG receptor Trophoblast Immune

cells
Fas L overexpression hCG !
Progesterone!PIBF

IL—interleukin; HLA—Human leukocyte antigen; Fas L—Fas ligand; DAF—Decay accelerating factor; MCP— Membrane cofactor
protein; INF—interferon; KIR—Killer inhibitor receptor; NK—natural killer; Tc—cytotoxic T cells; Th—Helper T-cells; MAC—
membrane attack complex; PIBF—Progesterone-induced blocking factor.
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Molecular Basis of Preeclampsia

In preeclampsia most of the factors in Table 23.2,
Table 23.3, and Table 23.4 might also have a role in
the etiology of the disease. To date, the etiology of
the disease is not known. In preeclampsia, the failure

of the trophoblast implantation indirectly leads to seri-
ous consequences. The implantation is sufficient
enough to supply the embryo to a certain point, but
the capacity of the not completely transformed spiral
arteries is limited. Therefore, the fetus and the pla-
centa suffer from hypoxic injury. Preeclampsia is

Table 23.5 Inhibitory Factors Involved in the Regulation of EVT Invasion.

Expression Site

Inhibitory Factors Trophoblast Decidua Mechanism

TGF-b1–3* All types of
trophoblasts

Secreted by NK and
macrophage

Upregulates TIMP and PAI; downregulates
MMP-2, MMP-9, uPA [234]

Decorin* No expression Decidual products Interacts with fibronectin with decorin core
protein, impedes locomotion of EVTs on their
natural substrate [235]

Melanoma cell adhesion
molecule (Mel-CAM)*

EVT Not expressed, but
uterine smooth
muscle expressed
the ligand

Mel-CAM interacts with ligand on uterine
smooth muscle to inhibit EVT migration [236]

TIMP-1, TIMP-2* All trophoblast Decidual stromal cells Inhibits the activity of MMP-2 and MMP-9 [230]
PAI-1, PAI-2* Syncytiotrophoblast,

chorionic villi
Endothelial cells,
decidual cells

Inhibits the activity of uPA and trophoblast
migration [230]

TNFa* Trophoblast in vitro
culture

NK cells, macrophages Upregulates PAI-1 [237]

IFN-g* EVT from cell
columns and
interstitial
trophoblast

Macrophages, vascular
endothelial cells

Induces trophoblast apoptosis; upregulates
HLA-C and HLA-G on the surface of EVTs;
promotes Th1-reaction (antitumor effects)
[238, 239]

Hypoxia Interferes with trophoblast proliferation,
fibronectin synthesis, a5 integrin, and MMP-2;
increases expression of TNF-a [227].

*Indicates different levels of expression between normal pregnancy and gestational trophoblastic diseases.

Table 23.4 Stimulatory Factors Involved in the Regulation of EVT Invasion

Expression Site

Stimulatory
Factors Trophoblast Decidua Mechanism

IL-1b* Syncytiotrophoblasts, Hofbauer
cells

NK cells,
macrophages

Upregulation of MMP-2, MMP-9, and uPA
[223]

IGF-II* Villous cytotrophoblasts,
extravillous trophoblast (EVT)

Not expressed IGF-II actions mediated by IGF-R II [224]

IGFBP-1* Not expressed Decidual cells Interaction with Arg-Gly-Asp (RGD)-binding
sites of EVT surface a5b1 [224]

ET-1 ST, villous trophoblast (VT),
and EVT

Blood vessel,
endothelium

Binding with ET-1 receptor expressed on EVT
[225, 226]

Activin* Cytotrophoblast, EVT Decidual cells Induce cytotrophoblast differentiation,
upregulation of MM9, MMP-2, and anti–TGF-
b [227, 228]

Heparin binding-
EGF, EGF, TGFa*

EGF and receptors expressed on
villous cytotrophoblast, EVT

Decidual cells Inducing cytotrophoblast to EVT
differentiation; induce integrin phenotype
switching (a6b4 to a1b1) on EVT [229]

MMP-2, MMP-9* EVT, villous cytotrophoblast Not expressed Proteolysis, remodeling, and invasion to type IV
collagen [230]

uPA EVT, cytotrophoblast,
syncytiotrophoblast

Decidual cells Cell-bound proteolysis [231]

OPN* VT Decidual cells Binds to integrins and CD44 [232]
LR1* Cytotrophoblast, EVT Decidual cells,

macrophages
Changes the conformation of laminin [233]

*Indicates different levels of expression between normal pregnancy and gestational trophoblastic diseases.
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characterized by endothelial dysfunction, which pro-
duces altered quantities of vasoactive mediators result-
ing in general vasoconstriction.

Recent studies demonstrated that soluble fms-like
tyrosine kinase-1 (sFlt-1 or sVEGFR-1) might have a
crucial role in developing hypertension and protein-
uria in pregnant women [245,246]. sFlt-1 is a tyrosine
kinase protein which disables proteins that cause
blood vessel growth. sFlt-1 prevents the effect of VEGF
and placental growth factor (PLGF) on vascular struc-
tures. In women developing preeclampsia, the serum
level of sFlt-1 is significantly elevated, and the levels
of VEGF and PLGF are markedly decreased compared
to normotensive women [247]. The sFlt-1 level starts to
rise 5 weeks before the onset of preeclampsia [248]. In
animal studies, exogenous application of sFlt-1, similar
to anti-VEGF bevacizumab, result in hypertension and
proteinuria in pregnant rats [249].

Together with sFlt-1, endoglin serum level corre-
lates with the progression and severity of preeclampsia
[250]. Endoglin is a soluble transforming growth fac-
tor b (TGFb) coreceptor. Endoglin impairs binding
of TGF-b1 to its receptors and downstream signaling,
including effects on activation of eNOS and vasodila-
tion, suggesting that endoglin leads to dysregulated
TGFb signaling in the vasculature [251]. These mole-
cules might also serve as diagnostic tools for pre-
eclampsia. Salahuddin et al. demonstrated that sFlt-1
and endoglin are useful tools to differentiate pre-
eclampsia from other types of hypertension in preg-
nancy [252]. These findings also hold the possibility
of developing a new medical therapy for preeclampsia
targeting angiogenic factors.
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INTRODUCTION

Prostate cancer is one of the most common malignan-
cies in Western men, and risk factors include age, race,
inherited genes, and environmental factors such as
diet [1–4]. Although the precise molecular mechan-
isms underlying carcinogenesis and progression are
currently unknown, histological studies indicate a mul-
tistage developmental progression. The existence of
premalignant lesions has been demonstrated in the
prostate based on shared histological and molecular
features with adenocarcinoma, as well as prevalence
and severity [5,6]. Ample evidence supports the
hypothesis that prostate cancer can progress from
intraepithelial neoplasia to invasive carcinoma [7],
and ultimately metastasis and androgen-independent
lethal disease. Prostatic intraepithelial neoplasia
(PIN) is a term currently used to describe the closest
precursor lesion to carcinoma [7,8]. Histologically,
the transition from normal epithelium to PIN
involves nuclear atypia, epithelial cell crowding, and
some component of basal cell loss [9,10]. Autopsy
studies suggest that PIN lesions precede the appear-
ance of carcinoma [11]. High-grade PIN lesions are
often spatially associated with carcinoma and may
exhibit molecular alterations similar to those found
in prostate tumor cells [8,10] .

Glandular atrophy is frequently observed in aging
male prostates [12]. Histologically, luminal spaces
appear dilated with flattened epithelial linings. Atro-
phic lesions in the prostate consist of a number of his-
tological variants, and some of these have also been
proposed to be potential precursors to prostate cancer

based in part on their frequent occurrence in proxim-
ity to carcinoma [5,13–15]. Proliferative inflammatory
atrophy (PIA), a term used to describe a range of these
morphologies, includes simple atrophy and posta-
trophic hyperplasia [5]. PIA lesions are highly prolif-
erative and often associated with inflammation
[5,16]. Epithelial cells within PIA foci express both
luminal and basal markers [17]. The lesions likely
result from cellular injury initiated by inflammation
and/or carcinogen insult, and at times show evidence
of transition to high-grade PIN and, rarely, to carci-
noma [14]. Given the intermediate phenotype of these
cells and the characteristic expression of stress-
associated genes, PIA lesions are considered to be the
morphological manifestation of prostate epithelial
damage and regeneration [17]. Some of the genetic
and epigenetic alterations observed in PIN and ade-
nocarcinoma have also been found in PIA lesions,
albeit to a lesser degree [15,18–21]. These findings
suggest a potential link between a subset of atrophic
lesions and adenocarcinoma.

We have proposed a multistep progression model
that leads from normal epithelium to focal prostatic
atrophy to PIN and then to carcinoma [2,4,5]. In this
model, ongoing injury to the prostate epithelium, as a
result of inflammation and/or carcinogen exposures,
results in cell damage and cell death. Cell regeneration
ensues, and this is manifest morphologically as prosta-
tic atrophy. These atrophic cells may then undergo
somatic genome alterations during self-renewal, includ-
ing methylation of the GSTP1 promoter, telomere
shortening, activation of MYC, leading to neoplastic
transformation.
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Prostate cancer arises from the accumulation of
genetic and epigenetic alterations [22]. Cytogenetic
analyses have demonstrated the prevalence of chromo-
somal aberrations associated with prostate tumorigen-
esis, and many genes that map to deleted or amplified
regions have been investigated for their roles in disease
progression. In recent years, genome-wide profiling of
prostate tumors has led to the identification of a num-
ber of biomarkers and pathways that are altered in pros-
tate cancer, some of which may be potential molecular
targets for therapy. Despite the advancing knowledge
of genes altered in prostate adenocarcinoma, the pre-
cise molecular pathways, their combinatorial relation,
and the ordering of events utilized in the development
of preneoplastic lesions and adenocarcinoma are still
being refined. To elucidate mechanisms and to begin
to test new therapies and preventative strategies for
human prostate cancer, a number of groups have been
developing novel animal models of prostate cancer.

These models will help to define many aspects of the
molecular and cellular pathogenesis of prostate cancer,
such as the role of inflammation, angiogenesis, and
stromal-epithelial interactions. In light of previous reviews
that extensively address our current knowledge ofmolecu-
lar alterations in prostate tumor progression [2,4,22–28],
the primary objectives of this chapter will be to highlight
recent advances in our understanding of the molecular
pathology of prostatic adenocarcinoma and the latest
developments in mouse prostate cancer models.

HEREDITARY COMPONENT OF

PROSTATE CANCER RISK

Prostate cancer is known to have a hereditary compo-
nent, and a large effort has been devoted to uncover-
ing familial prostate cancer genes. A limited set of
germline polymorphisms and mutations have been
associated with increased prostate cancer risk. Based
on linkage analysis, the inherited susceptibility locus
Hereditary prostate cancer 1 (HPC1), which encodes
Ribonuclease L (RNASEL), was mapped to chromo-
somal region 1 [26,29,30]. Germline mutations in the
Macrophage Scavenger Receptor 1 (MSR1) locus have
also been linked to prostate cancer risk [31]. The
MSR1 gene is located at chromosomal region 8p22
and is expressed in infiltrating macrophages [4]. Many
other loci have been implicated as well, and further
characterization of these genes in the etiology of pros-
tate cancer is warranted [32]. Most recently several
groups have used Genome Wide Association Studies
(GWAS) to show a number of SNPs at novel loci
related to prostate cancer risk, several of which map
to chromosome 8q24 [33–42].

SOMATIC ALTERATIONS IN GENE

EXPRESSION

Acquired somatic gene alterations in prostate cancer cells
include cytosinemethylationalterations withinCpGdinu-
cleotides, point mutations, deletions, amplifications, and

telomere shortening [22,43,44]. Inactivation of classi-
cal tumor suppressors, for example, TP53 and Retino-
blastoma (RB), has been found in prostate tumors and
cancer cell lines [26]. However, these alterations are
far more common in advanced hormone-refractory
and/or metastatic cancers. As with other epithelial
cancers, cytogenetic studies using fluorescence in
situ hybridization (FISH) and comparative genomic
hybridization (CGH) have identified chromosomal
regions frequently gained and lost in prostate cancer.
The most common chromosomal abnormalities are
losses at 8p, 10q, 13q, and 16q, and gains at 7p, 7q,
8q, and Xq [4,28,45–51].

MYC

MYC protein functions as a nuclear transcription fac-
tor that impacts a wide range of cellular processes
including cell cycle progression, metabolism, ribosome
biogenesis, and protein synthesis [52]. The MYC onco-
gene maps to chromosome 8q24, and this region is
amplified in a number of human tumors [52]. The
complexity of MYC-regulated transcriptional networks
has been under intense study since the late 1990s,
yet the precise role of the MYC oncogene during neo-
plastic transformation and its direct molecular targets
in prostate tumorigenesis remain largely unknown. Ini-
tial reports of increased MYC gene expression in PIN
lesions and �30% of tumors [53,54], combined with
the correlation of 8q24 amplification with high Glea-
son grade and metastatic carcinoma, suggested that
alterations in MYC were associated with advanced dis-
ease [55,56]. This was in contrast to increased levels
of MYC mRNA detected in most prostate cancers,
including low-grade cases [57,58]. However, recent evi-
dence from our group suggests that MYC upregulation
at the protein level is an early and common event in
primary prostate cancer cases. Using an improved anti-
body for immunohistochemical analyses on tissue
microarrays, nuclear MYC staining was increased in
the luminal epithelial cells of PIN, PIA, and carcinoma
lesions compared to benign tissues [19]. Interestingly,
FISH analysis revealed a positive correlation between
gain of 8q24 and Gleason grade, but not overall MYC
protein levels. These findings in conjunction with the
fact that human MYC overexpression is able to initiate
prostate cancer in transgenic mice suggest a key role
for MYC upregulation in the initiation of prostate
tumorigenesis that is likely independent of gene
amplification. Indeed, further investigations of the
mechanisms that underlie MYC overexpression in
prostate cancer progression are warranted.

NKX3.1

NKX3.1 is one of several candidate tumor suppressor
genes located on chromosome 8p. The NKX3.1 gene
encodes a homeodomain transcription factor that is
the earliest known marker of prostate epithelium dur-
ing embryogenesis [59,60]. Its expression persists in
the epithelial cells of the adult gland and is required
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for maintenance of ductal morphology and the regula-
tion of cell proliferation [61–64]. Human NKX3.1 maps
within the minimal deletion interval of chromosomal
region 8p21. Loss of heterozygosity at 8p21 has been
observed in 63% of high-grade PIN foci and up to
�70% of prostate tumors, although this percentage
may be significantly less according to recent findings
[18,65,66]. Methylation of CpG dinucleotides upstream
of the NKX3.1 transcriptional start site and the existence
of germline variants within the homeodomain have been
reported [67]. However, the order of occurrence relative
to 8p21 loss and prostate cancer initiation is unknown.
In loss of function analyses, NKX3.1 homozygous mutant
mice do not develop invasive carcinoma. However, epi-
thelial hyperplasia and PIN lesions are observed with
age in these mice [61,62,64]. These phenotypes are also
observed in heterozygous mice, albeit to a lesser extent.
When taken together, human and mouse studies sup-
port the notion that haploinsufficiency of NKX3.1 plays
a role in prostate cancer development.

Several studies have analyzed NKX3.1 expression
by immunohistochemistry in human prostate cancer
specimens. In studies of PIN and carcinoma, both
decreased intensity and loss of NKX3.1 protein stain-
ing compared to benign tissue have been reported
[18,67–71]. Decreased expression correlated with high
Gleason score, advanced tumor stage, the presence of
metastatic disease, and hormone-refractory disease
[18,68]. Recently, our immunohistochemical analyses
with a novel NKX3.1 antibody revealed a dramatic
decrease in the level of NKX3.1 in PIA lesions [18].
As NKX3.1 is thought to regulate cell proliferation
[63,72], loss of expression in atrophic epithelial cells
may contribute to increased proliferative capacity. This
may serve to amplify any genetic changes that may occur
in epithelial cells within these regenerative lesions.
Consistent with previous reports, NKX3.1 staining inten-
sity was also significantly diminished in PIN and carci-
noma lesions. Diminished NKX3.1 protein expression
correlated with 8p loss in high-grade tumors, but not
PIN or PIA [18,73]. Intriguingly, the levels of NKX3.1
mRNA and protein were found to be discordant in 7 of
11 carcinoma cases, confirming previous reports and
suggesting that multiple mechanisms underlie sporadic
loss of NKX3.1 for tumor progression.

Although the precise transcriptional targets of
NKX3.1 are largely unknown, microarray analyses sug-
gest that lack of NKX3.1 results in increased oxidative
DNA damage by controlling expression of antioxidant
enzymes [74]. A limited set of proteins has been identi-
fied to physically interact withNKX3.1, including Serum
Response Factor (SRF) and Prostate-derived Ets tran-
scription factor [75,76]. The serine-threonine kinase
CK2 and the ubiquitin ligase TOPORS have recently
been shown to regulate the stability of NKX3.1 in pros-
tate cancer cells in vitro [77,78]. The functional signifi-
cance of these interactions in precursor and cancer
lesions has yet to be elucidated. It is hoped that with
the recent advances in mouse prostate cancer models
and the application of high-resolution genomic tools,
the mechanisms of NKX3.1 loss will be uncovered.

PTEN

The Phosphatase and tensin homologue (PTEN)
gene is a well-characterized tumor suppressor that
maps to chromosomal region 10q23 [79] and acts as
a negative regulator of the phosphatidylinositol
3-kinase/AKT (PI3K/AKT) signaling, used for cell
survival [80–83]. PTEN inhibits growth factor signals
sent through PI3 kinase by dephosphorylating the
PI3K product, phosphatidylinositol 3,4,5-trisphosphate
(PIP3). Loss of PTEN expression results in the down-
streamactivation (phosphorylation) of AKT, an inhibitor
of apoptosis and promoter of cell proliferation. Aberrant
PTEN expression has been implicated in numerous can-
cers, including metastatic prostate cancers, which at
times exhibit homozygous deletion of PTEN [26,43,79].
However, the majority of primary prostate cancer cases
with genetic alterations in PTEN harbor loss of hete-
rozygosity at the PTEN locus without mutations in the
remaining allele [84–86]. That PTEN is a haploinsuffi-
cient tumor suppressor in the prostate is evident by pros-
tate-specific disruption of PTEN in mice, which results in
PIN lesions, followed by invasive carcinoma and/or
metastasis with age [87,88]. Cooperativity exists between
NKX3.1 and PTEN in prostate tumorigenesis, as com-
pound NKX3.1 and PTEN heterozygous mice rapidly
develop invasive carcinoma and androgen-independent
disease [89–91].

Androgen Receptor

The role of AR is central to prostate pathobiology, as
the prostate is dependent on androgens for normal
growth and maintenance. AR is a nuclear steroid hor-
mone receptor with high expression in the luminal
epithelial cells and little expression in basal epithelial
cells. In the absence of ligand, AR is inactive and
bound to heat shock chaperone proteins [92]. Upon
binding of the active form of testosterone (dihydrotes-
tosterone, DHT), AR is released from heat shock pro-
teins and translocates to the nucleus where it
physically associates with cofactors to regulate target
gene transcription. AR activity is essential for the devel-
opment of prostate cancer, and AR expression is evi-
dent in high-grade PIN and most adenocarcinoma
lesions [93]. Androgen ablation, through the use of
antiandrogens, castration, or gonadotropin superago-
nists is the mainline therapy for advanced, metastatic
carcinoma. While the majority of patients respond to
this treatment, it eventually fails and the tumors
become androgen independent. As tumors progress
from androgen dependence to a hormone refractory
state, AR can be amplified at the Xq12 region or
mutated to respond to a range of ligands for andro-
gen-independent activation and tumor growth
[94,95]. In recent years, AR has been reported to
engage in crosstalk with other mitogenic signaling
pathways such as PI3K/AKT and MAPK as a means of
enhancing androgen-independent tumor progression
[96,97].
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TMPRSS2-ETS Gene Fusions

Ets-related gene-1 (ERG) is an oncogenic transcription
factor upregulated in the majority of primary prostate
cancer cases [98]. Evidence of recurrent chromosomal
rearrangements in prostate cancer was first reported
by Tomlins et al. [99]. Through use of a bioinformatic
approach to analyze DNA microarray studies, gene
fusions between the promoter/enhancer region of
the androgen-responsive TMPRSS2 gene and members
of the ETS family, including ERG and ETV1, were
found in �90% of prostate tumors with known overex-
pression of ERG. This discovery has fueled efforts to
characterize the functional implications of aberrant
chromosomal fusions on tumor progression and clinical
outcome. Presently, there are conflicting data regarding
the presence of TMPRSS-Erg gene fusions and clinical
outcome [100–106]. While initial studies suggested
these fusions were not present in PIN lesions, it has
become clear that some PIN lesions indeed harbor
fusions, and this suggests that gene fusion may lead to
neoplastic transformation itself and not specifically
to the invasive phenotype [107,108]. Additionally, over-
expression of ERG in the transgenic mouse prostates
results in basal cell loss and PIN lesions [109,110],
although this latter finding is controversial. These
studies demonstrate that upregulation of ERG may
contribute to transformation of prostate epithelial cells
but is insufficient to initiate prostate cancer.

p27

The cyclin-dependent kinase inhibitor p27kip1 is a can-
didate tumor suppressor encoded by the CDKN1B
gene. To prevent cell cycle progression, p27kip1 binds
to and inhibits cyclin E/CDK2 and cyclin A/CDK2
complexes [111]. Although mutations are rare, loss
of p27kip1 expression results in hyperplasia and malig-
nancy in many organs, including the prostate [112–
115]. In normal and benign prostate tissues, p27kip1

is expressed highly in most luminal epithelial cells,
and much more variably in basal cells [116]. However,
p27kip1 expression is decreased in most high-grade PIN
and carcinoma lesions [113,116–119]. Several studies
have shown decreased p27kip1 to be positively corre-
lated with increased proliferation, PSA relapse, high
tumor grade, and advanced stage [113,116,119–122].
The molecular mechanism by which p27 protein is
decreased in prostate cancer has not been clarified,
although post-transcriptional regulation of p27kip1 is
evident in carcinoma cases which express high levels
of p27kip1 mRNA but lack protein expression [117].

Additional support for p27kip1 as a tumor suppres-
sor comes from loss of function analyses in mice. Pros-
tates from p27kip1-deficient animals exhibit hyperplasia
and increased size [117]. Given the cooperativity
observed between NKX3.1 and PTEN in tumorigenesis,
the relationship between NKX3.1 and p27 loss has also
been investigated [123]. Both genes have been shown
to exhibit haploinsufficiency for tumor suppression

[61,91,124]. Anterior prostates of 36-week-old double
mutant mice displayed epithelial hyperplasia and dys-
plasia that was more severe than that observed in the
single p27 mutant mice. However, combined loss of
p27kip1, PTEN, and NKX3.1 in bigenic and trigenic
mouse models results in prostate hyperplasia followed
by tumor development [125,126]. These findings sug-
gest that prostate tumor progression is sensitive to
p27 dosage and support the hypothesis that downregu-
lation of p27kip1 is an early event in prostatic neoplasia.
Expression of these three genes is known to decrease
in clinical samples, providing further evidence of their
cooperation in tumor progression.

Telomeres

Telomeres are specialized structures composed of
repeat DNA sequences at the ends of chromosomes that
are complexed with binding proteins and required for
maintenance of chromosomal integrity [127]. In cells
lacking sufficient levels of the enzyme telomerase, telo-
meres progressively shorten with cell division as a result
of the end replication problem and/or oxidant stress.
The enzyme telomerase can add new repeat sequences
to the ends of chromosomes, which stabilizes the telo-
meres and ensures proper telomere length. Excessive
shortening can lead to improper segregation of chro-
mosomes during cell division, genomic instability, and
the initiation of tumorigenesis. Mice double mutant
for telomerase and p53 display increased epithelial can-
cer incidence, suggesting a role for short telomeres
in cancer initiation [128]. The majority of high-grade
PIN and prostate cancer cases have abnormally short
telomeres exclusively in the luminal cells. This supports
the notion that cells in the luminal compartment may
be the target of neoplastic transformation [129]. Oxida-
tive damage can result in telomere shortening, and this
may go along with the proposed inflammation-oxidative
stress model of prostate cancer progression [2].

MicroRNAs

MicroRNAs (miRNAs) are small noncoding RNA mole-
cules that negatively regulate gene expression by inter-
fering with translation. They are initially generated
from primary transcripts (pri-mRNAs) and processed
by the RNase III endonucleases Drosha and Dicer to
produce the mature miRNA molecule [130,131]. In
the cytoplasm, the mature miRNA associates with the
RNA-induced silencing complex (RISC) and binds to
the 30 UTR of its target mRNA, leading to degradation
or transcriptional silencing [132]. Since their discovery
over a decade ago, miRNAs have been shown to play
key roles in development, and there is increasing evi-
dence of their widespread dysregulation in cancer
[133]. Recently, a limited number of studies have
reported a predominant decrease in the levels of mi-
RNAs in prostate carcinoma, including let-7, miR-26a,
miR-99, and miR-125-a-b [134–136]. Although a prostate

Part IV Molecular Pathology of Human Disease

492



cancer-specific miRNA signature has not emerged from
these small-scale studies, greater knowledge of miRNA
expression patterns and target genes may reveal the role
of miRNAs in the etiology of prostate cancer. MiRNAs
that are consistently dysregulated in prostate tumorigen-
esis and have a strong relationship with disease progres-
sion may potentially serve as novel biomarkers for
prognosis.

EPIGENETICS

Epigenetic alterations in prostate carcinogenesis include
changes in chromosome structure through abnormal
deoxycytidine methylation of wild-type DNA sequences
and histone modifications (acetylation, methylation).
Epigenetic events occur earlier in prostate tumor pro-
gression and more consistently than recurring genetic
changes. However, the mechanisms by which these
changes arise are poorly understood. Silencing of genes
through aberrant methylation may occur as a result of
alteredDNAmethyltransferase (DNMT) activity. DNMTs
establish and maintain the patterns of methylation in
the genome by catalyzing the transfer of methyl groups
to deoxycytidine in CpG dinucleotides. Several genes
that are silenced by epigenetic alterations have been
identified.

GSTP1

Glutathione S-transferases are enzymes responsible for
the detoxification of reactive chemical species through
conjugation to reduced glutathione. The GSTP1 gene,
encoding the pi class glutathione S-transferase, was the
first hypermethylated gene to be characterized in pros-
tate cancer [137]. GSTP1 is thought to protect pros-
tate epithelial cells from carcinogen-associated and/
or oxidative stress-induced DNA damage, and loss
of GSTP1 may render prostate cells unprotected
from such genomic insults. As an example, in LNCaP
prostate cancer cells, devoid of GSTP1 as a result of
epigenetic gene silencing, restoration of GSTP1 func-
tion affords protection against metabolic activation
of the dietary heterocyclic amine carcinogen 2-amino-
1-methyl-6-phenylimidazo [4,5–b] pyridine (PhIP),
known to cause prostate cancer when ingested by rats
[138,139]. The loss of enzymatic defenses against reac-
tive chemical species encountered as part of dietary
exposures or arising endogenously associated with epi-
genetic silencing of GSTP1 provides a plausible mech-
anistic explanation for the marked impact of the diet
and of inflammatory processes in the pathogenesis of
human prostate cancer.

The most common genomic DNA mark accompany-
ing epigenetic gene silencing in cancer cells is an accu-
mulation of 5-meC bases in CpG dinucleotides
clustered into CpG islands encompassing transcrip-
tional regulatory regions. Hypermethylation of these
CpG island sequences directs the formation of repres-
sive heterochromatin that prevents loading of RNA
polymerase and transcription of hnRNA that can be

processed for translation into protein. For GSTP1,
the 5-meCpG dinucleotides begin to appear in the
gene promoter region of rare cells in PIA lesions,
with more dense CpG island methylation changes
emerging as PIA lesions progress to PIN and carci-
noma [21]. The proliferative expansion of cells with
hypermethylated GSTP1 CpG island sequences as
PIA lesions progress hints at some sort of selective
growth advantage, though how loss of GSTP1 can be
selected during prostatic carcinogenesis has not been
established. In addition to GSTP1, many other critical
genes undergo epigenetic silencing during the patho-
genesis of prostate cancer [22]. The mechanisms
by which epigenetic defects arise in prostate cancer
cells, or in other human cancer cells, have not been
discerned. However, the consistent appearance of
such changes in inflammatory precancerous lesions
and conditions, including PIA lesions, inflammatory
bowel disease, chronic active hepatitis, and others,
supports the contribution of inflammatory processes
to some sort of epigenetic or DNA methylation catas-
trophe [22].

APC

The Adenomatous polyposis coli (APC) protein is a
component of the Wnt/b-catenin signaling pathway
that negatively regulates cell growth. APC is typically
found in a complex with Glycogen synthase kinase-3
(GSK3) and Axin. This complex is responsible for tar-
geting free cytosolic b-catenin for ubiquitin-mediated
degradation. The pathway is activated by the binding
of the Wnt protein to the Frizzled family of seven trans-
membrane receptors and LRP5/6, followed by down-
regulation of GSK3b, which allows accumulation of
b-catenin and subsequent translocation of b-catenin
to the nucleus. Once inside the nucleus, b-catenin is
able to activate transcription of Wnt target genes.

Indirect support of the concept that APC inactiva-
tion may be mechanistically tied to prostate cancer
progression comes from studies showing frequent
hypermethylation of its promoter region and that the
extent of methylation correlates with stage, grade,
and biochemical recurrence [140–142]. Activating
mutations occur in approximately 5% of prostate can-
cers, and aberrant nuclear localization of b-catenin
appears to occur only somewhat more frequently
[143]. The latter finding suggests that if APC is func-
tioning as a tumor suppressor in prostate adenocarci-
noma, then its primary role in the prostate may not
relate to nuclear translocation of b-catenin. More
direct support for the notion that APC may be a tumor
suppressor in prostate cancer comes from a mouse
model in which prostate-specific deletion of APC in
adult mice resulted in carcinoma induction [144].
Whether APC is involved in prostate cancer formation
or progression or not, the methylation of its promoter
may become a useful biomarker in prostate cancer
diagnosis since this methylation may be detectable in
bodily fluids such as urine or blood [145,146].
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ADVANCES IN MOUSE MODELS

OF PROSTATE CANCER

The human prostate is an encapsulated organ com-
posed of the central, peripheral, and transitional zones.
In contrast, the mouse prostate is composed of four
individual lobes: designated dorsal, lateral, ventral,
and anterior. Despite the organizational differences
between the mouse and human prostate glands, rodent
prostate cancer models provide the unique opportunity
to study prostate cancer development and progression
including molecular alterations and histopathology
[147]. In recent years, the validity of a subset of mouse
models as predictable and valid representations of
human disease has been demonstrated.

A number of models of prostate cancer have been
developed in mice using gain of function approaches
to force expression of known oncogenes in the pros-
tate [147,148]. The most widely used mouse model
is the Transgenic Adenocarcinoma Mouse Pros-
tate (TRAMP) model, which utilizes the androgen-
regulated rat probasin promoter to target expression
of the Simian Virus 40 (SV40) large and small T anti-
gens to the prostate at the onset of sexual maturity
[149,150]. This model has been particularly favored
since cancers develop quickly and often metastasize
to distant sites. At the genetic level, disease progres-
sion in the TRAMP model exhibits some similarities
to human prostate cancer. It has been demonstrated
that somatic AR mutations present in primary human
prostate tumors [151] are also found in similar regions
of the AR gene in TRAMP mice [152]. Increased
expression of IGF-I and Prostate Stem Cell Antigen
(PSCA) and downregulation of NKX3.1 and E-cadherin
are associated with human cancer progression, and
similar, albeit more dramatic, changes are found in
TRAMP tumors [149,153–155].

This model and other transgenic lines that express
the SV40 early region transforming sequences in the
prostate have significant limitations in terms of rele-
vance to human disease. This stems from the increasing
realization that the aggressive, poorly differentiated
lesions in these models represent small cell, neuroen-
docrine carcinoma, and not adenocarcinoma as
demonstrated by standard histopathology, as well as
molecular markers revealed by immunohistochemical
staining [156,157]. For example, these lesions often dis-
play an absence of, or near absence of, androgen recep-
tor expression, whereas the majority of lethal,
metastatic prostate cancers in humans retain high AR
expression [158,159], and the poorly differentiated
tumors also diffusely express markers of neuroendo-
crine differentiation such as synaptophysin. Other
models of prostate neoplasia have targeted overexpres-
sion of growth factors, hormone receptors, and cell
cycle regulators to the prostate. However, most of these
models fail to progress to invasive carcinoma and result
in hyperplasia and mouse PIN lesions [147,160,161].

Recently, several models have been developed
through targeted deletion of tumor suppressors or
overexpression of oncogenes relevant to prostate

cancer progression. These animals recapitulate the
early phases of human cancer and provide useful
reagents to uncover potential synergism between genes
involved in prostate cancer progression. Since excel-
lent reviews exist regarding most of these models
[147,148,160,162,163], we will focus on a small number
of them that are either most commonly used or are par-
ticularly interesting in light of our knowledge of the
human disease.

Conditional Loss of Tumor Suppressor
Gene Expression in the Prostate

The prostate-specific PTEN deletion model was derived
using the inducible loxP/Cre recombinase system to
cause homozygous loss of PTEN expression in the epi-
thelial cells of the prostate [88,164,165]. Conditional
PTEN knockout mouse prostates develop hyperplasia
by 4 weeks and PIN by the age of 6 weeks. Adenocarci-
noma, followed by metastases in the lymph nodes and
lungs, was observed in mice one year of age or older
[88]. This model mimics the loss of PTEN expression
observed in some human prostate cancers, and cDNA
microarray analyses performed with PTEN null pros-
tates have demonstrated similar alterations as those
found in human prostate cancers, including down-
regulated NKX3.1 [88].

Loss of PTEN, NKX3.1, and p27 in mice has been
shown to cooperate in tumor progression in triple het-
erozygotes 6 months of age and younger that exhibit
increased incidence of high-grade PIN and cancer
lesions [126]. These findings suggest that prostate
tumor progression is sensitive to p27 dosage. Expres-
sion of these three genes is known to decrease in early
prostate tumors, providing further evidence of their
cooperation in tumor progression.

PTEN regulates the stability of p53, and p53 can
activate PTEN transcription [166,167]. Complete loss
of PTEN in the prostate of knockout mice results in
invasive cancer. However, tumor growth is slow, and
there is an increase in p53 expression and cellular
senescence [168]. The complex relationship between
cellular senescence and PTEN loss in the prostate
tumorigenesis has been elucidated through prostate-
specific conditional inactivation of Trp53 and PTEN
in transgenic mice [169]. Animals with loss of PTEN
alone displayed high-grade PIN lesions at 10 weeks
and eventually developed prostate cancer after 4–6
months. Prostates with homozygous loss of PTEN
exhibited diminished proliferative capacity and in-
creased expression of p53 and cell senescence mark-
ers, including SA-beta galactosidase staining and p21
expression. Pathological changes were not detected
in Trp53 mutants. However, combined homozygous
loss of PTEN and Trp53 resulted in invasive prostate
carcinoma in 50% of mice as early as 10 weeks [169].
These results demonstrate that tumor progression in
PTEN mutant mice is enhanced by loss of Trp53 and
may explain why human prostate tumors select loss of
only one PTEN allele to escape senescence [169].
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To address the role of APC downregulation in pros-
tate cancer progression, Cre-mediated deletion of APC
in the prostate was carried out using a transgenic line
that expressed floxed APC alleles [165,170]. Preneo-
plastic lesions were observed in Pb-Creþ;Apcflox/flox mice
as early as 4.5 weeks, and accumulation of b-catenin
was evident in hyperplastic regions [144]. Deletion of
APC resulted in enlargement of all four lobes, and
within 7 months of age, all mice developed adenocarci-
noma lesions with focal areas of inflammation and
reactive stroma. As b-catenin has been implicated in
the regulation of AR [171–173], this model provides
a valuable resource with which to dissect the role of
Wnt signaling in prostate cancer progression.

Loss of RB

Allelic loss or reduced expression of pRB has been
reported to occur in 20%–30% of primary human
prostate carcinomas [174–176]. However, loss of pRB
is more frequent in advanced stage tumors [177]. Con-
ditional knockout of RB in the mouse prostate epithe-
lium results in hyperplasia, indicating that loss of RB
alone cannot initiate PIN or prostate cancer develop-
ment. To determine if this lack of cancer formation
resulted from compensation by the other RB family
members, p107 and p130, researchers recently gener-
ated transgenic animals that expressed the amino ter-
minus of the SV40 large T antigen in the prostate.
The truncated form of T antigen is known to inactivate
the RB family of proteins, and these mice develop PIN
by 12 weeks and microinvasive carcinoma at 30 weeks
of age [178]. Apoptosis was unaffected by loss of p53;
however, heterozygous loss of PTEN reduced apoptosis
by 50% and increased the onset of disease [178].
Although metastatic disease is not observed in these
animals, the study sheds light on the role of tumor
suppressor haploinsufficiency in prostate tumor pro-
gression in the context of RB deficiency.

Overexpression of Oncogenes in the Prostate

Given that MYC is overexpressed in human prostate
cancers, a number of mice that overexpress Myc in
the prostate have been produced using either the C3
[179] or different versions of the rat probasin pro-
moter to drive expression of the human MYC gene in
prostate epithelial cells [180]. Ellwood-Yen et al.
[180] characterized two different mouse strains. Lo-
MYC mice were generated using the rat probasin
promoter, and Hi-MYC mice were generated using a
modified form of this. Lo-MYC mice were shown to
develop PIN lesions by 4 weeks and progress to invasive
adenocarcinoma by one year. No metastases were
found. Disease progression occurred more rapidly in
the Hi-MYC mice, with invasive adenocarcinoma by 3
to 6 months, and some animals eventually developed
micrometastatic disease [180]. Additionally, cDNA
microarray analyses of aged transgenic animals
revealed loss of NKX3.1 and upregulation of the Pim-1

kinase, which interacts with Myc in other malignancies
[28]. Although metastasis is rare in this model, aspects
of its pathobiology are similar to the human disease
and demonstrate the usefulness of this model for pre-
clinical applications [162,180].

Overexpression of Mutated AR

Expression of AR is often increased in hormone refrac-
tory prostate cancer cases [181]. However, mice that
overexpress the wild-type AR in the prostate develop
focal PIN lesions with age, suggesting that increased
levels of AR may be permissive, but insufficient to drive
tumorigenesis [182]. Recently, a mouse prostate can-
cer model using probasin promoter-driven expression
of the AR mutation E231G (AR-E231G) was described
[183]. This missensemutation, located in the N-terminal
domain of the AR, results in increased responsiveness
to coactivators in TRAMP cell lines [152]. Prostates
of transgenic mice that overexpressed wild-type AR
(AR-WT) or a ligand-binding domain AR mutation
(AR-T857A) appeared normal, while AR-E231G mice
rapidly developed PIN and invasive adenocarcinoma
in the ventral lobe of the prostate. Inflammation accom-
panied invasive lesions, and metastases were detected
in the lungs of AR-E231G transgenic mice after one
year [183]. This model is the first to provide in vivo
evidence of AR as an oncogenic factor. Since increas-
ed AR signaling is thought to contribute to tumor pro-
gression [23], further biochemical analyses of this
model may provide critical insight into the effects of
increased AR-coactivator interactions in prostate tumor
progression.

Hepsin

According to multiple microarray studies, hepsin is one
of the most frequently upregulated genes in prostate
cancer [184]. Hepsin is a type II transmembrane ser-
ine protease of unknown physiological function, and
its correlation with disease progression has been inves-
tigated. Hepsin mRNA and protein expression has
been shown to increase with higher tumor grade and
metastasis [185–188]. However, one study reported
decreased hepsin mRNA levels in hormone refractory
tumors compared to localized prostate cancer [189].
To assess the functional role of hepsin in prostate can-
cer progression, Klezovitch and colleagues [190] used
the modified probasin promoter (ARR2–PB) to drive
expression of hepsin in the ventral prostate of trans-
genic mice. Increased epithelial expression of hepsin
disrupted stromal-epithelial interactions in the base-
ment membrane, but cell proliferation and death
remain unaffected [190]. When PB-hepsin mice were
mated to the nonmetastatic LPB-Tag prostate cancer
model [191], offspring developed invasive carcinoma
and metastases of the liver, lung, and bone. These met-
astatic lesions displayed neuroendocrine differentiation,
and the authors concluded that hepsin overexpression
enhances cancer progression and the development of
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neuroendocrine metastases, which may be intrinsic to
the SV40 T antigen [190]. Therefore, it would be of great
interest to examine the upregulation of hepsin in the
context of a non-T-antigen derived prostate cancer
model.

CONCLUSION

Mouse models of prostate cancer have shed light on
critical molecular events in the development of adeno-
carcinoma. However, greater relevance to human dis-
ease progression requires that these models be
further refined to reflect key pathological features of
prostatic adenocarcinoma. As tumorigenesis is a multi-
factorial process, the field of prostate cancer models
must continue the use of combinatorial approaches
to study the effects of multiple players in prostate can-
cer development. These models provide the unique
opportunity to explore the complex interplay between
tumor suppressors and/or oncogenes in the context
of an intact immune system and epithelial-stromal
interactions.
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INTRODUCTION

Breast cancer is themost common cancer amongwomen
with a yearly incidence of 109.8 per 100,000 individuals.
It is also the second leading cause of cancer-related
death [1]. Since the late 1980s, breast cancer-related
deaths have significantly declined, partly due to screen-
ing and prevention and partly due to improvements
in systemic therapy. With the widespread implementa-
tion of screening programs, the increasing frequency
of screen-detected invasive cancers and noninvasive
lesions has shifted the profile of tumor characteristics
seen in breast cancer today toward smaller tumors.
Furthermore, breast cancer is increasingly being recog-
nized as a biologically heterogeneous disease entity,
with distinct subtypes demonstrating different natural
history and clinical outcomes. Many of these differences
are attributable to the heterogeneity that exists at the
molecular level, and as a result, the discovery anddevelop-
ment of molecular markers have recently taken center
stage. These markers are being investigated for their
potential to serve as better predictors of prognosis and
response to treatment. Clinically useful biomarkers that
canbetter select patients for tailored clinical trials, accord-
ing to molecular characteristics, can ultimately lead to
individualized treatment for breast cancer patients.

TRADITIONAL BREAST CANCER

CLASSIFICATION

Breast cancer has traditionally been classified accord-
ing to histopathological type, with its anatomical
extent is reflected by the TNM classification. For many
years, this breast cancer classification was the only
tool available to asses the risk of relapse after local
therapy and to base decisions on whether or not che-
motherapy should be given.

Histopathological Features of Breast Cancer

The histopathological features of breast cancer are the
foundation of traditional breast cancer pathology.
They consist of (i) histological type, (ii) grade, and
(iii) vascular invasion. Histopathological features pro-
vide clinicians with essential information for decision
making regarding prognosis and treatment.

Histological Type

In the past, breast cancer was divided into lobular and
ductal carcinoma according to the common belief
that lobular carcinomas emanated from the lobules
and ductal carcinomas from the ducts. Today, after
demonstration that most breast cancers arise from
the same location—the terminal duct lobular unit—
these histomorphological differences are regarded
as a manifestation of their distinct molecular profiles.
The predominant type of breast cancer is ductal carci-
noma in situ (DCIS). Some breast lesions not classi-
fied as breast cancer are also described here, as they
are closely related to breast cancer in terms of histo-
pathology, in their expression of molecular markers,
and in their clinical presentation.

Lobular Neoplasia. Lobular neoplasia can be classified
as (i) lobular intraepithelial neoplasia, (ii) lobular carci-
noma in situ, and (iii) invasive lobular carcinoma. Lobu-
lar intraepithelial neoplasia and lobular carcinoma are
commonly named in situ lobular neoplasia. Lobular
neoplasia (in situ lobular neoplasia and invasive lobular
carcinoma) is characterized by a population of small
aberrant cells with small nuclei, individual private acini,
and a lack of cohesion between cells [2]. The distinctive
molecular feature of lobular neoplasia (in situ and inva-
sive) is the loss of E-cadherin (CDH1) which can be
demonstrated by immunohistochemistry. Since ductal
carcinomas can also be E-cadherin negative, it should
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not be considered pathognomic for lobular neoplasia.
Other molecular characteristics of lobular carcinomas
are epidermal growth factor receptor 1 (EGFR-1) and
HER-2 negativity; and positivity for antibody 34b E12
(cytokeratins 1, 5, 10, and 14), ER, and PR. These mar-
kers, while helpful, are also not pathognomic, with the
pleomorphic variant often described as ER, PR negative,
and HER-2 positive. Therefore, such molecular mar-
kers, while able to add an extra level of diagnostic infor-
mation, still need to be correlated with the classical
histopathological findings.

The diagnosis of in situ lobular neoplasia is often
made following surgical excision of a suspicious nodule.
It is often bilateral and in 50%–70% of cases is multi-
centric. There is a high frequency (10%–15% over a
10 year period and lifetime risk of up to 50%) of
subsequent invasive ductal carcinoma in patients with
a prior in situ lobular neoplasia, for reasons that are
not well understood. Invasive lobular carcinoma is the
second most common invasive breast cancer and repre-
sents 10%–20% of all invasive breast cancers.

Ductal Carcinoma in situ. DCIS is characterized by the
proliferation of malignant cells within the ducts with-
out invasion of the surrounding stromal tissue. The
European Organisation for Research and Treatment of
Cancer (EORTC) grading system, based on cytonu-
clear pattern, distinguishes well-differentiated from
intermediately-differentiated and poorly differentiated
DCIS. For the purpose of screening programs, this has
been modified into groups based on low, intermedi-
ate, and high grade. Compared with normal epithe-
lium, the potential of growth of DCIS is 10 times
greater, and its apoptosis rate is increased 15-fold.
Comedo type DCIS is typically necrotic in the center
of the ducts and has a higher risk of recurrence. Most
ductal carcinomas are diffusely positive for luminal cell
markers (CK8, CK18, CK19), but negative for basal
cell markers (CK5/6 and CK14) [3]. In contrast,
benign ductal hyperplasia may show a mosaic staining
pattern for any of these markers, indicating a hetero-
geneous underlying cell population.

DCIS is multifocal in 30% of the cases, often in the
same breast. In 2%–6% of cases, axillary lymph node
invasion is found at pathological examination, and
this is thought to occur as a result of an unidentified
invasive component. In the era of widespread mam-
mographic screening, DCIS is more frequently det-
ected and represents 25% of screen-detected breast
cancers [4].

The treatment of DCIS is based on the extent of
disease within the breast [5]. In patients with extensive
or multifocal DCIS, mastectomy with sentinel node
biopsy is indicated, with the possibility of reconstruc-
tion. Sentinel lymph node biopsy is also indicated
when microinvasion is found within DCIS. If breast-
conserving surgery is undertaken, additional local irra-
diation has documented benefit in terms of lowering
the incidence of subsequent noninvasive relapse and
the progression to frankly invasive disease. Those
patients with estrogen receptor positive DCIS may
also benefit from adjuvant systemic treatment with

tamoxifen in addition to radiotherapy after breast-con-
serving surgery [6]. However, our understanding of
the biology of DCIS remains crude, and further clini-
cal trials are necessary to optimize local and systemic
treatment modalities.

Invasive Ductal Carcinoma. Invasive ductal carcinoma
is the most common invasive carcinoma of the breast,
as it represents roughly 70% of all cases. Invasive lobu-
lar carcinoma is the second most common histo-
pathological type representing 10%–20% of all breast
malignancies. The other 10%–20% consists mostly of
(i) medullary carcinoma (characterized by sharp tumor
borders and lymphoid infiltration), (ii) mucoid carci-
noma (with large amounts of extracellular mucous),
(iii) papillary carcinoma (with well-differentiated papil-
lary structure), and (iv) inflammatory carcinoma which
occurs in 1%–2% of all cases. Inflammatory carcinomas
typically mimic the clinical presentation of benign
inflammatory disease although, histologically, they are
characterized by extensive invasion of the lymphatic ves-
sels within the dermis. Other types of rare invasive breast
cancer include (i) adenoid cystic carcinoma, (ii) apo-
crine carcinoma, and (iii) carcinoma with squamous
metaplasia.

Another distinct histopathological entity of breast
cancer is Paget’s disease of the nipple. It is a variant
of DCIS, where malignant cells infiltrate the ducts
without invasion of the baseline membrane and
extend to the major ducts of the nipple and the epi-
dermis of the areola. An invasive component is present
in proximally 90% of all cases. There are other malig-
nant diseases of the breast that can resemble breast
cancer, including phyllodes tumor, sarcoma, and
malignant lymphoma.

Often the distinction between invasive and noninva-
sive carcinoma is difficult, as carcinoma cells can be
found in both lesions and there are no reliable markers
that differentiate between invasive and noninvasive
cells. E-cadherin is often helpful in distinguishing
malignant disease, as it is mostly positive in ductal
carcinomas, but negative in lobular carcinomas. Inva-
sive ductal carcinoma may express a variety of markers
that have been extensively evaluated.

Other breast lesions, such as benign papillomas,
are characterized by the expression of myoepithelial
markers (alpha-SMA, myosin, calponin, p63, CD10),
although myoepithelial markers may also be present
in intraductal papillary carcinomas. Preservation of
the myoepithelial layer is the distinguishing character-
istic of benign sclerosing lesions, including carcinoma
with pseudoinvasive structures. Given their overlap-
ping molecular profiles, comparison with histopatho-
logical findings using hematoxylin and eosin is
essential to make proper diagnosis.

Vascular Invasion

The term vascular invasion refers to the invasion of
lymphatic and blood vessels with tumor cells. It is
assessed in hematoxylin-eosin stained slides. Lym-
phovascular invasion is routinely included in the
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pathological evaluation and reporting of all breast can-
cers, although its interpretation is often difficult. In
breast cancer, vascular invasion is a poor prognostic
factor and predicts for increased local failure and
reduced overall survival [7]. Whether lymphatic or
hematogenous invasion plays a more dominant role
in prognosis determination is still unknown [8]. Lym-
phovascular invasion by tumor cells is found in approx-
imately 15% of invasive ductal carcinoma of the breast
and is present in 10% of tumors without axillary lymph
node invasion.

Perineural Invasion

The independent prognostic significance of peri-
neural invasion is not clear, as it has only been assessed
in combination with lymphovascular invasion [9].

Histological Grading

The histological grading of malignancy is the classical
evaluation method for prognostication in breast can-
cer patients, and it is the simplest method, requiring
only hematoxylin-eosin staining. Histological grading
of breast cancer typically consists of three factors:
tubule formation, mitotic count, and nuclear atypia.
These three factors are all important in identifying
patients at high risk of recurrence, although the rela-
tive importance of each feature is unclear. In addi-
tion, intratumoral heterogeneity and interobserver
variation add to the difficulty of accurate prognostica-
tion based upon grading. In a review of the prognos-
tic significance of histological grading, only nuclear
atypia was correlated with the rate of recurrence
[10]. A grading system consisting of mitotic count
and nuclear atypia (without tubule formation) was
more strongly related to the risk of recurrence than
a system using all three factors. Therefore, tubule for-
mation is often excluded from the overall grading sys-
tem even though it has the lowest heterogeneity
within the primary tumor, compared with the other
two.

Cells in the mitotic phase can be counted using
light microscopy. However, the duration of mitotic
phase is often variable, especially in aneuploid
tumors, so the number of mitoses is not linearly cor-
related with cellular proliferation. The recommenda-
tion for standardized counting of the mitotic activity
index (MAI) includes assessment at �400 magnifica-
tion in an area of 1.6 mm2 in the highest proliferative
invasive area at the periphery of the tumor [11]. MAI
is not affected by fixation delay, it may impair mor-
phological assessment. Ideally, mitoses should be
counted before chemotherapy, but the mitotic index
retains prognostic value even after chemotherapy.
Mitoses should preferably be counted on excisional
biopsies or mastectomies to avoid sampling error.
Often underestimated in core biopsies, the MAI has
a limited role in the decision of whether neoadjuvant
chemotherapy should be given or not. Nonetheless,
in several retrospective and prospective studies, the
MAI has proven to be a very strong, independent

prognostic factor and, subsequently, is regarded as a
category I prognostic factor for breast cancer by the
College of American Pathologists.

TNM

Prognosis estimation has traditionally been based on
grouping patients according to the anatomical extent
of their disease. Incorporating primary tumor size,
lymph node involvement, and distant metastases the
TNM system combines these three factors into a stage
grouping, with clinical and pathological variants. The
TNM system is the most widely used tumor staging sys-
tem [12], adopted by both the Union International Con-
tre le Cancer (UICC) and the American Joint Committee
(AJC). Although still clinically relevant, this system
has limitations because it does not incorporate other
important biological features that can influence the
overall prognosis of the patient. Other important
biological features include steroid hormone receptor
content, HER-2 overexpression, tumor grade, indices
of tumor proliferation, the presence or absence of vas-
cular or lymphatic vessel invasion [13].

BIOMARKERS

Molecular analyses of cancer have led to the discovery
of oncogenes and tumor suppressor genes. In practice,
pathologists look for protein products (biomarkers)
of the genes mainly through immunohistochemistry
or immunocytochemistry. Biomarkers are potentially
helpful in distinguishing between various histopatho-
logical types of breast cancer, as well as in assessing
prognosis and predicting for a response to specific sys-
temic therapy.

Biomarkers typically have continuous values, and
cutoff points are arbitrarily established used to simplify
the clinical decision-making. An important require-
ment for a cutoff point in this context is that it should
not identify too large or too small a subset of patients
for further therapy, as this would lead to overtreat-
ment of one group and undertreatment of the other
group.

Estrogen Receptor

Estrogen receptors (ER) are members of a large family
of nuclear transcriptional regulators that are activated
by steroid hormones, such as estrogen [14]. ERs exist
as two isoforms, a and b, that are encoded by two differ-
ent genes [15]. Although both isoforms are expressed in
the normal mammary gland, it appears that only ER-a is
critical for normal gland development [16]. However,
there is growing evidence that ER-b may antagonize
the function of ER-a, and that high levels of ER-b are
associated with a more favorable response to tamoxifen
treatment [17].

Most research on the biology of ER has focused on
its function as a nuclear transcription factor [classical
ER-a function, or nuclear-initiated steroid signaling
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(NISS)], but there is also mounting evidence that
estrogen can bind to ER located in or near the
plasma membrane to activate other signaling pathways
[nongenomic function, or membrane-initiated steroid
signaling (MISS)] [18].

With NISS, ER functions as a hormone-regulated
nuclear transcription factor that can induce expres-
sion of specific genes in the nucleus [19]. Upon estro-
gen ligand binding, ER binds to estrogen response
elements (ERE) in target genes, recruits a coregulator
complex, and regulates specific gene transcription
[20]. This ER action is controlled by a number of core-
gulatory proteins, termed coactivators and corepressors,
that recruit enzymes to modulate chromatin structure
to facilitate or repress gene transcription [21,22]. It
has been postulated that the cellular environment of
coregulators may indeed influence whether selective
estrogen receptor modulators (SERMS) are agonistic
or antagonistic in action [23,24]. Whether levels of cor-
egulators are associated with prognosis and hormone
resistance in breast cancer is unknown, but has been
the focus of several studies [21,25].

Estrogen can therefore affectmany processes, such as
cell proliferation, the inhibition of apoptosis, invasion,
and angiogenesis. Indeed, c-Myc, vascular endothelial
growth factor, bcl-2, insulin-like growth factor (IGF-1),
insulin receptor substrate-1, transforming growth fac-
tor-a, cyclin-D1, and IGF-2 have all been shown to be
regulated by estrogen [26–30].

It has long been recognized that estrogen is also
capable of inducing other cellular effects with a much
more rapid onset than would be possible via changes
imposed by gene transcription through NISS [31].
Such nongenomic effects have been attributed to
MISS, involving membrane-bound or cytoplasmic ER.
Indeed, ER has been localized outside of the nucleus
by biochemical analyses and by direct visualization
using immunocytochemistry or more sophisticated
microscopy [32,33]. In fact, non-nuclear ER has been
shown to exist in complexes with such signaling mole-
cules as the IGF-1 receptor (IGF-1R) [34] and the p85
subunit of phosphatidylinositol-3-OH kinase [35].
While these membrane and non-nuclear ER functions
have been well described in experimental model sys-
tems, they must still be confirmed in clinical breast
cancer.

Targeting the ER—Tamoxifen Therapy

There is a significant body of evidence to suggest that
steroid hormones, particularly estrogen, play a major
role in the development of breast cancer. Approxi-
mately 75% of all breast cancers express estrogen
receptors (ERþ) [36]. ER expression has a high nega-
tive predictive value but a suboptimal positive predic-
tive value for the efficacy of endocrine manipulation.
Patients with ER negative (ER�) tumors derive no
benefit from endocrine therapy, while for ERþ
tumors, estrogen signaling blockade is an important
therapeutic strategy that can lead to improved out-
comes, including increasing cure rates in early breast
cancer, improving response rates and disease control

in advanced disease, and reducing breast cancer inci-
dence with prevention.

Tamoxifen is a selective modulator of ER that com-
petitively impedes the binding of estradiol and, in doing
so, disrupts a series of mechanisms that regulate cellular
replication [37] and proliferation. Tamoxifen has been
used in clinical trials since the 1970s, with initial nonselec-
tive use across the entire breast cancer population. In
these unselected patients, tamoxifen can produce re-
sponses of up to 30% [38,39]. In ERþ disease, responses
of up to 80% have been observed, while in ER� disease,
less than 10%may derive benefit [40].

Testing for ER

The introduction of routine ER testing in the early
1990s changed the way in which endocrine therapy is
prescribed, particularly in preventing unnecessary
tamoxifen-related toxicity for patients with ER� disease.
However, the treatment of individual ERþ patients is
less clearcut, largely because of the ambiguity created
by varying methodologies and cutoffs employed by differ-
ent laboratories for ER testing. Indeed, responses have
been demonstrated in tumors with as few as 1%–10% of
cells positive for ER by immunohistochemistry (IHC)
[41]. It is therefore more clinically important to distin-
guish between ER� absent disease frommeasurable, but
low-level ER expression, variably reported as either ERþ
or ER�, depending on which cutoff values are used.

Quantitative ER as a continuous variable has been
demonstrated in metastatic studies to be proportionally
correlated to the response to hormonal therapy [40]. In
the adjuvant setting, a large meta-analysis has shown a
similar relationship between tumoral ER expression and
tamoxifen efficacy [42], and in the neoadjuvant setting,
for tumor response to both tamoxifen and letrozole [43].

Nevertheless, quantitative ER is still an imprecise
predictive tool because even tumors in the highest
strata of ER-expression can be endocrine-resistant
(de novo resistance). Furthermore, a significant propor-
tion of ERþ patients who initially respond to endo-
crine therapy will eventually fail treatment (acquired
resistance). Although this resistance is not fully under-
stood, several mechanisms have been hypothesized
to be responsible for the development of resistance,
including (i) loss of ER in the tumor, (ii) selection
clones with ER mutations, (iii) deregulation of cell-
cycle components including ER-regulatory proteins, and
(iv) cross-talk between ER and other growth factor recep-
tor pathways [44]. Given the limitations of ER assessment,
the development of other molecular tools, reflecting the
complex biology of these tumors, is needed to improve
treatment for patients with ERþ disease.

Progesterone Receptor

The progesterone receptor (PR) gene is an estrogen-
regulated gene. PR mediates the effect of progester-
one in the development of the mammary gland and
breast cancer [45]. In the 75% of breast cancers that
express ER, more than half of these tumors also
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express PR [46]. It has been hypothesized that PR
levels in breast cancer may be a marker of an intact ER
signal transduction pathway and that PR levels may
therefore add independent predictive information.
Emerging laboratory and clinical data also suggest that
among ERþ tumors, PR status may predict differential
sensitivity to antiestrogen therapy.

Although the etiology of ERþPR� disease some stud-
ies have shown that this phenotype may evolve through
the loss of PR, while other studies suggest that they reflect
a distinct molecular origin [49], with unique epidemio-
logic risk factors when compared with ERþPRþ disease
[50].

Patients with ERþPRþ tumors appear to derive
greater benefit from adjuvant tamoxifen than patients
with ERþPR� tumors, as shown in a retrospective anal-
ysis [51]. The same analysis also suggested that loss of
PR was predictive of outcome independent of quanti-
tative ER levels. These findings have been observed
in other smaller studies [52–56].

Apart from being generally predictive for dimin-
ished responsiveness to tamoxifen, absence of PR
has also been suggested to be predictive of increased
responsiveness to aromatase inhibitors. However, this
remains controversial, as there have been conflicting
results from retrospective analyses of several large
adjuvant aromatase inhibitors studies [57–62]. In par-
ticular, the initial report of the ATAC [57] trial sug-
gested a greater benefit from aromatase inhibitors
compared to tamoxifen for ERþPR� disease based
upon local pathology reporting. A subsequent central
pathology review of a subset of tumors enrolled
in ATAC failed to show a differential benefit for
ERþPR� disease.

The HER-2 Receptor

Following the discovery of ER, HER-2 has more
recently emerged as an important molecular target in
the treatment of breast cancer. Much of the recent suc-
cess with anti-HER-2 therapy has been a direct result of
being able to properly select the right patient subpop-
ulation for targeted treatment.

HER-2 belongs to the human epidermal growth factor
receptor family of tyrosine kinases consisting of EGFR
(HER-1; erbB1), HER-2 (erbB2, HER-2/neu), HER-3
(erbB3), and HER-4 (erbB4). All of these receptors have
an extracellular ligand-binding region, a single mem-
brane-spanning region, and a cytoplasmic tyrosine-
kinase-containing domain. This intracellular kinase
domain is non-function in HER-3. Ligand binding to
the extracellular region results in homodimer and het-
erodimer activation of the cytoplasmic kinase domain
and phosphorylation of a specific tyrosine kinase [62].
This leads to the activation of various intracellular signal-
ing pathways, such as the mitogen-activated protein
kinase (MAPK) and the phosphatidylinositol 3-kinase
(P13K)-AKT pathways [63] involved in cell proliferation
and survival.

HER signaling can become dysregulated via a num-
ber of mechanisms [64], including overexpression of a
ligand; overexpression of the normal HER receptor;

overexpression of a constitutively activated, mutation
of the HER receptor; and defective HER receptor
internalization, recycling, or degradation.

HER-2 was first identified as an oncogene activated
by a point mutation in chemically induced rat neuro-
blastomas [65]. Soon afterward, it was found to be
amplified in breast cancer cell lines [66]. Early studies
suggested that as many as 30% of breast cancers demon-
strate HER-2 overexpression, which is associated with a
more aggressive phenotype and a poorer disease-free
survival [67–70]. Furthermore, HER-2 positivity appears
to be associated with a relative, but not an absolute, resis-
tance to endocrine therapy [71] and resistance to certain
chemotherapeutic agents [72–74]. Most importantly,
HER-2 status is predictive for benefit from anti-HER-2
therapies, such as trastuzumab.

Identifying the HER-2 Receptor

For the various reasons described above, the accurate
determination of HER-2 status is vitally important
because it is such a useful marker for therapeutic deci-
sion making. Currently, two different methods of
determining for HER-2 are routinely available: (i)
immunohistochemistry (IHC) and (ii) fluorescence
in situ hybridization (FISH).

IHC is a semiquantitative method that identifies
HER-2 receptor expression on the cell surface using a
grading system (0, 1þ, 2þ, and 3þ), where an IHC
result of 3þ is regarded as HER-2 overexpression. It
is the most widely used technique, performed on par-
affin tumor blocks. While fairly easy to perform and
relatively low cost, results can vary depending on dif-
ferent fixation protocols, assay methods, scoring sys-
tems, as well as the selected antibodies.

FISH is a quantitative method measuring the num-
ber of copies of the HER-2 gene present in each tumor
cell and is reported as either positive or negative. It is a
more reproducible test but is comparatively more
time-consuming and expensive.

Concordance between IHC and FISH has been
extensively studied. In a study done by Yaziji et al.
[75] conducted in 2963 samples using FISH as the
standard method, the positive predictive value of an
IHC 3þ result was 91.6%, and the negative predictive
value of an IHC 0 or 1þ result was 97.2%. They also
found that FISH had a significantly higher failure rate
(5% versus 0.08%), was more costly, and required
more time for testing (36 versus 4 hours) and interpre-
tation (7 minutes versus 45 seconds) than IHC.

Another problem with HER-2 testing is the poor
reproducibility between laboratories, even when the
same technique is used. When the concordance
between local and central evaluation in the NCCTG-
N9831 adjuvant trastuzumab trial was examined [76],
FISH concordance was 88.1% compared to an IHC
concordance of 81.6%. This high rate of discordance
was attributed to methodologic factors, such as inade-
quate quality-control procedures.

In recognizing the importance of accurate HER-
2 testing, guidelines from the American Society of Clinical
Oncology (ASCO)/College of American Pathologists (CAP)
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for HER-2 testing have recently been published [77].
In these guidelines, recommendations for HER-2 evalu-
ation are provided using an algorithm for positive,
equivocal, and negative results:

1. HER-2 positive—IHC staining of 3þ (uniform,
intense membrane staining of >30% of invasive
tumor cells, a FISH result of more than 6.0 HER-2
gene copies per nucleus, or a FISH ratio (HER-
2 gene signals to chromosome 17 signals) of more
than 2.2;

2. HER-2 negative—IHC staining of 0 or 1þ FISH
result of less than 4.0 HER-2 gene copies per
nucleus, or FISH ratio of less than 1.8; and

3. HER-2 equivocal—IHC 3þ staining of 30% or less
of invasive tumor cells or 2þ staining, a FISH result
of 4 to 6 HER-2 gene copies per nucleus, or FISH
ratio between 1.8 to 2.2.

Importantly, the Guidelines strongly recommended
[77] “validation of laboratory assay or modifications,
use of standardized operating procedures, and compli-
ance with new testing criteria to be monitored with the
use of stringent laboratory accreditation standards,
proficiency testing, and competency assessment.”

Targeting HER-2: Trastuzumab

The HER family of receptors is an ideal target for anti-
cancer therapy. To date, two main therapeutic strategies
have been developed to target the HER-2 receptor:
monoclonal antibodies and small molecule kinase
inhibitors.

Trastuzumab (Herceptin; Genentech, South San
Francisco) is a recombinant, humanized anti-HER-2
monoclonal antibody and was the first clinically active
anti-HER-2 therapy to be developed. Trastuzumab
exerts its action through several mechanisms, includ-
ing (i) induction of receptor downregulation/degra-
dation [78], (ii) prevention of HER-2 ectodomain
cleavage [79], (iii) inhibition of HER-2 kinase signal
transduction via ADCC [80], and (iv) inhibition of
angiogenesis [81].

In metastatic breast cancer (MBC), trastuzumab
monotherapy produces response rates ranging from
12% to 34% with a median duration of disease control
of 9 months [82,83]. Preclinical studies have also shown
additive or synergistic interactions between trastuzumab
and multiple cytotoxic agents, including platinum ana-
logues, taxanes, anthracyclines, vinorelbine, gemcita-
bine, capecitabine, and cyclophosphamide [84]. The
use of trastuzumab combined with chemotherapy can
further increase response rates (RR), time to progres-
sion (TTP), and overall survival (OS) [85,86].

Encouraged by the highly reproducible antitumor
activity of trastuzumab in the metastatic setting, four
major international studies with enrollment of over
13,000womenwere launched in 2000–2001 to investigate
the role of trastuzumab in the adjuvant setting: HERA
[87,88], the combined North American trials NSABP-
B31 and NCCTG/N9831 [89,90], and BCIRG 006
[91,92]. In 2005, the initial results of these four trials,
alongside a smaller Finnish trial [93], demonstrated that

adjuvant trastuzumab produced significant benefit in
reducing recurrence and mortality. Updated analyses
for most of these trials have recently been presented,
including that of another small trial PACS-04 [94]
which, in contrast, failed to show a benefit for adjuvant
trastuzumab for reasons that are not well understood
(Table 25.1).

Despite differences in patient population and trial
design, including chemotherapy regimen, the timing
of trastuzumab initiation, and the schedule and dura-
tion of trastuzumab administration, remarkly consistent
results were reported across these studies: a 33%–58%
reduction in the recurrence rate and a 30% reduction
in mortality. This degree of benefit in early breast
cancer is the largest reported since the introduction
of tamoxifen for estrogen receptors positive (ERþ)
disease.

There are many other novel drugs being developed
for use following failure of trastuzumab, either because
of de novo or acquired resistance. A particular focus of
research is in the dual inhibition of EGFR and HER-2,
with promising results using drugs such as lapatinib,
pertuzumab, and HKI-272.

Proliferative Biomarkers

A high proliferative rate is associated with poor breast
cancer survival in untreated patients, but it is also asso-
ciated with favorable response to chemotherapy [95].
It is still unknown whether some of these proliferative
biomarkers also predict better response to specific
chemotherapy regimens. Although many proliferative
biomarkers are under investigation, none of these
are regularly used in clinical practice. Themain obstacles
lie in the (i) poor standardization of detection methods,
(ii) vaguely defined cutoff values, and (iii) requirement
for fresh-frozen tissue.

Measurement of Cells in S Phase

Most studies that used fresh or frozen material with suffi-
cient number of patients found an association between S
phase fraction and unfavorable prognosis. But several
studies done to assess the prognostic value of DNA flow
cytometry lacked standardized procedures, sufficient
power, and predefined cutoff values. Moreover, the study
populations were not controlled for adjuvant treatment.
There is alsohigh intratumorheterogeneity of the Sphase
fraction [95]. Therefore, it cannot be recommended for
routine prognostic assessment [96]. Another disadvan-
tage of this method is that it requires a large quantity of
tumor material making it inappropriate for smaller
tumors identified through mammographic screening.

3H-Thymidine Labeling Index
3H-thymidine labeling index (TLI) was one of the first
markers of proliferation used in breast cancer. The
number of cells undergoing DNA synthesis is measured
by 3H-thymidine uptake using autoradiography for visu-
alization. TLI represents the ratio between the number
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of labeled and all counted cells. A similar approach uses
IHC technique and halogenated analogue bromodeox-
yuridine (BrdU). Limitations of these techniques are
the requirement for fresh frozen tissue, the time
required to complete the assay, and the use of radioac-
tive tracers [95].

TLI has never been accepted as a standard prognostic
marker, although several retrospective studies have
shown that it is correlated with poor clinical outcome
in terms of relapse-free survival, disease-free survival, dis-
tant disease-free survival, and overall survival. Similarly,
despite the fact that prospective clinical trials confirmed
a benefit for TLI in chemotherapy prediction, it has not
been widely adopted in clinical practice [96].

Thymidine Kinase

Thymidine kinase (TK) activity is measured by radioen-
zymatic assay. TK is an enzyme that catalyses the phos-
phorylation of deoxythymidine to deoxythymidine
monophosphate. Its activity is highest in G1-S transla-
tion checkpoint and then declines rapidly in the G2
phase of the cell cycle. In breast cancer, the fetal isoform
of TK is present in high levels in the cytoplasm and is
cell-cycle regulated [95]. Conflicting data exist for its
predictive role, and therefore, TK should not be used
for this purpose in clinical practice [96].

Ki67

Ki67 is a nuclear antigen present in mid G1, S, G2, and
the entire M phase of the cell cycle, characterized by
immunohistochemistry. Although it has been exten-
sively studied, its precise cellular function is still
unknown. Most of the studies that have investigated
the prognostic significance of Ki67 have shown that
overexpression of Ki67 correlates with poor metastases-
free survival and overall survival. As with all biomarkers
with continuous values, the cutoff value differentiating
high Ki67 from low Ki67 tumors is somewhat arbitrary.
It has been suggested that the optimal cutoff value for
Ki67 is 15% [97]. Nevertheless, routine use of this
marker in clinical practice is not recommended because
of a lack of adequate reproducibility [96].

MIB1

Similar to Ki67, MIB1 is a nuclear antigen that can
be labeled using immunohistochemistry. It can be per-
formed on formalin-fixed and paraffin-embedded

blocks. A good correlation between Ki67 and MIB1
assessment has been demonstrated. However, MIB1 is
not recommended yet for use in routine clinical prac-
tice [95].

Cyclin A

Cyclins are proteins that regulate the cell cycle. Conse-
quently, their concentrations rise and fall throughout
the cell cycle, as they are synthesized and degraded at
specific stages of the cell cycle. Cyclin A is expressed
in the late S, G2, and M phases of the cell cycle and
has been associated with poor prognosis in some stud-
ies. Other studies have failed to confirm this observa-
tion, mainly because of the lack of consensus
concerning methodology and cutoff values [97].

Cyclin E

Cyclin E regulates G1 phase progression and entry into
S phase. There are two different proteins, cyclin E1
and cyclin E2, that are coded by two different genes
with 47% homology. Several splice variants of cyclin
E1 not present in normal cells have been identified
and these seem to stimulate cells to progress through
the cell cycles more than wild-type cyclin E1. The most
frequently used determination method for cyclin E1 is
IHC, although western blot allows for assessment of
total as well as isoform-specific expression. Cyclin E
mRNA can also be measured by reverse transcription
polymerase chain reaction (RT-PCR).

Elevated levels of both cyclin Es are more frequently
found in ER negative tumors. Many retrospective stud-
ies have demonstrated an association between high
levels of cyclin E and an increased risk of breast can-
cer-related death, although this finding has not been
seen across all the trials. Furthermore, lack of standar-
dization regarding evaluation methods and scoring
systems limits its use as a prognostic factor. There is
even less evidence for the use of cyclin E as a predictive
tool [95].

Cyclin D1

The family of cyclin D consists of at least three differ-
ent cyclins that regulate progression into G1 phase.
The gene CCND1 that codes for the cyclin D1 protein
is located on chromosome 11q13. The function of
cyclin D1 is to bind to cyclin-dependent kinases (Cdks)
4 and 6 and phosphorylate downstream proteins such

Table 25.1 Methods of HER-2 Screening in Different Adjuvant Trastuzumab Trials

HERA [88, 89] B-31/N9831 [90, 91]
BCIRG 006
[92, 93] FinHer [94]

Local
Laboratory

IHC/FISH 2þ/3þ or FISHþ
sent to reference lab

IHC/FISH 3þ or FISHþ
sent to reference lab

No role IHC (any)2þ/3þ sent to
reference lab

Reference
Laboratory

IHC for 3þFISH for 2þRepeat
FISH for FISHþ

IHC for 3þ FISH for 2þ FISH for all
samples

CISH for all samples
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as pRb. These complexes can sequester Cdk inhibi-
tors (p21 and p27). Cyclin D1 acts as a co-factor
for ERa in a ligand-independent manner. The con-
centration of cyclin D1 in the cell is the highest
during mid-G1 phase and then gradually declines.
Overexpression of cyclin D1 has been found in many
human tumors and is believed to promote cell prolif-
eration and differentiation by shortening the G1/S
transition. In breast cancer, amplification of the
cyclin D1 gene is found in 15% of tumors and over-
expression of cyclin D1 at mRNA and protein levels
has been observed in up to 50% of tumors, largely
those that are ER positive and well differentiated.
The most common assessment method of cyclin D1
expression is IHC [95].

The prognostic role of cyclin D1 was evaluated in
several retrospective studies. The majority of these
studies reported strong correlation between cyclin D1
expression and ER positivity. However, it has not been
found to be a strong prognostic marker. One retro-
spective study suggested that it was predictive for
tamoxifen response, as only patients with low and
intermediate levels of cyclin D1 benefited from tamox-
ifen treatment.

p27

p27 is a Cdk inhibitor that acts in the nucleus. It binds
to cyclin E-Cdk2 and cyclin A-Cdk2 complexes early in
the G1 phase and facilitates the entry of cyclin D1-Cdks
complex into the nucleus. It is sequestered through
binding to Cdk4 or Cdk6 during periods of cell prolif-
eration. It is mobilized by antiproliferative signals,
such as cell-to-cell contact and transforming growth
factor b (TGFb) signaling. It can be assessed using
IHC technique with p27-positive cells displaying
nuclear staining. The cut-off between low and high
p27 expression is set at 50%. In some retrospective
analyses of adjuvant clinical trials, low levels of p27
were found to be a predictor for worse clinical out-
come, although this was not a universal finding in
other trials. Furthermore, in the majority of studies,
p27 was positively correlated with ER expression as well
as inversely correlated to grade. There is also some
evidence that low levels of p27 correlated with HER-2
overexpression and cyclin E expression, whereas high
levels correlated with expression of cyclin D1. In
BRCA1/2 mutated tumors, low levels of p27 have also
been found. There are preliminary data to suggest that
p27 is predictive for greater benefit from chemother-
apy, although this requires further validation [95].

Topoisomerase IIa

Topoisomerases II (topo II) are DNA-binding enzymes
with nuclease, helicase, and ligase activity. They con-
trol and modify topological states of DNA. Two forms
of topo II exist: (i) topo IIa is a product of a gene
located at 17q21, and (ii) topo IIb is a product of a
gene located at 3p.

While topo IIb is not cell-cycle dependent and its
function remains unknown, the concentration of topo

IIa is cell-cycle dependent and is highest in the G2/M
transition. Topo IIa produces a double-strand nick on
the cleaved DNA that enables the passage of a second
DNA through the break and religation of the cleaved
one, resulting in reduced DNA supercoiling and twist-
ing. Topo II also regulates chromosome segregation
and condensation of newly formed chromosome pairs
in dividing cells.

High levels of topo II are found in exponentially
growing cells and low levels in quiescent cells. Topo
II concentration can be downregulated by the growth
of cells in high density and in serum-free conditions.
As a result, topo II levels can be regarded as a marker
of proliferation [95]. Additionally, different topo II
isoforms can differ in their sensitivity to antineoplastic
drugs with topo IIa acting as a target for drugs
like anthracyclines, epipodophyllotoxins, actinomycin,
and mitoxantrone. The topo IIa gene (TOPO2A) is
located near the HER-2 oncogene on chromosome
17, although the exact mechanism for the concor-
dance between TOPO2A aberration and HER-2 amplifi-
cation is not known. Tumors with HER-2 amplification
may have deletion of topo IIa or coamplification of the
two genes. Those with TOPO2A deletion are associated
with low levels of the topo IIa protein, while those with
coamplification ofTOPO2A andHER-2 appear to be asso-
ciated with increased sensitivity to anthracyclines. Many
studies are currently under way to evaluate the role of
topo II in selecting patient subgroups that may or may
not benefit from anthracycline therapy. Some evidence
also exists to suggest that topo IIa is a prognostic marker
for poor disease-free survival and overall survival inde-
pendent of therapy.

uPA and PAI-1

Central to the process of cancer invasion are matrix-
degrading proteases that regulate the tissue scaffold
breakdown. Urokinase plasminogen activator (uPA)
and plasminogen activator inhibitor (PAI-1), together
with receptor for uPA and other inhibitors (PAI-2,
PAI-3), are part of the urokinase plasminogen activat-
ing system that contributes to this enzymatic degrada-
tion system [98]. Apart from invasion, this system has
also been shown to be associated with angiogenesis
and metastasis.

The IHC assay for detection of uPA and PAI-1 is
not specific, and ELISA on a minimum of 300 mg of
fresh or frozen breast cancer tissue is recommended
[96].

A pooled analysis [99] of uPA/PAI-1 data of breast
cancer patients and the first interim report of a pro-
spective trial using uPA and PAI-1 levels to stratify
node negative patients [100] confirmed the strong
association of uPA and PAI-1 levels with recurrence
and survival. Some uncontrolled studies also suggest
uPA and PAI-1 may serve as a predictor of sensitivity
to hormone therapy or specific types of chemotherapy.

Apart from histological grade, uPA and PAI-1 are the
only proliferativemarkers with level I evidence to support
their use as prognostic markers recommended by the
American Society of Clinical Oncology (ASCO).
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GENE EXPRESSION PROFILING

Historically, the classification of breast cancers has been
based on histological type, grade, and expression of hor-
mone receptors, but the advent of microarray technol-
ogy has since demonstrated significant heterogeneity
occurring also at the transcriptome level. Through their
ability to interrogate thousands of genes simulta-
neously, microarray studies have allowed for a compre-
hensive molecular and genetic profiling of tumors.
Not only have these studies changed the way in which
we have traditionally classified breast cancer, the results
of these studies have also yielded molecular signatures
with the potential to significantly impact on clinical care
by providing a molecular basis for treatment tailoring.

Microarray Technology

Gene expression profiling, using microarray technol-
ogy, relies on the accurate binding, or hybridization,
of DNA strands with their precise complementary cop-
ies where one sequence is bound onto a solid-state sub-
strate. These are hybridized to probes of fluorescent
cDNAs or genomic sequences from normal or tumor
tissue. Through analysis of the intensity of the fluores-
cence on the microarray chip, a direct comparison of
the expression of all genes in normal and tumor cells
can be made [101]. At present, there are multiple
microarray platforms that use either cDNA-based or
oligonucleotide-based microarrays.

cDNA-based microarrays have double-stranded PCR
products amplified from expressed sequence tag
(EST) clones and then spotted onto glass slides. These
have inherent problems with frequent hybridization
among homologous genes, alternative splice variants,
and antisense RNA [102]. Oligonucleotide-based
microarrays are shorter probes with uniform length.
Shorter oligonucleotides (25 bases) may be synthe-
sized directly onto a solid matrix using photolitho-
graphic technology (Affymetrix), and for longer
oligonucleotides (55–70 bases), they may be either
deposited by an inkjet process or spotted by a robotic
printing process onto glass slides [82].

In the past, there has beenmuch skepticism regarding
the reliability and reproducibility of microarray technol-
ogy. However, the overall reproducibility of the microar-
ray technology has been found to be acceptable, as
shown by the MicroArray Quality Control (MAQC) proj-
ect [103] conducted by theU.S. Food andDrugAdminis-
tration (FDA). They found that similar changes in gene
abundance were detected, despite using different
platforms. Furthermore, this reproducibility appears
comparable to that of other diagnostic techniques, for
example, with immunohistochemical analysis for
hormone receptors in breast cancer [104,105].

Molecular Classification of Breast Cancer

One of the most important discoveries stemming
directly from microarray studies has been the reclassifi-
cation of breast cancer into molecular subtypes. This

new classification has not only furthered our under-
standing of tumor biology, but it has also altered the
way that physicians and clinical investigators concep-
tually regard breast cancer—not as one disease, but a
collection of several biologically different diseases.

Four main molecular classes of breast cancers have
been consistently distinguished by gene expression
profiling. Based upon the original classification
described by Perou et al., these subtypes are [106] (i)
basal-like breast cancers, (ii) HER-2þ breast cancers,
(iii) luminal-A breast cancers, and (iv) luminal-B
breast cancers.

In the basal-like subtype, there is a high expression
of basal cytokeratins 5/6 and 17 and proliferation-
related genes, as well as laminin and fatty-acid binding
protein 7. In the HER-2þ subtype, there is a high
expression of genes in the erbb2 amplicon, such as
GRB7. The luminal cancers are ER-positive. Luminal
A is characterized by a higher expression of ER,
GATA3, and X-box binding protein trefoil factor 3,
hepatocyte nuclear factor 3 alpha, and LIV-1. Luminal
B cancers are generally characterized by a lower
expression of luminal-specific genes.

Beyond differing gene expression profiles, these
molecular subtypes appear to have distinct clinical out-
comes and responses to therapy that seem reproduc-
ible from one study to the next. The basal-like and
HER-2þ subtypes are more aggressive with a higher
proportion of Major Gene Expression Signatures
TP53 mutations [107,108] and a markedly higher like-
lihood of being grade III (P < 0.0001, and P ¼ 0.0002)
than luminal A tumors. Despite a poorer prognosis,
they tend to respond better to chemotherapy includ-
ing higher pathologic complete response rates after
neo-adjuvant therapy [109].

On the other hand, fewer than 20% of luminal sub-
types have mutations in TP53 and these tumors are
often grade I [110]. They tend to be more sensitive to
endocrine therapy, less responsive to conventional che-
motherapy, and demonstrate overall clinical outcomes.

Despite differences in testing platforms, the collective
results of these studies suggest that ER expression is the
most important discriminator. Beyond ER expression,
distinct expression patterns can also be differentiated,
perhaps reflecting distinct cell types of origin [91–93].
However, this molecular classification is not without its
inherent limitations, with up to 30% of breast cancers
not falling into any of the four molecular categories
[111]. Exactly how many true molecular subclasses of
breast cancer exist remains uncertain, and it is plausible
that themolecular classificationwill evolve with new tech-
nological platforms, with the availability of larger data
sets, as well as with improved understanding of tumor
biology.

Gene Expression Signatures to Predict
Prognosis

Traditional prognostic factors based on clinical and
pathological variables are unable to fully capture the
heterogeneity of breast cancer. Guidelines like the
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National Comprehensive Cancer Network (NCCN)
[112] used in the United States and the International
St. Gallen Expert Consensus [13] used in Europe to
guide treatment decisions take into account relapse
risk based traditional anatomical and pathological
assesment. These guidelines cannot accommodate for
the substantial variability that can exist between
patients with similar stages and grades of disease.
Using microarray technology, several independent
groups have conducted comprehensive gene expres-
sion profiling studies with the aim of improving on tra-
ditional prognostic markers used in the clinic.

Using the top-down approach, where gene expres-
sion data are correlated with clinical outcome without
a prior biological assumption, a group of researchers
from Amsterdam identified a 70-gene prognostic
signature, using the Agilent platform, in a series of
78 systemically untreated node-negative breast cancer
patients under 55 years of age [113]. This signature
included mainly genes involved in the cell cycle, inva-
sion, metastasis, angiogenesis, and signal transduction.
Validated on a larger set of 295 young patients [114],
including both node-negative and node-positive
disease as well as treated and untreated patients, the
70-gene signature was found to be the strongest pre-
dictor for distant metastases-free survival, independent
of adjuvant treatment, tumor size, histological grade,
and age.

Using the same top-down approach, another group
in Rotterdam identified a 76-gene signature [115],
using the Affymetrix technology which considered ER-
positive patients separately from ER-negative patients.
These 76 genes were mainly associated with cell cycle
and cell death, DNA replication and repair, and
immune response. In a training set of 115 patients
and a multicentric validation set of 180 patients [116],
they were able to demonstrate comparable discrimina-
tive power in predicting the development of distant
metastases in untreated patients in all age groups with
node-negative breast cancer.

Both the Amsterdam and Rotterdam gene signa-
tures have been independently validated by TRANS-
BIG, the translational research network of the Breast
International Group (BIG) [117,118]. Despite having
only three genes in common, both signatures were
able to outperform the best validated tools to assess
clinical risk. In particular, these signatures were both
superior in correctly identifying the low-risk patients
but were limited in identifying the high-risk patients,
as half of those identified in this category did not, in
fact, relapse. This suggests that the highest clinical util-
ity for these molecular signatures may be in potentially
reducing overtreatment of low-risk patients.

Also using the top-down approach, Paik et al. [119],
in collaboration with Genomic Health Inc., developed
a recurrence score (RS) based on 21 genes that
appeared to accurately predict the likelihood of dis-
tant recurrence in tamoxifen-treated patients with
node-negative, ER-positive breast cancer. A final panel
of 16 cancer-related genes and 5 reference genes
forms the basis for the Oncotype DXTM Breast Cancer
Assay.

The RS classifies patients into three risk groups,
based on cutoff points from the results of the NSABP
trial B-20: high risk of recurrence is assigned if
RS >31; intermediate risk if RS is 18–30; and low risk
if RS <18. Retrospective validation of this predictor
in 675 archival samples of the NSABP trial B-14 [120]
showed that the RS was significantly correlated with
distant recurrence, relapse-free interval, and overall
survival, independent of age and tumor size.

In using a different approach that is hypothesis-
driven, otherwise known as the bottom-up approach,
Sotiriou et al. [121] looked at whether gene expres-
sion patterns associated with histologic grade could
improve prognostic capabilities especially within the
class of intermediate grade tumor. Accounting for
30%–60% of all breast cancers, these intermediate
grade tumors display the most heterogeneity in both
phenotype and outcome [122].

Of the unique 97 genes that formed the gene-
expression grade index (GGI), most were associated
with cell-cycle progression and differentiation. These
genes were differentially expressed between low-grade
and high-grade breast tumors, without a distinct
gene-expression pattern to distinguish the intermedi-
ate group. Instead, the intermediate tumors showed
expression patterns and clinical outcomes matching
those of either low-grade or high-grade cases. The GGI,
therefore, could potentially improve treatment deci-
sion making for these otherwise problematic patients
with intermediate grade by reclassifying them into two
distinct and clinically relevant subtypes.

In an examination of genomic grade with ER status,
ER-negative tumors with poor clinical outcome were
found to be mainly associated with high GGI, although
ER-positive tumors were more heterogeneous with a
mixture of GGI levels [123]. Thus, these two variables
are not entirely independent from each other; with
tumor genomic grading capable of providing an extra
level of information when stratifying the ER-positive
group.

Other prognostic signatures derived from the bottom-
up approach include the wound response signature
[124], mutant/wild p53 signature [102], invasive gene
signature (IGS) [125], and the cancer stem cell signature
[103]. These and other prognostic signatures, whether
derived with the bottom-up or top-down approach, have
only a few genes in common but seem to offer similar
prognostic information, with proliferation-related genes
being the major driving force. Furthermore, it appears
that the prognostic power of many of these signatures is
limited to ER-positive patients and is less informative for
ER-negative disease (Table 25.2) [126].

Gene Expression Signatures to Predict
Site of Recurrence

An interesting theory of breast cancer metastases is
that tumors are genetically determined to recur in spe-
cific organ sites, and gene expression signatures may
be able to serve as site-specific predictors. Massagué
and colleagues [127–129], by developing progeny cell
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lines of MDA-MB-231 with enhanced ability to metasta-
size to either bone or lung in immunocompromised
mice, identified two different gene sets: the bone gene
set and the lung gene set. When applying the bone
gene set to a cohort of human breast tumors that even-
tually developed metastases, they could distinguish
tumors that preferentially metastasized to bone from
those that preferentially metastasized elsewhere. Simi-
larly, by applying the lung gene set to the same data
set used by van’t Veer and colleagues [94], they were
able to identify a subgroup of patients with worse
lung-metastasis-free survival. The site-specific predic-
tive potential of the gene sets was independent from
the ER status and the 70-gene signature.

Gene Expression Signatures to Predict
Response to Therapy

Improved prognostic tools will help to better identify
those patients needing treatment, but there still remains
the challenge of knowing which therapy is best to use
for the individual breast cancer patient. Only a propor-
tion of patients will respond to any given treatment,
but unfortunately, many will experience the adverse
side effects. Currently, only ER and HER-2 are used in
clinical practice as predictive markers, for the selection
of patients likely to respond to specific therapy, such as
hormone therapy and trastuzumab, respectively.

Several investigators have recently applied micro-
array technology to identify gene expression signatures
that could predict for drug sensitivity. In predicting
for endocrine therapy resistance, several studies have
been performed, including the study with 44 genes
by Jansen et al. [130] and one using the expression
ratio of two genes—homeobox B13 and IL17BR, which
could predict for disease survival with 80% accuracy
[131–133] when treated with adjuvant tamoxifen.
Other endocrine sensitivity tests include the estradiol-
induced genes by Oh et al. [134] and the 200-gene
signature which predicts for recurrence-free survival
after 5 years of tamoxifen therapy [135]. The recur-
rence score (RS), previously discussed, is also often
regarded as a predictive tool for endocrine therapy,
rather than a pure prognostic tool, because the NSABP
B14 and B20 trials enrolled patients who were treated
with tamoxifen [99,100].

In looking at chemotherapy response, fewer studies
have been reported so far because these studies ideally
require prospective sample collection. Nonetheless,
several groups have identified genes associated with
response to chemotherapy [130–144], with the major-
ity of the studies using pathologic response rate
(pCR) as a surrogate marker for long-term benefit
after neoadjuvant chemotherapy. The largest of these
studies generated a 30-gene predictor [145] from 82
patients treated with neoadjuvant weekly paclitaxel
and 5-fluorouracil, doxorubicin, cyclophosphamide
(T/FAC) chemotherapy. In cross-validation of 51 inde-
pendent cases, this 30-gene predictor had high sensi-
tivity in being able to identify 12/13 (92%) patients
with pCR, and high negative predictive value in being

able to identify 27/28 (96%) patients with residual dis-
ease. Notably, they also showed that their classifier had
predictive accuracy similar to that of ER and HER-
2 amplification.

Using a hypothesis-driven approach, Bild et al. [146]
recently identified several expression patterns asso-
ciated with the deregulation of a variety of oncogenic
pathways that could predict response to different ther-
apeutic agents targeting specific deregulated pathways.
By interrogating publicly available drug sensitivity
data derived from in vitro experiments, they also devel-
oped multiple classifiers of response to a variety of
chemotherapy drugs and showed that a combination
of these classifiers could accurately predict response
to preoperative multidrug regimen treatments [147].

While the preliminary results are encouraging, the
conclusions that can be derived from these predictive
studies are limited by the small sample size as well as het-
erogeneity in endpoints, treatment regimens, patient
populations, and statistical analyses [148]. Furthermore,
these predictive tests still need independent validation.

The Future of Gene Expression Profiling

There is significant potential for gene expression pro-
files to aid treatment tailoring of breast cancer patients.
Prognostic signatures can differentiate subpopulations
based on risk of relapse, and indeed, there is a sugges-
tion that these signatures may bemost useful in identify-
ing low-risk patients who potentially can be spared
adjuvant chemotherapy. Predictive signatures, on the
other hand, can aid in the decision of which therapy to
use for each patient, to maximize individual benefit
and minimize individual toxicity.

While the results from these first-generation micro-
array studies are exciting, there is still a long way to
go before these molecular tools can enter routine clin-
ical use. Many of these studies are retrospective, and
the gene expression data come from archival material
of heterogeneous populations. While level 1 evidence
is currently lacking, prospective clinical validation has
started for two expression-profiling platforms: Onco-
typeDx RS with the 21-gene signature in TAILORx, and
Mammaprint with the 70-gene signature in MINDACT
(Table 25.3).

The TAILORx [Trial Assigning IndividuaLized
Options for Treatment (Rx)] trial is a large, randomized
prospective study designed to evaluate whether women
with node-negative, ER-positive breast cancer need che-
motherapy based on the recurrence score (RS). Patients
with an RS less than 11 (low risk) will be given only hor-
monal therapy. AnRSmore than 25 (high risk) willmean
that patients receive chemotherapy in addition to hor-
mone therapy. Patients withRS 11–25 (intermediate risk)
will be randomly assigned to receive hormone therapy or
chemotherapy followed by hormone therapy. This trial
is conducted under the auspices of the U.S. Intergroup
and is expected to accrue over 10,000 patients.

TheMINDACT (Microarray In Node negative Disease
may Avoid ChemoTherapy) Trial is an international pro-
spective, randomized study assessing the potential added
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value of the 70-gene signature classifier to the commonly
used clinicopathologic criteria for selecting node-nega-
tive breast cancer patients for adjuvant chemotherapy.
Through its hypothesis that the 70-gene signature will
be able to better select appropriate patients for adjuvant
treatment, the benefit would be best seen in patients with
good prognostic signatures spared from unnecessary
chemotherapy.

Approximately 6000 node-negative patients will have
their risk assessment made by using common clinico-
pathological factors (through a modified version of
Adjuvant OnLine) and by the 70-gene signature. Those
patients who are classified as high risk by both methods
will be offered chemotherapy; those classified as low risk
by both methods will not be offered chemotherapy; the
discordant group, an estimated 33% (1900 patients) will
be randomized between the two methods and will
receive or not receive chemotherapy according to the
result of the assigned method. This trial is being con-
ducted within the Breast International Group (BIG)
network under the sponsorship of the EORTC.

Indeed the technological know-how in this field is
rapidly evolving, but the criterion for level 1 evidence
must not be uncompromised. As a result, the results
of TAILORx and MINDACT are eagerly awaited before
routine clinical use. However, it is probable that even
with positive validation in large prospective trials, it is
unlikely that gene expression profiles will altogether
replace existing clinicopathological guidelines, but
rather they will become part of an integrative decision-
making model based on multiple levels and sources of
prognostic data. The best use of these gene-expression
signatures may actually be in directing treatment deci-
sions when clinical risk parameters for an individual
patient are equivocal. Until there is more certainty
regarding the clinical utility of this new molecular tech-
nology, treatment guidelines such as those of St. Gallen
and the NCCN, having withstood both the test of
evidence and time, will continue to be used widely.

CONCLUSION

Breast cancer is a clinically heterogeneous disease, and
for many years, this heterogeneity was explained by the

differing histopathological characteristics identified
mainly by the microscope. Current practice guidelines
based on histopathology have been important as risk
stratification tools for therapy selection, but these
guidelines are limited in the tailoring of treatment
for the individual patient. Indeed, it has long been
observed that among patients with anatomic and
pathological risk profiles, there can be substantial
variability in both the natural history and response to
treatment.

Novel molecular technologies and a better under-
standing of the tumor biology of breast cancer have
resulted in significant advances in recent years. Previ-
ous emphasis on refining the traditional histopatho-
logic criteria, on developing indices of proliferation
(S-Phase fraction, Ki67), on understanding genomic
instability (e.g., DNA ploidy), and on analyzing single
gene expression profiles (p53 expression) have shifted
dramatically to molecular profiling, reflecting the
expression of many thousands of genes.

With new knowledge, new challenges emerge. The
excitement that comes with each new biomarker must
be matched by the scientific rigor of prospective valida-
tion with each biomarker being assessed for clinical
and economic utility. The challenge also remains how
to best integrate multiple new sources and levels of prog-
nostic data with the existing histopathological model.
Therefore, it should be with cautious optimism that
we move forward in this era of unraveling the mystery
behind the many molecules and mutations of this
disease.
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26
Molecular Basis of Skin
Disease

Vesarat Wessagowit n John A. McGrath

INTRODUCTION

Skin is the most visible organ and one which is readily
amenable to molecular dissection. Recent studies have
therefore been able to provide fascinating new insight
into the development and maintenance of healthy skin
and into the range of molecular pathology that under-
lies a spectrum of inherited and acquired skin diseases.
The new information is helpful in establishing better
and more accurate diagnoses of skin disorders as well
as providing new opportunities to develop more spe-
cific therapies that target key molecular events relevant
to the pathogenesis of particular diseases. This chapter
highlights some of the recent discoveries on the
molecular pathology of skin disorders. The focus is
on new findings that may have a significant impact
on the clinical management of patients. It is evident
that an improved understanding of the molecular
pathology of the skin is fundamental to making clini-
cal advances in dermatology.

SKIN DISEASES AND THEIR IMPACT

Of all the organs of the human body, the skin is the
largest—in a 70 kg individual, the skin weighs over
5 kg and covers a surface area approaching 2 m2. Skin
diseases are numerous and common, with the vast
majority of work performed by dermatologists in clinical
practice being managing common skin conditions,
including eczema, psoriasis, acne, tinea, warts, and in
some countries skin cancer, and in others, skin infec-
tions. Nearly 30% of all consultations with primary care
physicians involve skin symptoms or signs and yet fewer
than 50% of people seek advice from medical practi-
tioners, with pharmacists being the most common of
the other sources of advice.

Skin diseases are not only frequent, but they are very
costly [1]. In theUnited States, spending on skin disease
(excluding cosmetic applications) has increased more
than 2-fold since the late 1990s, and the medical cost

of the top 20 skin conditions exceeds $40 billion US
in annual expenditure. Themost expensive skin disease
categories include skin ulcers, wounds, melanoma,
acne, nonmelanoma skin cancer, and atopic dermatitis.

Many skin diseases, although not fatal, can be
chronic and cause considerable morbidity; hence, their
effects on quality of life can be even more pronounced
than other medical conditions. Impact on quality of life
measured by willingness to pay for relief from skin con-
ditions is comparable to that of other serious medical
conditions. Many symptoms that patients experience
are not only burdensome but can be debilitating, both
physically and psychologically. Several studies have
shown that skin diseases such as psoriasis can reduce
physical and mental functioning to levels comparable
to those seen in cancer, arthritis, hypertension, heart
disease, diabetes, and depression. In children, skin
diseases such as atopic dermatitis or urticaria have
been shown to have a greater impact on a child’s quality
of life than conditions such as epilepsy or diabetes
mellitus.

The burden of skin disease, given its high preva-
lence and personal and social cost, is considerable.
Prevention of skin disease is consequently an impor-
tant goal, and in recent years considerable new knowl-
edge has emerged in improving the understanding of
molecular and cellular mechanisms relevant to main-
taining healthy skin.

MOLECULAR BASIS OF HEALTHY SKIN

A key role of skin is to provide a mechanical barrier
against the external environment (Figure 26.1). The
cornified cell envelope and the stratum corneum
restrict water loss from the skin, while keratinocyte-
derived endogenous antibiotics provide innate immune
defense against bacteria, viruses, and fungi. Clues to
the importance of the skin barrier have recently been
highlighted by the findings of very common loss of
function mutations in the profilaggrin gene (FLG),
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which encodes a key skin barrier component, filaggrin,
expressed in the granular layer of the skin [2;3]. Muta-
tions in FLG are the cause of the semidominant con-
dition ichthyosis vulgaris (OMIM146700) and are a
major risk factor for the development of atopic derma-
titis as well as asthma associated with atopic dermatitis
and systemic allergies. These discoveries demonstrate
the importance of maintaining an effective skin barrier
to minimize and prevent cutaneous inflammation as
well as systemic pathology. They also highlight that

maintaining an effective functional skin barrier in chil-
dren may have long-term benefits in reducing atopic
asthma and systemic allergies in subsequent years.

Normal skin has also been shown to have a very effec-
tive defense system against microbes (Figure 26.2). In
the stratum corneum there is an effective chemical bar-
rier maintained by the expression of S100A7 (psoriasin)
[4]. This antimicrobial substance is very effective at kill-
ing E. coli. Subjacent to this in the skin there is another
class of antimicrobial peptides such as RNASE7, which
is effective against a broad spectrum of micro-organisms,
especially Enterococci. RNASE7 serves as a protective
minefield in the superficial skin layers and helps destroy
invading organisms [5]. Below this in the living layers
of the skin are other antimicrobial peptides such as a
b-defensins [6]. The antimicrobial activity of most pep-
tides occurs as a result of unique structural properties
to enable them to destroy themicrobial membrane while
leaving human cell membranes intact. Some may play a
specific role against certain microbes in normal skin,
whereas others act only when the skin is injured and the
physical barrier is disrupted.

As well as direct protection against micro-organisms,
some peptides have additional roles in signaling host
responses through chemotactic, angiogenic, growth
factor, and immunosuppressive activity. These pep-
tides are known as alarmins [7]. For example, some
alarmins not only kill bacteria, but also stimulate
expression of factors such as Syndecan 1–4 in dermal
fibroblasts, which are critical to the process of wound
healing. Alarmins may also stimulate parts of the host

MICRO-ORGANISMS

STRATUM CORNEUM

UPPER
EPIDERMIS

INFLAMMATORY
CELLS

CONSTITUTIVE ANTI-MICROBIAL PEPTIDES (PSORIASIN)

INDUCIBLE ANTI-MICROBIAL PEPTIDES (b-DEFENSINS, RNASE7, LL-37)

PRO-INFLAMMATORY CYTOKINES (IL-1, TNFa etc)

Figure 26.2 Immune defense system in human skin. Microorganisms that breach the human epidermis are faced with a
constitutive antimicrobial system, for example, psoriasin. Further protection is also provided by inducible antimicrobial
peptides, such as the b-defensins RNASE7 and LL-37. Microorganisms may also be targeted by proinflammatory cytokines.

Figure 26.1 Light microscopic appearances of normal
human skin (hematoxylin and eosin; bar ¼ 50 mm).
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defense system, such as barrier repair and recruitment
of inflammatory cells. Antimicrobial peptides such as
defensins and cathelicidins also greatly increase after
infection, inflammation, or injury. Some skin diseases,
including atopic dermatitis or rosacea, show altered
expression of antimicrobial peptides, partially explain-
ing the pathophysiology of these diseases.

Certain antimicrobial peptides can also influence
host cell responses in specific ways. The human catheli-
cidin peptide LL-37 can activate mitogen-activated pro-
tein kinase (MAPK), an extracellular signal-related
kinase in epithelial cells, and blocking antibodies to
LL-37 hinder wound repair in human skin equivalents
[8]. Defensins and cathelicidins have immunostimula-
tory and immunomodulatory capacities as catalysts for
secondary host defensemechanisms, and can be chemo-
tactic for distinct subpopulations of leukocytes as well as
other inflammatory cells. Human b-defensins (hBDs)
1–3 are chemotactic for memory T-cells and immature
dendritic cells—hBD2 attracts mast cells and activated
neutrophils, whereas hBD3–4 is also chemotactic for
monocytes and macrophages. Cathelicidins are chemo-
tactic for neutrophils, monocytes/macrophages, and
CD4 T-lymphocytes. In addition, antimicrobial peptides
can also induce keratinocyte proliferation and migra-
tion, which involves epidermal growth factor receptor
signaling and STAT activation [9].

Skin immunity is also provided by a distinct popula-
tion of antigen-presenting cells in the epidermis known
as Langerhans cells (Figure 26.3). These are dendritic
cells of a form similar to melanocytes, but free from
pigment and are DOPA-negative. Without stimulation,

Langerhans cells can exhibit a unique motion, which
has been termed Dendrite Surveillance Extension And
Retraction Cycling Habitude (dSEARCH) [10]. This is
characterized by rhythmic extension and retraction of
dendritic processes between intercellular spaces. When
Langerhans cells are exposed to antigen, there is
greater dSEARCH motion and also direct cell-to-cell
contact between adjacent Langerhans cells. Thus, Lan-
gerhans cells function as intraepidermal macrophages,
phagocytosing antigens among keratinocytes. Langer-
hans cells then leave the epidermis and migrate via lym-
phatics to regional lymph nodes. In the paracortical
region of lymph nodes, the Langerhans cell (or interdi-
gitating reticulum cell as it is then known) expresses
protein on its surface to present to a T-lymphocyte that
can then undergo clonal proliferation. Langerhans cells
contribute to several skin pathologies, including infec-
tions, inflammation, and cancer; thus, they play a piv-
otal role in regulating the balance between immunity
and peripheral tolerance. Langerhans cells have charac-
teristics that are different from dendritic cells, in that
they are more likely to induce Th-2 responses than the
Th-1 responses that are usually necessary for cellular
immune responses against pathogens. Langerhans cells,
or a subset thereof, may also have immunoregulatory
properties that counteract the proinflammatory activity
of surrounding keratinocytes.

Besides the antigen detection and processing role of
epidermal Langerhans cells, cutaneous immune surveil-
lance is also carried out in the dermis by an array of
macrophages, T-cells, and dendritic cells (Figure 26.4).
These immune sentinel and effector cells can provide

INFECTION
LANGERHANS CELLS

MATURATION

LANGERHANS CELLS
MIGRATION

T-CELL ACTIVATION
IMMUNITY

Figure 26.3 The function of Langerhans cells in human skin. The photomicrograph (top left) shows the dendritic
appearances of Langerhans cells in human epidermis (image kindly supplied by Dr. Rachel Mohr, University of Toledo, TX).
Antigenic material from invading peptides or bacteria are phagocytosed and processed by Langerhans cells within the
epidermis. These Langerhans cells then mature and migrate to regional lymph nodes. Antigen is presented to T-cells which
are then activated, proliferate, and allow for adaptive immune responses.
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rapid and efficient immunologic backup to restore tissue
homeostasis if the epidermis is breached. The dermis
contains a very large number of resident T-cells. Indeed,
there are approximately 2 � 1010 resident T-cells, which
is twice the number of T-cells in the circulating blood.
Dermal dendritic cells vary in their functionality. Some
have potent antigen-presenting capacities, whereas
others have potential to develop into CD1a-positive and
Langerin-positive cells, while some are proinflammatory.
A recent addition to the family of skin immune sentinels
is type 1 interferon-producing plasmacytoid predendritic
cells, which are rare in normal skin but which can
accumulate in inflamed skin [11]. A further component
of the dermal immune system is the dermal macro-
phage. Dermal immune sentinels exhibit flexibility or
plasticity in function. Depending on microenviron-
mental factors and cues, they may acquire an antigen-
presenting mode, a migratory mode, or a tissue-resident
phagocytic mode.

Inflammation in the skin also has an impact on
patients’ perception of skin diseases and their overall

well-being. Indeed, inflammatory responses have been
shown to have an important role in the pathophysiology
of depression [12]. Proinflammatory cytokines, acute
phase proteins, chemokines, cellular adhesion mole-
cules, and indeed therapeutic administration of the
cytokine interferon-a can all lead to stress and depres-
sion. Much of this has a molecular basis, in that pro-
inflammatory cytokines can interact with many of the
pathophysiological processes that characterize depres-
sion, including neurotransmitter metabolism, neuroen-
docrine function, synaptic plasticity, and behavior.
Stress associated with skin disease can also promote
inflammatory responses through effects on sympathetic
and parasympathetic nervous system pathways. Target-
ing proinflammatory cytokines and their signaling
pathways, therefore, through greater understanding of
the molecular mechanisms involved in skin inflamma-
tion may lead to novel treatment strategies to improve
skin conditions and the patients’ biological response
to their disease, including its effects on their personal
well-being and quality of life.
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Figure 26.4 Diversity of immune sentinels in human skin. These include CD1aþ Langerinþ Langerhans cells located in
the epidermis and various subtypes of dendritic cells and macrophages in the dermis. This figure illustrates some of the recent
immunophenotypic and functional findings of these immune sentinels. The macrophage population expressing CD68 and
CD14 can be further subdivided into classically activated macrophages (M1) and alternatively activated macrophages (M2),
which develop under the influence of IL-4 and IL-10. Several cells have self-renewing potential under conditions of tissue
homeostasis. Under inflammatory conditions, circulating blood-derived monocytes are potential precursors of Langerhans
cells, dermal dendritic cells, and macrophages (based on an original figure by [86]).
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SKIN DEVELOPMENT AND

MAINTENANCE PROVIDE NEW INSIGHT

INTO THE MOLECULAR MECHANISMS

OF DISEASE

As skin develops during embryogenesis, a single basal
layer of primitive epithelium covers the inner and outer
surface of the embryo. As embryogenesis progresses,
those epithelia that will be subject to mechanical stress
require furthermultiple layers to offer better protection
against the environment. The development of a strati-
fied epithelium such as the skin requires a detailed arch-
itecture of maintaining an inner layer of proliferating
cells, but that can also give rise to multiple layers of ter-
minally differentiating cells that extend to the body sur-
face and which are subsequently shed. A detailed
understanding of this process that generates a self-
perpetuating barrier to keep microbes out and essential

body fluids in is becoming clearer, and this improved
understanding is providing new insights into skin mai-
ntenance as well as the pathogenesis and molecular
mechanisms underlying certain developmental disorders.

One fundamental issue has been trying to provide an
explanation for how epithelial progenitor cells retain a
self-renewing capacity. In 1999, it was shown that mice
lacking the transcription factor p63 had thin skin and
abnormal skin renewal [13]. p63 is an evolutionary
predecessor to the p53 protein, part of a family of tran-
scriptional regulators of cell growth differentiation and
apoptosis. While p53 is a major player in tumorigenesis,
p63 and another family member, p73, appear to have
pivotal roles in embryonic development (Figure 26.5)
[14]. p73-deficientmice have neurological and inflamma-
tory pathology, whereas p63 knockout mice have major
defects in epithelial limb and craniofacial development.
These observations suggest that p63 has a crucial role in
tissuemorphogenesis andmaintenance of epithelial stem

ECTRODACTYLY
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CLEFTING (EEC) SYNDROME

ANKYLOBLEPHARON
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Figure 26.5 Genomic and functional domain organization of the transcription factor p63. At least 6 different isoforms
can be generated by use of alternative translation initiation sites or alternative splicing. The main isoform expressed in human
skin is DNp63a. Autosomal dominant mutations in the DNA binding domain of the p63 gene lead to ectrodactyly, ectodermal
dysplasia, and clefting (EEC) syndrome. In contrast, autosomal dominant mutations in the SAM domain result in
ankyloblepharon, ectodermal dysplasia, and clefting (AEC) syndrome. A number of other ectodermal dysplasia syndromes
may also result from mutations in the p63 gene.
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cell compartments. Lack of p63 compromises skin forma-
tion either by creating an absence of lineage commitment
and an early block in epithelial differentiation or by caus-
ing skin failure through a defect in epithelial stem cell
renewal. p63 has been linked to several important signal-
ing pathways such as epidermal growth factor (EGF),
fibroblast growth factor (FGF), bone morphogenic pro-
tein (BMP), and Notch/Wnt/hedgehog signaling [15].
p63 also directly regulates expression of extracellular
matrix adhesionmolecules, including thea6b4 basal integ-
rins and desmosomal proteins such as PERP, all of which
are essential for epithelial integrity.

The human p63 gene consists of 16 exons, located
on chromosome 3q28. There are 2 different promoter
sites and 3 different splicing routes, which create at
least 6 different protein isoforms. Several functional
domains have been identified (Figure 26.5). These
include a central DNA binding domain and an isomer-
ization domain, which are present in all p63 isoforms.
The amino-terminal ends are called Transcription
Activation (TA) and DN. The DN isoforms also contain
an amino-terminal transactivation domain, denoted
TA2. At the carboxy terminal end a, b, and g termini
can be synthesized. The carboxy-terminal end has
2 additional domains: (i) the Sterile Alpha Motif
(SAM) domain and (ii) a Transactivation Inhibitory
(TI) domain. Both of these domains are present in
the longest carboxy terminal variant, known as p63a.

A further understanding of the role of p63 in skin
development has been gleaned from studies on natu-
rally occurring mutations in this gene. Heterozygous
mutations cause developmental disorders, displaying
various combinations of ectodermal dysplasia, limb
malformations, and oro-facial clefting. Thus far, 7 dif-
ferent disorders have been linked to mutations in the
p63 gene. These conditions may have overlapping
genotypic features, but there are some distinct geno-
type/phenotype correlations [16]. The most common
p63-associated ectodermal dysplasia is EEC syndrome
(ectrodactyly, ectodermal dysplasia, and cleft/lip pal-
ate, OMIM604292). It is characterized by 3 major clin-
ical signs of cleft lip and/or palate, ectodermal
dysplasia (abnormal teeth, skin, hair, nails, and sweat
glands, or combinations thereof), and limb malforma-
tions in the form of split hand/foot (ectrodactyly),
and/or fusion of fingers/toes (syndactyly). Another
group of p63-linked patients are those with Rapp-
Hodgkin syndrome (OMIM129400) or AEC/Hay-Wells
syndrome (OMIM106260). These syndromes fulfill the
criteria of ectodermal dysplasia and oro-facial clefting,
but do not have the severe limb malformation(s) seen
in EEC syndrome. The features of these syndromes may
include eyelid fusion (ankyloblepharon filiform adna-
tum), severe erosions at birth, and abnormal hair with
pili torti or pili canaliculi. The p63mutations in EEC syn-
drome are clustered in the DNA-binding domain and
most likely alter the DNA-binding properties of the
protein. By contrast, mutations in Rapp-Hodgkin or
AEC syndromes are clustered in the SAMandTI domains
in the carboxy-terminus of p63a. The SAM domain is
involved in protein-protein interactions, whereas the
TI domain is combined intra-molecularly to the TA

domain, thereby inhibiting transcription activation. All
p63-associated disorders are inherited in an autosomal
dominant manner, and mutations are thought to have
either dominant-negative or gain of function effects.

The epidermis contains a population of epidermal
stem cells that reside in the basal layer, although it is
not clear how many cells within the basal layer have a
stem cell capacity (Figure 26.6) [17]. Stem cells are pro-
posed to express elevated levels of b1 and a6 integrins
and differentiate by delamination and upward move-
ment to form the spinous layer, a granular layer, and
the stratum corneum. The proliferation of epidermal
stem cells is regulated positively by b1 integrin and trans-
forming growth factor a, and negatively by transforming
growth factor b signaling. Stem cells are also found in
sebaceous glands—the latter contain a small number
of progenitors that express the transcriptional repressor
Blimp1 which reside near or at the base of the sebaceous
gland. The proliferative progeny of the cells differenti-
ate into lipid-filled sebocytes. Hair follicle stem cells
reside in the bulge compartment below the sebaceous
gland. These stem cells are slow cycling and express
the cell surface molecules CD34 and VdR as well as the
transcription factors TCF3, Sox9, Lhx2, and NFATc1.
These bulge area stem cells generate cells of the outer
root sheath, which drive the highly proliferative matrix
cells next to the mesenchymal papillae. After proliferat-
ing, matrix cells differentiate to form the hair channel,
the inner root sheath, and the hair shaft.

The mechanisms that control the stem cell prolifera-
tion and differentiation in the skin also provide new
insight into skin homeostasis. Epidermal proliferation
is controlled by a multitude of transcription factors,
including c-Myc and p63 [18]. Differentiation of
epidermal cells is controlled by Notch signaling and
the transcription factors PPARa, AP2 a/g, and C/
EBPa/b. Proliferation of bulge cells in the hair follicle
is positively controlled by Wnt signaling and negatively
controlled by BMP signaling, and the transcription
factors, NFATc1 and PTEN. Differentiation of the inner
root sheath is controlled by Notch and BMP signaling
and the transcription factor CDP and GATA3. Hair
shaft differentiation is controlled by Wnt signaling
and its downstream transcription factor Lef1. Hair
matrix cells are controlled by Msx1/2, Ovo1, Foxn1,
and Shh. Sebaceous gland stem cells are positively regu-
lated by c-Myc and Hedgehog signaling and negatively
regulated by the transcription factor Blimp1 and Wnt
signaling. Differentiation of sebocytes is directed by
PPARg expression [19].

MOLECULAR PATHOLOGY OF

MENDELIAN GENETIC SKIN DISORDERS

There are approximately 5000 single gene disorders, of
which nearly 600 have a distinct skin phenotype. Many
of these disorders have also been characterized at a
molecular level. Most inherited skin disorders are trans-
mitted either by autosomal dominant, autosomal reces-
sive, X-linked dominant, or X-linked recessive modes
of inheritance. However, understanding the precise
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pattern of inheritance is essential for accurate genetic
counseling. For example, the connective tissue disor-
der pseudoxanthoma elasticum (OMIM264800) was
for many years thought to reflect a mixture of autoso-
mal dominant and autosomal recessive genotypes.
However, it has been shown that all forms of pseudox-
anthoma elasticum are in fact autosomal recessive and
that the disease is caused by mutations in the ABCC6
gene, as the earlier reports of autosomal dominant
inheritance were actually pseudo-dominant inheritance
in consanguineous pedigrees [20]. Understanding the
molecular pathology of pseudoxanthoma elasticum
has also identified similar autosomal recessive inherited
skin diseases that have an overlapping phenotype, but
in which there are subtle clinical differences. For exam-
ple, a pseudoxanthoma elasticum-like disease with cutis
laxa skin changes and coagulopathy (OMIM610842)
has been shown to result from mutations in the GGCX
gene [21]. In both conditions, there is progressive accu-
mulation of calcium phosphate in tissue, resulting in
ocular and cardiovascular complications. The knowledge
that these conditions are autosomal recessive helps with
genetic counseling, prognostication, and management
of families with affectedmembers. Moreover, understand-
ing the precise molecular pathology allows for more
careful clinical monitoring and patient follow-up.

One of the principal functions of human skin is
to provide a mechanical barrier against the external envi-
ronment. The structural integrity of the skin depends on
several proteins. These include intermediate filaments
inside keratinocytes, intercellular junctional proteins
between keratinocytes, and a network of adhesive macro-
molecules at thedermal-epidermal junction (Figure 26.7).

Since the late 1980s, several Mendelian genetic disorders
resulting from autosomal dominant or autosomal reces-
sive mutations in structural proteins in the skin have
provided fascinating insights into skin structure and func-
tion. In addition, determining the key roles of particular
proteins has provided a plethora of new clinically and
biologically relevant data.

One of the best characterized groups of disorders is
epidermolysis bullosa (EB), a group of skin fragility disor-
ders associated with blister formation of the skin and
mucous membranes that occurs following mild trauma.
EB simplex is the commonest form of inherited EB and
affects approximately 40,000 people in theUnited States.
Transmission is mainly autosomal dominant, but reces-
sive patients (OMIM 601001) have also been reported.
Ultrastructurally, the level of split is through the cyto-
plasm of basal cells, often close to the inner hemidesmo-
somal plaque. In dominant forms of EB simplex, there
may be disruption of keratin tonofilaments or aggrega-
tion of keratin filaments into bundles (Figure 26.8).
However, sometimes transmission electron microscopy
may showonly very subtle or indiscerniblemorphological
changes in intermediate filaments. The molecular
defects that cause EB simplex lie in either the keratin 5
gene (KRT5) or the keratin 14 gene (KRT14), or, in cases
of the autosomal recessive EB simplex-muscular dystro-
phy, in the plectin gene (PLEC1) [22–24]. Themolecular
pathology of keratin gene mutations provides some
insight into genotype/phenotype correlation. Notably
mutations in the helix initiation/helix termination
motifs in helices 1A and 2B of the keratin genes result
in more severe subtypes. Clinically, EB simplex patients
have themildest skin lesions and scarring is not frequent.
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Figure 26.6 (A) Localization of stem cells in human epidermis. Stem cells are located within the basal layer of
interfollicular epidermis, as well as at the base of sebocytes and also in the bulge area of hair follicles. (B) These
epidermal stem cells are associated with a number of cellular markers.
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Extracutaneous involvement is rare, apart from cases
with plectin pathology. The mildest clinical subtype of EB
simplex is the Weber-Cockayne variant (OMIM131800)
in which blistering occurs mainly on the palms and soles
(Figure 26.9). Themolecular pathology involves autoso-
mal dominant mutations that occur mainly outside the
critical helix boundary motifs. In some forms of EB
simplex, such as the Köbner subtype, the disease is more
generalized than theWeber-Cockayne variant, although

there is considerable overlap. The most severe form of
EB simplex is the Dowling-Meara type (OMIM131760).
This often presents with generalized blister formation
shortly after birth, and it can be fatal in neonates.
A characteristic of this condition in later childhood is
the grouping of lesions in a herpetiform clustering
arrangement (Figure 26.7). This form of EB simplex
is associated with the greatest disruption of keratin tono-
filaments. Another autosomal dominant form of EB
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Figure 26.8 Clinicopathological consequences of mutations in the gene encoding keratin 14 (KRT14), the major
intermediate filament protein in basal keratinocytes. (A) The clinical picture shows autosomal dominant Dowling-Meara
epidermolysis bullosa simplex. (B) The electron micrograph shows keratin filament clumping and basal keratinocyte cytolysis
(bar ¼ 1 mm).
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Figure 26.7 Illustration of the integral structural macromolecules present within hemidesmosome-anchoring filament
complexes and the associated forms of clinical epidermolysis bullosa that result from autosomal dominant or
autosomal recessive mutations in the genes encoding these proteins.
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simplex is one associated withmottled skin pigmentation
(OMIM131960). Apart from blisters, there is diffuse
speckled hyperpigmentation as well as keratoderma of
the palms and soles. The hypermelanotic macules are
most evident in the axillae, limbs, and lower abdomen.
The underlying molecular pathology in all reports is the
same heterozygous proline to leucine substitution at
codon 25 in the nonhelical V1 domain of theKRT5 gene.
This proline residue is expressed on the outer part of
polymerized keratin filaments and, when mutated, may
result in abnormal interactions with melanosomes or
other keratinocyte organelles.

Collectively, these naturally occurring mutations
have provided valuable insight into mechanisms of
adhesion in human skin as well as the functional and
clinical consequences of mutations in individual compo-
nents. Nevertheless, molecular analysis of other Men-
delian disorders has demonstrated that these skin
structural proteinsmay also bemutated in other inherited
skin diseases—known as allelic heterogeneity. For exam-
ple, heterozygous nonsensemutations in the KRT14 gene
have been shown to result in the Naegeli-Franceschetti-
Jadassohn form of ectodermal dysplasia (OMIM161000)
[25]. In addition, heterozygous loss of functionmutations
in theKRT5 gene have been shown to underlie the auto-
somal dominant disorder Dowling-Degos disease
(OMIM179850) [26]. This is characterized by clustered
skin papules, the histology of which shows seborrheic
keratosis-like morphology (Figure 26.9).

Junctional EB is an autosomal recessive condition in
which the molecular pathology involves loss of func-
tion mutations in any one of at least 6 different genes
encoding structural proteins within the hemidesmo-
some or lamina lucida at the cutaneous basement
membrane zone. Clinical features include blistering,
atrophic scarring, nail dystrophy, and defective dental
enamel as well as other abnormalities affecting the
hair, eyes, and genito-urinary tract. Ultrastructurally,
the level of split is mainly through the lamina lucida
of the basement membrane zone, but blistering may
also occur just above the basal keratinocyte plasma
membrane as a focal observation in biopsies from
patients with junctional EB-associated with pyloric atre-
sia. The most severe type of junctional EB is the Herlitz
subtype (OMIM226700). There is typically widespread
blistering with mucosal involvement in the mouth
and upper respiratory tract. Many affected infants die
from overwhelming secondary infection. In later
infancy, patients may develop wounds with exuberant
granulation tissue, particularly around the mouth,
nose, and nails. Dystrophic nails with paronychia and
swollen fingertips are frequent findings, and most
cases die in early infancy. The underlying molecular
pathology involves homozygous or compound heterozy-
gous loss of functionmutations in any of the 3 genes that
encode the laminin-332 polypeptide: LAMA3 or LAMB3
or LAMC2 (Figure 26.10) [27–29]. Some forms of junc-
tional EB are termed non-Herlitz (OMIM226650). In
these cases there may be extensive blisters at birth,
but the disease typically lessens in severity with time,
although atrophic wounds, abnormal dentition, and
nail dystrophy persist, and alopecia is very common.
This type of junctional EB is genetically heteroge-
neous. It may result from mutations in either the
LAMA3, LAMB3, or LAMC2 genes (the subcompo-
nents of laminin-332) or alternatively due to loss
of function mutations on both alleles of the gene-
encoding type XVII collagen, COL17A1 [30]. The range
of COL17A1 gene mutations includes missense, non-
sense, frameshift, or splice-site mutations, but usually
there is total ablation of type XVII collagen protein.
Another subtype of junctional EB is associated with a
further extracutaneous abnormality, namely pyloric
atresia. Affected pregnancies are usually complicated
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Figure 26.9 Spectrum of clinical abnormalities
associated with dominant mutations in keratin 5 (KRT5).
(A) Missense mutations in the nonhelical end domains result
in the most common form of EB simplex, which is localized
to the hands and feet (Weber-Cockayne variant). (B) A
specific mutation in keratin 5, p.P25L, is the molecular cause
of epidermolysis bullosa simplex associated with mottled
pigmentation. (C) Heterozygous nonsense or frameshift
mutations in the KRT5 gene leads to Dowling-Degos disease.
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by polyhydramnios, as fetuses with pyloric atresia can-
not swallow amniotic fluid. Postnatally, feeding results
in nonbilious vomiting. The severity of blistering in
neonates is variable, but all cases involve molecular
pathology in the a6b4 integrin complex [31,32]. Most
patients have mutations in the gene encoding b4 integ-
rin, ITGB4. Severe cases usually have nonsense or
frameshift mutations, but some missense mutations at
conserved amino acid regions or involving critical cyste-
ine residues have been shown to underlie often lethal
cases. Mutations in the ITGA6 gene are also usually
associated with a more severe phenotype, but geno-
type/phenotype correlation can be difficult.

Dystrophic EB represents a third type of inherited
skin blistering, which may be inherited by auto-
somal dominant or autosomal recessive transmission
(Figure 26.11). Ultrastructurally, the level of split is
below the lamina densa, and the underlying molecular
defect in all types of dystrophic EB involves mutations in
the type VII collagen gene (COL7A1) [33]. Transmis-
sion electron microscopy reveals abnormalities in the
number and/ormorphology of anchoring fibrils, which

are principally composed of type VII collagen. Domi-
nant forms of dystrophic EB are usually caused by
heterozygous glycine substitution mutations within the
type VII collagen triple helix [34]. These result in domi-
nant-negative interference and disruption of anchoring
fibril formation. Affected individuals have mild trauma-
induced blisters, mainly on skin overlying bony promi-
nences such as the knees, ankles, or fingers. Blistering
is followed by scarring and milia formation. Nail dystro-
phy is common. There are several variants of dominant
dystrophic EB that may be distinguishable at a clinical
level, including transient bullous dermolysis of the
newborn (OMIM131705), pretibial dystrophic EB
(OMIM131850), and EB pruriginosa (OMIM604129).

It is clear that the COL7A1 pathology alone cannot
account for the phenotypic variability of dystrophic
EB and that other modifying genes or environmental
factors may play a role. The most severe form of dystro-
phic EB is the autosomal recessive Hallopeau-Siemens
subtype (OMIM226600). Blister formation in affected
individuals starts from birth or early infancy, and the
skin is very fragile. Wound healing is often poor, lead-
ing to chronic ulcer formation with exuberant granula-
tion tissue formation, repeated secondary infection,
and frequent scar formation. Mucous membranes are
extensively affected, and esophageal involvement
causes dysphagia and obstruction due to stricture.
Affected individuals also have an increased risk of
squamous cell carcinoma, particularly in areas of scar-
ring or chronic ulceration (Figure 26.12) [35]. At least
50% of patients with Hallopeau-Siemens subtype die
from squamous cell carcinoma by the age of 40 years
[36]. The molecular pathology involves loss of func-
tion mutations on both alleles of the COL7A1 gene,
leading to markedly reduced or completely absent type
VII collagen expression at the dermal-epidermal junc-
tion. The reason for the increased risk of malignancy
is not clear. In part, it may reflect a response to chronic
scarring and protracted tissue injury, but at a molecular
level critical domain interactions between type VII col-
lagen and other molecules such as laminin-332 may
be relevant to the promotion of malignancy. Less dis-
ruptive mutations in COL7A1 lead to non-Hallopeau-
Siemens recessive dystrophic EB or other variants
including dystrophic EB inversa (OMIM226450). Over-
all, genotype/phenotype correlation suggests that in
recessive dystrophic EB the amount of type VII collagen
that is expressed at the dermal-epidermal junction is
inversely proportional to clinical severity in terms of
scarring and extent of blistering.

Tomaintain the structural function of the epidermis,
a number of intercellular junctions exist, including des-
mosomes, tight junctions, gap junctions, and adherens
junctions. Mutations in these junctional complexes
result in several Mendelian inherited skin diseases. Des-
mosomes are important cell-cell adhesion junctions
found predominantly in the epidermis and the heart.
They consist of 3 families of proteins: the armadillo pro-
teins, cadherins, and plakins (Figure 26.13). Mutations in
desmosomal proteins result in skin, hair, and heart phe-
notypes (Figure 26.14). Armadillo proteins contain sev-
eral 42 amino acid repeat domains and are homologous
to the drosophila armadillo protein. They bind to other
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Figure 26.10 Laminin-332 mutations result in junctional
epidermolysis bullosa. (A) Laminin-332 consists of 3
polypeptide chains: a3, b3, and g2. (B) Immunogold electron
microscopy shows laminin-332 staining at the interface
between the lamina lucida and lamina densa subjacent
to a hemidesmosome (bar ¼ 50 nm). (C) Loss of function
mutations in any one of these genes encoding the 3
polypeptides chains results in Herlitz junctional epidermolysis
bullosa, which is associated with a poor prognosis, usually
with death in early infancy.
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proteins through their armadillo domains and play a
variety of roles in the cell, including signal transduction,
regulation of desmosome assembly, and cell adhesion.
Mutations in the plakophilin 1 gene (PKP1) result in
autosomal recessive ectodermal dysplasia-skin fragility
syndrome (OMIM604536) [37]. Affected individuals
have a combination of skin fragility and inflammation
and abnormalities of ectodermal development, such as
scanty hair, keratoderma, and nail dystrophy. Pathogenic

PKP1 mutations are typically splice-site or nonsense
mutations. Mutations in the plakophilin 2 gene (PKP2)
result in autosomal dominant familial arrhythmogenic
ventricular dysplasia 9 (OMIM609040), but without a
skin phenotype. Autosomal dominant and recessive
mutations have also been described in the plakoglobin
gene ( JUB). A recessivemutation results inNaxos disease
(OMIM601214), a genodermatosis frequently seen on
Naxos Island in theMediterranean where approximately
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Figure 26.11 Clinicopathological abnormalities in the dystrophic forms of epidermolysis bullosa. (A) This form of
epidermolysis bullosa is associated with variable blistering and flexion contraction deformities, here illustrated in the hands.
(B) The disorder results from mutations in type VII collagen (COL7A1 gene), the major component of anchoring fibrils at the
dermal-epidermal junction. This leads to blister formation below the lamina densa (lamina densa indicated by arrow). (C) In
contrast, in normal human skin there is no blistering, and the sublamina densa region is characterized by a network of
anchoring fibrils.
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Figure 26.12 Squamous cell carcinoma (SCC) in recessive dystrophic epidermolysis bullosa. (A) Affected individuals
have a 70-fold increased risk of developing SCC, here illustrated on the mid-back. (B) Light microscopy revealsa moderately
differentiated SCC.
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Figure 26.13 Protein composition of the desmosome linking two adjacent keratinocytes a moderately differentiated
SCC. The major transmembranous proteins are the desmogleins and the desmocollins. Several desmosomal plaque proteins,
including desmoplakin, plakophilin, and plakoglobin provide a bridge that links binding between the transmembranous
cadherins and the keratin filament network within keratinocytes.
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Figure 26.14 Clinical abnormalities associated with inherited gene mutations in desmosome proteins. (A) Recessive
mutations in plakophilin 1 result in nail dystrophy and skin erosions. (B) Woolly hair is associated with several desmosomal
gene abnormalities, particularly mutations in desmoplakin. (C) Recessive mutations in plakophilin 1 can result in extensive
neonatal skin erosions, particularly on the lower face. (D) Recessive mutations in desmoplakin can lead to skin blistering.
(E) Autosomal dominant mutations in desmoplakin do not result in blistering but can lead to striate palmoplantar keratoderma.
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1 in 1000 individuals is affected with clinical features of
arrhythmogenic right ventricular dysplasia, diffuse pal-
mar keratoderma, and woolly hair [38]. Autosomal dom-
inant mutations in plakoglobin can also result in
cardiomyopathy.

The cadherins comprise a group of desmogleins and
desmocollins, transmembranous glycoproteins that are
present between keratinocytes. Heterozygous muta-
tions in the desmoglein 1 gene (DSG1) result in auto-
somal dominant striate palmoplantar keratoderma
(OMIM148700) [39]. The molecular pathology in this
disorder results from desmoglein 1 haploinsufficiency.
Autosomal dominant mutations in the desmoglein
2 gene (DSG2) give rise to arrhythmogenic ventricular
dysplasia 10 (OMIM609160), but no skin phenotype.
Mutations in desmoglein 3 have not been described
in humans, but are known to result in the naturally
occurring mouse balding phenotype. Mutations in the
desmoglein 4 gene (DSG4) result in localized autoso-
mal recessive hypotrichosis (OMIM607903) in which
affected individuals have hypotrichosis restricted to
the scalp, chest, arms, and legs, but sparing of axillary
or pubic hair [40]. Papules on the scalp show atrophic
curled-up hair follicles and shafts with marked swelling
of the precortical region. Recessive mutations in des-
moglein 4 may also underlie some cases of autosomal
recessive monilethrix. Mutations in desmocollin
2 (DSC2) have been shown to result in autosomal
dominant arrhythmogenic ventricular dysplasia 11
(OMIM610476), but there is no skin phenotype.
Plakins comprise a family of proteins that cross-link
the cytoskeleton to desmosomes. They include desmo-
plakin, envoplakin, periplakin, plectin, bullous pem-
phigoid antigen 1, corneodesmosin, and microtubule
actin cross-linking factor. Mutations in the desmopla-
kin gene (DSP) result in a variable combination of skin,
hair, and cardiac abnormalities [41,42]. These can be
autosomal dominant or recessive. The phenotype in
autosomal dominant cases ranges from cutaneous stri-
ate palmoplantar keratoderma to cardiac arrhyth-
mogenic ventricular dysplasia 8 (OMIM607450). The
phenotype in autosomal recessive patients ranges from
skin fragility-woolly hair syndrome (OMIM607655) to
other syndromes in which the skin and heart may be
abnormal, such as dilated cardiomyopathy with woolly
hair and keratoderma (OMIM605676). Some recessive
DSP mutations may just result in a cardiac phenotype.
Compound heterozygous mutations that almost
completely ablate the desmoplakin tail have recently
been demonstrated to produce the most severe clini-
cal subtype known as lethal acantholytic epidermolysis
bullosa [43]. Autosomal dominant mutations in the
corneodesmosin gene (CDSN) result in hypotrichosis
of the scalp (OMIM146520) [44].

Collectively, mutations in desmosomal genes give rise
to variable abnormalities in skin, hair, and heart. Under-
standing the molecular pathology of these disorders and
the precise phenotypic consequences of specific muta-
tions provides insight into the clinical features in affected
individuals and also allows for accurate diagnosis,
improved genetic counseling, andmore rigorous clinical
follow-up to assess potential complications.

MOLECULAR PATHOLOGY OF COMMON

INFLAMMATORY SKIN DISEASES

Atopic dermatitis and psoriasis represent two of the
most common inflammatory skin dermatoses. Tradi-
tional views on their pathologies usually reflect differ-
ing and varying contributions from primary
abnormalities in keratinocytes or in immunocytes.
However, recent molecular insights are now providing
new ideas about disease susceptibility and pathogene-
sis. These discoveries have direct relevance to the clas-
sification of inflammatory skin diseases and to the
design of future therapies based on specific molecular
pathology.

Atopic dermatitis is a chronic itching skin disease
that results from a complex interplay between strong
genetic and environmental factors [45]. Recent
genetic studies suggest that a major abnormality is a
generalized dysfunction of the epidermis manifesting
as a compromised skin barrier and failure to protect
adequately against microbial insults and antigens.
The term atopic dermatitis encompasses a chronic pru-
ritic inflammatory skin condition that is most common
in early childhood and that predominantly affects the
skin flexures. The identification and characterization
of the pathophysiologic abnormalities in atopic derma-
titis are important because of the substantial increase
in the prevalence of the disease in industrialized
countries where it affects 10%–20% of children and
1%–3% of adults. Atopic dermatitis is also known to
be associated with other atopic conditions, including
asthma and allergic rhinitis, known as the atopic triad.
Of children with severe atopic dermatitis, about 60%
have asthma and 35% have allergic rhinitis. There
is strong evidence for a genetic contribution to the
pathogenesis of atopic dermatitis—with enhanced
phenotypic concordance in monozygotic relative to
dizygotic twins. The atopic state is typically character-
ized by positive skin prick test responses to common
environmental allergens, the presence of allergen-
specific IgE in sera, an increase in total serum IgE
levels, or a combination thereof.

There are two forms of atopic dermatitis: the extrin-
sic and intrinsic forms. The former is associated with
IgE-mediated sensitization, whereas the latter is char-
acterized by a normal total serum IgE level and the
absence of specific IgE responses to aero-allergens
and food-derived allergens. Phenotype-based classifica-
tions, however, share several pathological features,
including CD4 positive T-cell infiltration and disease
histology. Although IgE sensitization is a not a neces-
sary prerequisite for the development of atopic derma-
titis, a number of primary immunologic abnormalities
can be identified [46]. Compared to extrinsic forms
of atopic dermatitis, the intrinsic variants tend to dis-
play different pathologic abnormalities, including
reduced dermal infiltrate of eosinophils and eosino-
phil granular proteins, and a more moderate enhance-
ment of lesional cytokine expression, including IL-13,
eotaxin, and reduced surface expression of high-
affinity receptor for IgE (FcZRI) on epidermal dendritic
cells. These observations suggest that the molecular
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paths of intrinsic disease, therefore, may differ from the
extrinsic form, and perhaps genetic influences might
contribute in accounting for the dissimilarities. With
regards to genetics, parent of origin effects may be rele-
vant. The first evidence for atopy-related maternal inher-
itance was obtained in the early 1990s when a linkage
peak influencing IgE responsiveness was mapped to
chromosome 11q through the maternal cell line. Subse-
quently, mutations in the gene encoding the serine pro-
tease inhibitor, Kazal type 5 (SPINK5), have also been
associated with atopic dermatitis when inherited from
maternally derived alleles.

A number of genome-wide linkage screens in atopic
dermatitis have been described, and these report link-
age to chromosomes 1q, 3q, 3p, and 17q. When pheno-
types are combined, additional loci have been matched
for atopic dermatitis and asthma to 20p; atopic dermati-
tis with increased allergen-specific IgE levels to 3p, 4p,
and 18q; and atopic dermatitis with total serum IgE level
to 16q. Linkage studies have also been complemented
by direct candidate gene studies in a bid to explain the
molecular pathology of atopic dermatitis. These include
the b subunit of the high-affinity (FcZRIb) on 11q12–13
and the cytokine gene cluster located on chromosome
5q31–33. The latter includes several interleukins,
GM-CSF, the CD14 antigen, T-cell immunoglobulin
domain, mucin protein 1, and SPINK5. However, con-
siderable recent work has focused on genes within the
epidermal differentiation complex.

To dermatologists, the association between atopic
dermatitis and the monogenic disorder ichthyosis vul-
garis (OMIM146700) has been evident for many years,
given that several patients with ichthyosis vulgaris also
have atopic dermatitis. Histopathologically, many cases
of ichthyosis vulgaris are associated with abnormal
(diminished) keratohyalin granules within the granu-
lar layer, and there is reduced immunohistochemical
labeling for filaggrin in ichthyosis vulgaris skin. Filag-
grin is the major component of keratohyalin granules.
Filaggrin is a composite phrase for filament aggregat-
ing proteins, repeat units of complex polypeptides
derived from profilaggrin that help aggregate keratin
filaments in the formation of the epidermal barrier.
Filaggrin expression has also been shown to be
reduced in atopic dermatitis skin. Ichthyosis vulgaris
has been mapped to the epidermal differentiation
complex on chromosome 1q21, one of the loci that
atopic dermatitis also maps to. Expression of the filag-
grin gene in atopic dermatitis skin has also been
shown to be reduced. In 2006, it was shown that
ichthyosis vulgaris results from loss of function muta-
tions in the FLG gene [2]. Ichthyosis vulgaris is a semi-
dominant condition with heterozygotes displaying no
phenotype or just mild ichthyosis, whereas homozy-
gotes or compound heterozygotes have a more severe
form of ichthyosis vulgaris with skin barrier defects.
Filaggrin mutations are very common in the general
population, occurring in approximately 10% of Eur-
opeans. Subsequently, it has been shown that filaggrin
gene mutations are a major primary predisposing risk
factor for atopic dermatitis (Figure 26.15) [3]. Atopic
dermatitis is present at high frequency in carriers of
filaggrin mutations with a relative risk (odds ratio)

for atopic dermatitis in heterozygotes of >3. A strong
clinical indicator of filaggrin mutations in atopic der-
matitis is palmar hyperlinearity. It is evident that
approximately 50% of all cases of severe atopic derma-
titis harbor mutations in the filaggrin gene. It has also
been shown that the presence of filaggrin mutations is
also a risk factor for asthma, but only for asthma in
combination with atopic dermatitis, and not for
asthma alone. This finding suggests that asthma in
individuals with atopic dermatitis is secondary to
allergic sensitization which develops because of the
defective epidermal barrier that allows allergens to
penetrate the skin to make contact with antigen-
presenting cells. Filaggrin is not expressed in respira-
tory epithelium, and therefore the new data on filag-
grin mutations offer an intriguing new concept that
atopic asthma may be initiated as a result of a primary
cutaneous (rather than respiratory) abnormality in
some individuals. The hypothesis of a defective epider-
mal barrier underlying asthma, and indeed allergic
sensitization, has been verified in several studies which
have shown an association between filaggrin gene
mutations and extrinsic atopic dermatitis associated
with high total serum IgE levels and concomitant
allergic sensitizations (Figure 26.16).

Primary defects in filaggrin, however, are not the
entire basis of the molecular pathology of atopic der-
matitis. It is likely that genes in several other factors,
particularly in milder cases of atopic dermatitis, are
also important. These factors could include other skin
barrier genes, genes affecting protease activity or Lan-
gerhans cell function, IgE receptors, mast cell activa-
tion, Th-2 cell biology, and cytokines (such as IL-31).
It has also been shown that certain cytokines such as
IL-4 or IL-12, which may be overexpressed in lesional
atopic dermatitis skin, may also lead to secondary
reductions in filaggrin protein expression, thereby
providing a different route for the same defective skin
barrier formation.

The molecular pathology of atopic dermatitis is
complex, but the recent focus on abnormalities of
the epidermal barrier is providing fascinating new
insights into understanding the nature and etiology
of atopic dermatitis and perhaps novel treatments.
The relevance of these findings, in the near future, is
that atopic dermatitis is likely to be subdivided into
specific subtypes based on a clearer understanding of
the actual pathophysiologic changes. Aside from a
structured reclassification of atopic dermatitis, the
presence of filaggrin gene mutations is also set to
influence and accelerate the design of new treatments
that restore filaggrin expression and skin barrier func-
tion, given the new evidence that restoration of an
intact epidermis may prevent both atopic dermatitis
and cases of atopic dermatitis-associated asthma as well
as systemic allergies. One of the common mutations in
filaggrin is a nonsense mutation (R501X), which may
represent an attractive drug target for small molecule
approaches that modify post-transcriptional mecha-
nisms designed to increase read-through of nonsense
mutations and thereby stabilize mRNA expression.
Other approaches that involve drug library screening
or in silico methods to identify compounds capable of
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Figure 26.16 Loss of function mutations in the filaggrin gene result in several common disease associations or
susceptibilities.
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Figure 26.15 Clinicopathological abnormalities in atopic dermatitis. (A) Clinically, there is inflammation in the
antecubital fossa with erythema erosions and lichenification. (B) Genetic or acquired abnormalities that lead to reduction in
filaggrin expression in the granular layer disrupt the skin barrier permeability, which allows penetration of external allergens
and presentation to Langerhans cells. Reduced filaggrin in skin may be a major risk factor for atopic dermatitis and
increases susceptibility to atopic asthma and systemic allergies.
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increasing filaggrin expression in the epidermis are
also likely to lead to new evidence-based topical pre-
parations suitable for the treatment of atopic dermati-
tis and ichthyosis vulgaris. Therefore, finding filaggrin
mutations in ichthyosis vulgaris and atopic dermatitis
represents one of the most significant recent discov-
eries in dermatologic molecular pathology.

Psoriasis is a common and complex disease affect-
ing approximately 2%–3% of the world’s population.
It may manifest with inflammation in the skin as well
as the nails and joints of patients. Historically, the
pathogenesis of psoriasis has been weighted in favor
of either primary pathology in keratinocytes or in the
immune system. However, in recent years considerable
evidence has emerged for specific patterns of immuno-
logic abnormalities and for the critical role of certain
cytokines and chemokine networks in psoriasis, find-
ings that may be relevant to the design of new molecu-
lar therapies (Figure 26.17).

There is overwhelming evidence that psoriasis has an
important genetic component, in that there is a higher
incidence among first and second degree relatives of
patients than unaffected control subjects and there is a
higher concordance in monozygotic compared to dizy-
gotic twins [47]. The risk of a child developing psoriasis
has been estimated to be approximately 15% if one

parent is affected, approximately 40% if both parents
are affected, and approximately 6% if one sibling is
affected, compared to 2% when no parent or sibling is
affected. The disease has a bimodal distribution of age
of onset, with an early peak between 16 and 22 years
and a later one between 57 and 60 years. Linkage studies
have identified several genetic loci. These include
PSORS1 at 6p21.3, PSORS2 at 17q, PSORS3 at 4q, PSORS4
at 1q, PSORS5 at 3q, PSORS6 at 19q, PSORS5 at 3q,
PSORS6 at 19q, PSORS7 at 1p, and PSORS8 at 16q.
Early-onset psoriasis has been linked to the PSORS1
locus, which contains HLA-Cw6.

Aside from genetic risk factors, environmental risk
factors include trauma (the Köbner phenomenon at
sites of injury), infection (including Streptococcal bacteria
and human immunodeficiency virus infections), drugs
(lithium, antimalarials, b-blockers, and angiotensin-
converting enzymes), sunlight (in a minority), and met-
abolic factors (such as high dose estrogen therapy and
hypocalcemia). Other factors including psychogenic
stress, alcohol, and smoking have also been implicated.

Initial immunologic research in psoriasis focused
on the role of prostaglandins and leukotrienes as key
mediators of the inflammatory process. Subsequently,
emphasis switched from arachidonic acid derivatives
to cytokines and chemokines, small proteins that are
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Figure 26.17 Abnormalities and therapeutic potential for inflamed skin in psoriasis. There is increasing evidence
for a role of tissue-resident immune cells in the immunopathology of psoriasis. New therapies may be developed by
(1) antagonizing local cytokines and chemokines, such as IFN-a; (2) blocking of adhesion molecules (e.g., integrins) and
co-stimulatory molecules within the tissue; (3) modification of keratinocyte proliferation and differentiation (e.g., use of
corticosteroids or vitamin D preparations); (4) blocking of entry of dermal T-cells into the epidermis, and (5) modification of
the microenvironment, including the extracellular matrix (based on original figure published by [87]).
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produced by almost every activated cell in the body
and which regulate cell/cell interactions in immune
responses and other processes such as wound healing,
angiogenesis, hematopoiesis, and tissue remodeling.
Cytokines and chemokines may interact with specific
receptors and can influence cells in autocrine, juxta-
crine, and paracrine fashions. Psoriatic plaques have
been shown to contain cytokines such as TNFa, IFN-g,
IL-1, IL-2, IL-6, IL-8, IL-15, IL-17, IL-18, IL-19, IL-20,
and IL-23, as well as chemokines and chemokine
receptors, including CCL2, CCL3, CCL4, CCL5,
CCL17, CCL19, CCL20, CCL27, CXCL1, CXCL8,
CXCL9, and CXCL10.

A detailed knowledge of cytokine expression has
helped define whether psoriasis is a Th-1 or Th-2 disor-
der. Th-1 diseases are typically associated with produc-
tion of IL-2, IFN-g, and TNFa, which promote a T-cell
mediated reaction. Conversely in the Th-2 cytokine net-
work response, the immune signals include IL-3, IL-4,
IL-5, and IL-10 which contribute to a humoral or
B-cell-mediated immune reaction. Psoriasis has tradi-
tionally been considered as a Th-1 disease, based on
the identification of IFN-g and TNFa in the lesions with
little or no detection of IL-4, IL-5, or IL-10. More
recently, other cytokines including IL-18, IL-19, IL-22,
and IL-23 have been identified as being upregulated
in psoriatic lesions. With relevance to the molecular
pathology of psoriasis, one of the first clues came from
the observation of clearing of psoriasis in renal trans-
plant patients given the immunosuppressant cyclo-
sporin A. In psoriatic skin that resolved in these
individuals, there were reductions in levels of several
cytokines, indicating a connection between immuno-
cytes, cytokines, and maintenance of psoriatic plaques.
Attempts were then made to therapeutically administer
Th-2-type cytokines, such as IL-10, IL-4, or IL-11, to pso-
riatic patients. However, none of these therapies had
any sustained clinical benefits. Nevertheless, the effects
of neutralizing a single cytokine can be extremely help-
ful, particularly with the use of anti-TNFa therapy, a
treatment that was initially developed for patients with
sepsis. TNFa blockers or receptor blockers are benefi-
cial in patients with psoriasis, but it is unclear if the
improvement of psoriatic plaques and arthritis with
these agents is due to local or systemic effects.

Intriguing new ideas, however, have recently been
gleaned from specific mouse models, in which pre-
psoriatic skin is grafted onto a special type of immuno-
deficient mouse known as an AGR mouse (which lacks
type I or IFN-a receptors and lacks type II or IFN-g
receptors, and is RAG deficient). In such mice, psori-
atic plaques develop spontaneously. However, if these
mice receive injections of anti-TNFa agents, psoriasis
does not develop. This demonstrates that resident
immunocytes, contained within pre-psoriatic skin, are
necessary and sufficient to trigger psoriasis and that
the local production of TNFa is critically important
in the generation of skin lesions. A pertinent finding
from this AGR mouse model is the lack of recircula-
tion or recruitment of cells from the bloodstream nec-
essary to create a psoriatic lesion. Thus, it may not be
therapeutically advantageous to try to block trafficking

of immunocytes at inflammatory sites by targeting
endothelial cell adhesion molecules or chemotactic
polypeptides generated in the dermis. For example,
clinical trials targeting endothelial cell leukocyte adhe-
sion molecule 1 did not result in clinical benefit in
psoriatic patients.

Two recent findings have provided intriguing new
insight into the molecular pathology of psoriasis.
One observation involves the finding that the innate
immune response b cathelicidin molecule LL-37 may
be capable of modifying DNA to form an autoantigen.
The other discovery is that investigators are now
exploring other possible cytokines besides TNFa and
IFN-g and are making promising advances by focusing
on the IL-12/IL-23-mediated pathway [48]. A new area
of investigation in the field of chronic inflammation
centers around a possible inflammatory axis in which
IL-12/IL-23 influence levels of a cytokine known as
IL-17. This has led to a new paradigm through which
Th-17-type T-cells contribute to autoimmunity and
chronic inflammation. Thus, besides a Th-1 or Th-2 type
immune system, there is also a cytokine network domi-
nated by a Th-17 type response. IL-17 may be important
in psoriasis because it can promote accumulation of
neutrophils and can affect skin barrier function by
inducing release of proinflammatory mediators by kera-
tinocytes. Understanding the molecular role of IL-17 in
psoriatic skin may provide new insights for developing
novel therapies. However, at present it is unclear
whether the primary cellular target within psoriatic
plaques involves keratinocytes, macrophages, dendritic
cells, T-cells, mast cells, neutrophils, fibroblasts, or
endothelial cells, but a clearer understanding of cyto-
kines and chemokine networks in psoriasis is unraveling
the molecular pathology of this common inflammatory
disease, and this may have potential benefits for patients
in the not-too-distant future.

SKIN PROTEINS AS TARGETS FOR

INHERITED AND ACQUIRED DISORDERS

The integrity of the skin as a mechanical barrier
depends, in part, on adhesive complexes that link cell-
to-cell and cell-to-basement membrane. Two key junc-
tional complexes in this task are the hemidesmosomes
and the desmosomes. Key insight into the contribution
individual components of hemidesmosomes and des-
mosomes make to skin adhesion has been determined
from a variety of in vitro knockdown studies and in vivo
animal models as well as a range of naturally occurring
human gene mutations that lead to a diverse group of
skin fragility disorders. Defects in many desmosomal
or desmosomal proteins also lead to other clinical
abnormalities (including extracutaneous involvement)
or other cell biologic abnormalities (such as changes
in cell proliferation or differentiation). However, in
addition to genetic diseases, other clues to the function
of hemidesmosomal and desmosomal proteins have
been derived from animal models or human diseases,
in which the same structural proteins can be targeted
and disrupted by autoantibodies (Figure 26.18). Thus,
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several hemidesmosomal and desmosomal proteinsmay
serve as target antigens for both inherited and acquired
disorders (Figure 26.19) [49].

One of the main transmembranous hemidesmoso-
mal proteins is type XVII collagen, also known as
the 180 kDa bullous pemphigoid antigen. Autoantibo-
dies against this protein typically result in bullous

pemphigoid, a chronic vesiculo-bullous disease that
usually affects the elderly. Histology shows subepider-
mal blisters with eosinophils, and the pathogenic anti-
bodies are usually directed against a particular epitope
(within the NC16A domain) in the first noncollagen-
ous extracellular part of type XVII collagen. IgG1 sub-
class autoantibodies are found in patients with active

A
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Figure 26.18 Clinical pathology resulting from autoantibodies against desmosomes or hemidesmosomes.
(A) Pemphigus vulgaris resulting from antibodies against desmoglein 3; (B) Bullous pemphigoid associated with antibodies
against type XVII collagen; (C) Mucous membrane pemphigoid associated with antibodies to laminin-332.
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Figure 26.19 Illustration of hemidesmosomal structural proteins and the autoimmune diseases associated with
antibodies directed against these individual protein components.
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skin lesions, whereas IgG4 autoantibodies are found in
patients in remission. Besides bullous pemphigoid, other
blistering conditions may also have autoantibodies
against type XVII collagen. For example, pemphigoid
gestationis, which is an acute, pruritic vesiculo-bullous
eruption, is seen in pregnant women. Patients produce
autoantibodies against the same epitope of typeXVII col-
lagen. It has been proposed that this disease is initiated
by the aberrant expression of major histocompatibility
complex type II antigens of a paternal haplotype within
the placenta. IgA autoantibodies against the NC16A
domain of type XVII collagen give rise to two different
skin diseases: chronic bullous disease of childhood and
linear IgA bullous dermatosis. Chronic bullous disease
of childhood usually presents in young children with
clustered tense bullae, often in the perioral or perineal
regions. Clinical manifestations can mimic bullous pem-
phigoid or dermatitis herpetiformis. In chronic bullous
disease of childhood and linear IgA disease, histology
shows subepidermal collections of neutrophils with lin-
ear IgA deposition at the dermal-epidermal junction.
A further disease with autoantibodies against type XVII
collagen is lichen planus pemphigoides. Patients
typically have lichen planus lesions mixed with tense
blisters, either on lichen planus lesions or on normal
skin. Autoantibodies react with epitopes within the
NC16A domain, but the precise epitope is different
from bullous pemphigoid.

Autoantibodies to typeVII collagen, themajor compo-
nent of anchoring fibrils, give rise to two different condi-
tions: epidermolysis bullosa acquisita and bullous
systemic lupus erythematosus. Patients with epidermoly-
sis bullous acquisita have subepidermal blisters. In some
patients, the blistering phenotype can resemble bullous
pemphigoid, but inothers the inflammation leads to scar-
ring and milia formation at trauma-prone sites, more

reminiscent of an inherited form of skin blistering such
as dystrophic epidermolysis bullosa. In both epidermoly-
sis bullosa acquisita and bullous systemic lupus erythema-
tosus, there is linear deposition of IgG at the dermal-
epidermal junction. However, a useful technique in
immunodermatology to distinguish epidermolysis bul-
losa acquisita frombullous pemphigoid is indirect immu-
nofluorescence using 1 M sodium chloride split-skin
(Figure 26.20). Incubationofnormal skin in saline results
in a split within the lamina lucida. Thus, certain skin anti-
gens such as type XVII collagen map to the roof of the
split, whereas others such as type VII collagen map to
the base. Thismeans that in bullous pemphigoid and epi-
dermolysis bullosa acquisita, labeling with sera from
patients with these conditions on salt-split skin canpermit
an accurate diagnosis to be made. Specifically, if the IgG
maps to the roof of the split, the diagnosis is bullous pem-
phigoid, whereas if it maps to the base, this is epidermoly-
sis bullous acquisita. The salt-split technique can
sometimes be used on skin biopsies taken from patients
to seewhether in vivobound IgGmaps to the roof or base.
However, in most laboratories using patient sera on nor-
mal salt-split skin is the more widely practiced technique.

Another autoimmune blistering condition that targets
hemidesmosomal components is mucous membrane
pemphigoid (previously knownas cicatricial pemphigoid).
This is a chronic progressive autoimmune subepithelial
disease characterized by erosive lesions of the skin and
mucous membranes that result in scarring. Lesions com-
monly affect the ocular and oral mucosa. Direct immuno-
fluorescence studies show IgG and/or IgA autoantibodies
at the dermal-epidermal junction. Salt-split indirect immu-
nofluorescence can show epidermal, dermal, or roof and
base labeling patterns, which reflects the different autoan-
tigens seen in this disease. Inmost cases, the target epitope
is part of the extracellular domain of type XVII collagen,
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Figure 26.20 Salt-split skin technique to diagnose immunobullous disease. Incubation of normal human skin in 1M
NaCl overnight at 4 �C results in cleavage through the lamina lucida. This results in separation of some proteins to the roof
of the split and some to the base (above and below pink line on the schematic). In the skin labeling shown, immunoglobulin
from a patient’s serum binds to the base of salt-split skin. Further analysis revealed that the antibodies were directed
against type VII collagen. This technique is useful in delineating bullous pemphigoid from epidermolysis bullosa acquisita,
both of which are associated with linear IgG at the dermal-epidermal junction in intact skin.
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although this differs from the epitope associated with bul-
lous pemphigoid. A minority of patients with mucous
membrane pemphigoid display antibodies against lami-
nin-332. This is an important subset of patients to identify
since there is association with certain solid tumors, parti-
cularly malignancies of the upper aero-digestive tract
(Figure 26.21) [50]. Cases of mucous membrane pem-
phigoid with antibodies to b4 integrin tend to have only
ocular involvement and may therefore be referred to as
ocular mucous membrane pemphigoid [51].

Although many of the immunobullous diseases that
target hemidesmosomal proteins involve immunopathol-
ogy in which antibodies are initially directed against criti-
cal epitopes on individual proteins, it has been shown that
in many cases there may be several antigens targeted by
humoral immunity. This phenomenon is known as epi-
tope spreading and reflects chronic inflammation that
may alter the immunogenicity of other neighboring pro-
teins involved in adhesion [52]. Epitope spreading can
involve the generation of antibodies to further epitopes
on the same protein or to other epitopes on different
structural proteins. It may be an immunologic observa-
tion with no clinical sequelae, but in some patients epi-
tope spreading can lead to transition from one
autoimmune disease to another. Published examples
include transition from mucosal dominant pemphigus
vulgaris to mucocutaneous pemphigus vulgaris, pemphi-
gus foliaceus to pemphigus vulgaris, bullous pemphigoid
to epidermolysis bullosa acquisita, dermatitis herpetifor-
mis to bullous pemphigoid, pemphigus foliaceus to bul-
lous pemphigoid, and concurrent bullous pemphigoid
with pemphigus foliaceus. Antibodies to the plakin pro-
tein, desmoplakin, which are characteristically found in
paraneoplastic pemphigus, have also been detected in
pemphigus vulgaris as well as oral and genital lichenoid
reactions. In epidermolysis bullosa acquisita, antibodies

to laminin-332 may be found in addition to the typical
type VII autoantibodies. In bullous systemic lupus erythe-
matosus, multiple autoantibodies against type VII colla-
gen, bullous pemphigoid antigen 1, laminin-332, and
laminin-311 have been reported. The phenomenon of
epitope spreading is perhaps best exemplified inparaneo-
plastic pemphigus, which is characteristically associated
with autoantibodies against many desmosomal and hemi-
desmosomal proteins, including desmogleins, plakins,
bullous pemphigoid antigen 1, plectin, and plakoglobin.

In addition to hemidesmosomal proteins, the struc-
tural components of desmosomes may also be targets
for autoimmune diseases. The skin blistering disease
pemphigus is associated with autoantibodies against
desmosomal cadherins, principally desmoglein 3 and
desmoglein 1. However, the intraepithelial expression
patterns of desmoglein 1 and desmoglein 3 differ
between the skin and mucous membranes, giving rise
to different clinical manifestations when patients have
antibodies against different desmogleins. In the skin,
desmoglein 1 is expressed throughout the epidermis
but more so in superficial parts, as opposed to desmo-
glein 3, which is predominantly expressed in the basal
epidermis. In the oral mucosa, both types of desmogle-
ins are expressed throughout the epithelium, but des-
moglein 1 is expressed at a much lower level than
desmoglein 3. When there is co-expression of desmo-
glein 1 and desmoglein 3, these proteins may compen-
sate for each other, but when expressed in isolation,
specific pathology can arise when those proteins are tar-
geted by autoantibodies [53]. For example, when there
are only desmoglein 1 antibodies in the skin, blisters
appear in the superficial epidermis, a site where there
is no co-expression of desmoglein 3, whereas in the
basal epidermis, the presence of desmoglein 3 can com-
pensate for the loss of function of desmoglein 1. In the
oral epithelium, keratinocytes express desmoglein 3 at
a much higher level than desmoglein 1, and despite
the presence of desmoglein 1 antibodies, no blisters
form. Therefore, sera containing only desmoglein 1
antibodies cause superficial blisters in the skin without
mucosal involvement, and the clinical consequences
are pemphigus foliaceus and its localized form, pemphi-
gus erythematosus. Desmoglein 1 is also the target anti-
gen in endemic pemphigus, known as fogo selvagem.
Desmoglein autoantibodies result in skin with very
superficial blisters, such that crust and scale are the pre-
dominant clinical features. Desmoglein 1 may also be
targeted in a different manner—not by autoantibodies,
but by bacterial toxins (Figure 26.22). Specifically, exfo-
liative toxins A-D which are produced by Staphylococcus
aureus, specifically cleave the extracellular part of des-
moglein 1 [54]. This leads to bullous impetigo and
Staphylococcal scalded skin syndrome with superficial
blistering in the epidermis, findings that are histologi-
cally similar to pemphigus foliaceus associated with
autoantibodies to the extracellular part of desmoglein 1.

When the sera of a patient contains only desmo-
glein 3 autoantibodies, co-expressed desmoglein 1
can compensate for the impaired function of desmo-
glein 3, resulting in no or only limited skin lesions.
However, in the mucous membranes, oral erosions

Anti-type XVII
collagen

auto-antibodies

Anti-laminin-332
auto-antibodies

MUCOUS MEMBRANE PEMPHIGOID

Figure 26.21 Mucous membrane pemphigoid may be
associated with autoantibodies against either type XVII
collagen or laminin-332. Distinction between the two may
have clinical relevance since antilaminin-332 antibodies in
mucous membrane pemphigoid can be associated with
malignancy (especially of the upper aero-digestive tract) in
some patients.
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predominate, as desmoglein 1 cannot compensate for
the impaired desmoglein 3 function because of its low
expression. Therefore, the patient typically has painful
oral ulcers without much initial skin involvement. This
accounts for the clinical phenotype in patients with
themucosal dominant type of pemphigus vulgaris. How-
ever, when sera contain antibodies to both desmoglein 1
and desmoglein 3, as seen in themucocutaneous type of
pemphigus vulgaris, patients have extensive blisters,
mucosal erosions and skin blisters, because the function
of both desmogleins is disrupted.

Intercellular autoantibodies in pemphigus are typi-
cally composed of IgG isotypes, although some patients
with superficial blisteringmay have intercellular autoan-
tibodies of the IgA subclass. There are two clinical sub-
types of IgA pemphigus. One is a subcorneal pustular
dermatosis subtype (although this should not be con-
fused with the nonautoimmune Snedden-Wilkinson
syndrome), and this is associated with flaccid vesico-
pustules with clear fluid and pus arranged in an annular/
polycyclic configuration. Indirect immunofluorescence
studies show IgA autoantibodies reacting against the
superficial epidermis. These antibodies usually recog-
nize epitopes within the desmosomal cadherin, desmo-
collin 1. In contrast, IgA pemphigus patients may have
a different phenotype known as the intraepidermal neu-
trophilic subtype that presents with a sunflower-like
configuration and pustules and vesicles with indirect
immunofluorescence showing IgA intercellular autoan-
tibodies throughout the entire thickness of the epider-
mis. As well as spontaneous onset cases of pemphigus,
certain drugs such as D-penicillamine can lead to drug-

induced pemphigus. Most patients have autoantibodies
against the same target epitopes as pemphigus patients.
In paraneoplastic pemphigus, the clinical presentation
involves progressive blistering and erosions on the upper
trunk, head, neck, andproximal limbswith an intractable
stomatitis. Erythema multiforme-like lesions on the
palms and soles can help distinguish the condition from
ordinary pemphigus. Indirect immunofluorescent stud-
ies on rat bladder, an organ rich in transitional epithelial
cells, demonstrate IgG intercellular autoantibodies con-
sistent with autoimmunity against plakin proteins
althoughnumerous antigenic targets are usually present.

Collectively, these autoimmune diseases that target
hemidesmosomal or desmosomal proteins illustrate
the clinical and biologic consequences of targeting
specific proteins through autoimmune assault. There
may be some similarities to the inherited mechano-
bullous diseases in which there are fundamental muta-
tions in the genes that encode these same proteins,
but clearly super-added inflammation results in some
clinical differences. Nevertheless, the inherited and
acquired diseases that target skin proteins do provide
new insight into how specific skin proteins contribute
to maintaining skin integrity.

MOLECULAR PATHOLOGY

OF SKIN CANCER

Skin cancer is very common. Nonmelanoma skin can-
cers, which include basal cell carcinomas (BCCs) and
squamous cell carcinomas (SCCs), are the most

A
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C

Figure 26.22 Clinical consequences of disruption of desmoglein 1 in human skin. (A) Staphylococcal toxins cleave the
extracellular part of desmoglein 1 and result in staphylococcal scalded skin syndrome. (B) Inherited autosomal dominant
mutations in desmoglein 1 can result in striate palmoplantar keratoderma. (C) Autoantibodies against desmoglein 1 result in
pemphigus foliaceus, which is associated with superficial blistering and crusting in human skin.
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common forms of human neoplasia, affecting about 1
million Americans each year [36]. Of these, BCCs
alone account for 750,000 new cases per year. It is esti-
mated that 1:3 Caucasians born in the United States
after 1994 will develop at least one BCC in their life-
time. Likewise, the incidence of melanoma has been
increasing since the mid-1990s at an annual rate of
3%–7% for Caucasian populations. For those Ameri-
cans born in 2000, there is a lifetime risk of 1:75 of
developing melanoma. Currently, approximately
60,000 new melanomas will be diagnosed in the
United States each year [55]. However, recent insight
into the molecular pathology of both nonmelanoma
skin cancer and melanoma is providing new opportu-
nities to understand how and why these tumors occur,
as well as providing a basis for molecular target-based
chemo-prevention and novel therapeutic management
of skin cancer.

The main risk factor for skin neoplasia is environmen-
tal exposure to ultraviolet irradiation. The ultraviolet com-
ponent of sunlight can be divided into 3 energy subtypes:
UVC (100–280 nm), UVB (280–315 nm), and UVA (315–
400 nm). The action spectra for UVB and UVC closely
match the absorption spectrum of DNA, resulting in the
formation of pyrimidine dimers, involving nucleotides,
thiamine (T), and/or cytosine (C). In contrast, UVA is
absorbed by other cellular chromophores, thereby gener-
ating oxygen-reactive species such as hydroxyl radicals.
These can result in DNA strand breaks and chromosome
translocations. Of the ultraviolet light that reaches the
earth, UVC is completely absorbed by stratospheric ozone,
whereas UVA accounts for more than 90%, and UVB
approximately 10%. Most UVB-induced mutations are
located almost exclusively at dipyrimidine nucleotide sites
(TT, CC, CT, and TC). Approximately 70% of observed
mutations are C-to-T transitions and 10% are CC-to-TT,
the latter representing an ultraviolet signature mutation
[56]. A few other mutagens are known to involve tandem
bases. Cellular mechanisms of DNA repair are not always
effective, and these ultraviolet B-induced mutations can
proceed unchecked, becoming permanent and subse-
quently inherited by all the progeny of the mutated cell,
thereby allowing expression of the aberrant gene/protein
function. Aside from ultraviolet radiation inducing DNA
point mutations and small deletions, it may also result in
gross chromosomal changes. Both UVA and UVB irradia-
tion can induce formation of micronuclei which are cyto-
genic indicators of chromosomal damage. These round
particles of genetic material are believed to result from
DNA double-strand breaks, which form as a result of
DNA repair of ultraviolet-induced pyrimidine dimers
and/or free radical formation.

Collectively, these genetic/chromosomal changes
initiate and promote cancer formation as well as the
increased genomic instability and loss of heterozygos-
ity (LOH) frequently observed in nonmelanoma skin
cancer. Cytogenic analysis has enabled the identifica-
tion of a number of chromosomal abnormalities asso-
ciated with nonmelanoma skin cancer and has
implicated certain regions containing oncogenes and
tumor suppressor genes that may be involved in their
development. For example, in BCCs, early LOH

studies identified regions on chromosome 9q22 as a
common observation specific to these tumors. These
regions harbor the Patched tumor suppressor
gene (PTCH), which is a transmembrane receptor
involved in the regulation of hedgehog signaling
(Figure 26.23). Subsequently, the discovery of muta-
tions that are known to activate hedgehog signaling
pathways, including PTCH, Sonic hedgehog (Shh),
and Smoothened (Smo), implicates hedgehog signal-
ing as a fundamental transduction pathway in skin
tumor development [57].

Shh is responsible for several important functions
during embryogenesis, including neural tube pattern-
ing and the development of left-right symmetry, limb
polarization, and the morphogenesis of various organs
including the axial skeleton, limbs, lungs, skin, hair,
and teeth. In skin, the Shh pathway is crucial for main-
taining the stem cell population and regulating the
development of hair follicles and sebaceous glands.
Although key embryonic developmental signaling path-
ways may be switched off during adulthood, aberrant
activation of these pathways in adult tissue is often
oncogenic. The Shh pathway may be activated in many
neoplasms, including BCCs, medulloblastoma, rhabdo-
myosarcoma, and abnormalities in Shh signaling path-
way components—such as Shh, PTCH1, Smo, GLI1,
and GLI2—are major contributing factors in the devel-
opment of BCCs. The function of PTCH1 is to repress
Smo signaling. This function is impaired when PTCH1
is mutationally inactivated or when stimulated by Shh
binding: both of these lead to uncontrolled Smo signal-
ing. Downstream of Smo are the GLI transcription fac-
tors. Overexpression of GLI1 or GLI2 can lead to BCC
development, and GLI1 can also activate PDGF-a, the
expression of which may be increased in BCCs. The
roles of other Smo target molecules such as the suppres-
sor of fused Su(Fu) and protein kinase A (PKA) in the
development of BCC are not fully understood. Other
components of the pathway include a putative antago-
nist of Smo signaling, known as hedgehog interacting
protein (HIP), and an actin binding protein, missing
in metastases (MIM), which is an Shh responsive gene.
MIM is a part of the GLI/Su(Fu) complex and potenti-
ates GLI-dependent transcription using domains dis-
tinct from those used for monomeric actin binding.
Alterations in Shh regulate cell proliferation and asso-
ciated cell cycle events. Shh overexpression leads to epi-
dermal hyperplasia, accompanied by the proliferation
of normally growth-arrested cells. Shh-expressing cells
fail to exit the S and G2/M phases in response to cal-
cium-induced differentiation signals and are unable to
block the p21CIP1/WAF1/induced growth arrest in
skin keratinocytes. Furthermore, PTCH1 protein inter-
acts with phosphorylated cyclin B1 and blocks its trans-
location to the nucleus. The Shh/GLI pathway also
upregulates expression of the phosphatase CDC25b,
which is involved in G2/M-transition. Thus, the loss of
regulation of cell cyclin control is associated with the
development of epithelial cancers, including BCCs.

Patients with the autosomal dominant disorder
known as nevoid basal cell carcinoma syndrome or
Gorlin syndrome (OMIM109400) have substantially
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increased susceptibility to BCCs and other tumors,
including medulloblastomas, meningiomas, fibromas,
rhabdomyomas, and rhabdomyosarcomas. They may
also manifest jaw cysts and ectopic calcification, spina
bifida, rib defects, palate abnormalities, coarse facies,
hypertelorism, microcephaly, and skeletal abnormal-
ities with bony and soft tissue overgrowth. Affected
individuals develop BCCs on any part of the body, par-
ticularly in sun-exposed skin. These patients have het-
erozygous germline mutations in the PTCH gene
[58]. The BCCs in these individuals retain a mutant
germline and lose the wild-type allele as a second hit.
Mutations in the PTCH gene have also been demon-
strated in up to 40% of sporadic BCCs, emphasizing
that PTCH gene mutations are important in the devel-
opment of BCCs. Other sporadic BCCs which do not
have mutations in PTCH may carry mutations in the
Smo gene [59]. An understanding of the mutations
that lead to activation of hedgehog signaling has thus
expanded our knowledge of the genetic basis of BCCs.

Although most therapy for BCC is straightforward,
involving local surgery, cryotherapy, radiotherapy, or
topical chemotherapy, insight into the molecular
pathology of BCC has led to development of a number
of animal models that may be useful in developing
chemo-prevention strategies, as well as confirming spe-
cific contributions from hedgehog signaling pathway
components. For example, drugs such as cyclopamine
are known to be a specific inhibitor of Shh signaling.

Other possible chemo-prevention strategies might
involve small molecule hedgehog signaling inhibitors
or immunosuppressive agents such as rapamycin,
which is an inhibitor of GLI1.

Overall, the molecular dissection of the Shh pathway
has provided novel insight into the molecular pathology
of BCCs as well as other cancers. It is likely that this
information will lead to the development of various ago-
nists and antagonists of the pathway that can have clini-
cally relevant regulatory or curative roles. Development
of small molecules that have specific agonist or antago-
nist pharmacologic functions might therefore be
exploited to develop new therapeutics for the treatment
of skin cancers and other tumors that are associated
with aberrant activity of this pathway.

Like BCC, melanoma is another tumor that may be
entirely curable by early recognition and therapeutic
intervention. Nevertheless for patients with advanced
metastatic melanoma, the 5-year survival is currently
estimated at only 6% with a median survival time of 6
months [60]. It is important, therefore, to try to under-
stand the molecular pathology of melanoma to deter-
mine which patients are most at risk and which
tumors will exhibit the most aggressive biology.

Dissection of the melanoma genome has revealed a
number of driver mutations (those that probably influ-
ence the growth of tumors) and passenger mutations
(those that do not specifically promote tumor growth).
One important pathway is the RAS/Mitogen-activated
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Figure 26.23—Cont’d (C)Mutations in SHH or PTCH or SMOmay be associated with basal cell carcinomas, both in sporadic
tumors as well as in certain genodermatoses, such as xeroderma pigmentosum, that are associated with an increased risk of
BCC. Germinal mutations in the PTCH gene underlie Gorlin’s syndrome. (Based on original figures published by [88]).
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protein kinase (MAPK) pathway, which regulates cell
proliferation and survival in several cell types (Figure
26.24) [61,62]. Activating cell mutations in NRAS and
BRAF have a combined prevalence of approximately
90% in melanoma and in benign melanocytic lesions,
suggesting that activation of the MAPK pathway is an
early essential step in melanocytic proliferation. Activat-
ing somatic NRASmutations occur in 10%–20% of mela-
nomas. Of note, 3 highly recurrent NRAS missense
changes represent over 80%of allmutations in this gene.
NRAS mutations are more common on chronically sun-
exposed sites and appear to occur early in tumorigenesis
as well as being common in congenital nevi. Downstream
of NRAS, activating mutations in BRAF have been identi-
fied, including a common missense mutation at valine
600. This mutation is equally prevalent in benign nevi
and inmelanoma, suggesting that BRAF activation is nec-
essary for melanocytic proliferation, but not for tumori-
genesis. To date, there has been no correlation between
BRAF mutations, disease progression, and clinical
outcome.

A proto-oncogene, KIT, encodes the stem cell factor
receptor tyrosine-kinase found on numerous cell types,

including melanocytes. Oncogenic mutations and in-
creases in copy number of KIT appear to be more preva-
lent in rarer types of melanoma, such as those occurring
at acral ormucosal sites. c-KIT signals via theMAPK path-
way, and a downstream target is microphthalmia tran-
scription factor (MITF), which is a critical regulator of
melanocyte function. MITF regulates the development
and differentiation of melanocytes and maintains mela-
nocyte progenitor cells. MITF has a clear role in melano-
cyte survival, and one of its transcriptional targets is the
apoptosis antagonist and proto-oncogene BCL-2. Apart
from MAPK signaling, another pathway, the V-RAS/
phosphatidylinositol-3 kinase (PIK3) pathway, may also
be activated in certain melanomas. Although PIK3 itself
is notmutated inmelanoma, several downstream compo-
nents may have a role in melanoma tumorigenesis,
including PTEN and Akt. PTEN has a tumor suppressor
role in melanomas, and its expression has been shown
to be reduced or lost in some primary or metastatic
melanomas. Restoration of PTEN in PTEN-deficientmel-
anoma can reduce melanoma tumorigenicity and metas-
tases. Changes in PTEN expression are not usually due to
mutations, but involve epigenetic inactivation of both
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Figure 26.24 Potential for targeted therapies in melanoma. Recent improvement in defining the genetics of melanoma
has led to the development of targeted therapeutic agents that are directed at specific molecular aberrations involved in
tumor proliferation and resistance to chemotherapy. (Based on an original figure published by [89]).
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functional alleles. Akt is an important kinase in mela-
noma survival and progression. Akt3 is the main Akt
isoform that is activated in melanomas. Strong expres-
sion of Phospho-Akt is found in several melanomas, sug-
gesting a direct role of Akt in tumor progression.
Phosphorylation of Akt is associated with increased
PIK3 activity. Knowledge of these pathways is important
if new treatments are to be developed for advancedmela-
noma, since it is clear that alterations in survival and
growth signaling pathways in melanoma tumor cells can
lead to increased tumorigenesis and resistance to
chemotherapy.

A detailed knowledge of the molecular pathology of
melanomas may also have other therapeutic relevance.
For example, it may be possible to render melanoma
cells more sensitive to existing forms of chemotherapy,
to enhance apoptosis, or to restrict the proliferation of
the oncogene-driven cells by targeting these aberrant
pathways. New drugs such as Oblimersen (antisense
oligonucleotide targeted to the antiapoptotic protein
BCL-2) and Sorafenib (a small molecule inhibitor of
BRAF that induces apoptosis) are giving some encour-
aging results, especially when used in combination
with traditional chemotherapy [63;64]. Further investi-
gation into the molecular pathology of melanoma is
likely to disclose novel therapeutic targets and allows
more selective administration of existing therapies to
benefit specific patient subgroups.

MOLECULAR DIAGNOSIS OF SKIN

DISEASE

Understanding themolecular pathology of skin diseases
has the potential to bring about several clinical and
translational benefits for patients. Molecular data are
helpful in diagnosing both inherited and acquired skin
diseases and also contribute to improved disease classifi-
cation, prognostication, clinical management, and the
feasibility for designing and developing new treatments
for patients. In many infectious diseases, the gold stan-
dard for diagnosis is identification of infectious agents
by culture and species identification. However, material
yield can be unsatisfactory, and the process can take
several weeks, or months, before a pathogen is identi-
fied. Indeed, certain diseases can be caused by diffe-
rent micro-organisms, and these may have different
responses to antimicrobial agents. For example, subcu-
taneous mycosis with lymphangiotic spread is typically
caused by the mold Sporothrix schenckii, but lymphatic
sporotrichoid lesions can be caused by diverse patho-
gens. These include other nontuberculous mycobac-
teria, most typically Mycobacterium marinum, a common
pathogen for fish tank granuloma in people who keep
tropical fish. Infections by other mycobacteria, other
than tuberculosis, that cause the same phenotype
include M. chelonae, M. fortuitum, and M. abscessus.
Lymphangiotic sporotrichoid-like lesions can also result
from infection by bacteria such as Nocardia species, and
therefore, precise identification of species is very impor-
tant in the optimal clinical management of such in-
fections. Mycetoma is another chronic localized skin

infection caused by different species of fungi or actino-
mycetes. Grains from the lesions contain pathogenic
organisms, but final organism identification can be pro-
tracted. Nevertheless, molecular biology is able to help
since sequence-based identification of large ribosomal
subunits specific to particular organisms can be used
to identify and characterize certain organisms that
contribute directly to disease pathogenesis [65]. PCR
and sequencing approaches are also useful in identify-
ing subsets of human papilloma virus [66]. For example,
epidermodysplasia verruciformis is a rare genoder-
matosis characterized by profound susceptibility to cuta-
neous infection with certain human papilloma virus
subtypes. Approximately 50% of the patients develop
nonmelanoma skin cancers on sun-exposed areas in
the 4th or 5th decades of life. The cancer associated viral
subtypes are HPV-5, HPV-8, and HPV-14d, and there-
fore molecular identification of these viruses in suscep-
tible individuals can be helpful in promoting more
vigorous surveillance of at-risk patients.

Molecular profiling has also proved to be useful in
the identification and classification of cutaneous
malignancies. Notably, T-cell receptor gene rearrange-
ments, which arise as a result of variability in the V-J
segment, provide important information relevant to
the diagnosis and prognosis of cutaneous T-cell lym-
phoma (Figure 26.25) [67]. The presence of clonality
usually (but not always) is associated with the presence

Clonal
Bands

Polyclonal
Smear

S
ki

n

S
ki

n

B
lo

od

Figure 26.25 Clonal T-cell expansion in a patient with
mycosis fungoides (cutaneous T-cell lymphoma). The
clinical stage of the patient is Stage 1b. This figure shows
single-strand conformational polymorphism (SSCP) analysis
and demonstrates an identical clonal T-cell receptor gene
rearrangement in two lesional skin biopsies. The matched
blood sample is polyclonal.
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of malignancy. Thus, in many cases, a T-cell receptor
gene rearrangement can be helpful in distinguishing
a malignant from a benign lymphocytic infiltrate, espe-
cially when clinical and histologic features are incon-
clusive. Clonality can also influence prognosis. For
example, Sézary syndrome patients with T-cell clonality
are more likely to die from lymphoma/leukemia than
their nonclonal counterparts. DNA microarray
profiling has also been used in patients with diffuse
large B-cell lymphoma. Specific gene signatures have
been linked to certain subtypes (such as prominent
germinal center B-cell profile or activated B-cell pro-
file), which can be directly associated with different
prognoses [68]. Molecular pathologies have also been
used to identify specific viral signatures associated with
human disease, for example, using sequence and bio-
informatics data in the identification of specific poly-
oma virus sequence in Merkel cell carcinoma [69].

The recent characterization of the molecular basis
of the acquired immunobullous diseases has also led
to new diagnostic tests. For example, antigen-specific
ELISA kits for desmogleins 1 and 3 are now commer-
cially available for the assessment of serum samples
from patients with pemphigus [70]. It is known that
autoantibodies react against specific desmogleins—
type 1 in pemphigus foliaceus or type 3 in mucosal
dominant pemphigus vulgaris. These ELISA tests are
more sensitive and specific than immunofluorescence
microscopy when used in diagnosing pemphigus.
More importantly, the titers have been shown to corre-
late with disease activity, and thus, it is possible to mod-
ify a patient’s immunosuppressive medication in
advance of any clinical change in the status of his or
her blistering disease. ELISA tests for the NC16A
domain of type XVII collagen are useful in the diagno-
sis of bullous pemphigoid, although the link to clinical
status is less clear than with pemphigus.

For inherited skin blistering diseases, several
clinical subtypes can have similar phenotypes, and
routine light microscopy is not usually able to assist
diagnosis or help determine prognosis. Nevertheless,
antibodies to structural components at the dermal-
epidermal junction are now commercially available,
and these can be helpful in diagnosing recessive
forms of epidermolysis bullosa. Testing may involve
labeling of skin sections with antibodies to type VII
collagen, laminin-332, integrin-a6 and b4, plectin, or
type XVII collagen. In many recessive forms of epi-
dermolysis bullosa, immunostaining with one of
these antibodies is reduced or undetectable [71].
This immunohistochemical approach is therefore a
useful prelude to determining the candidate gene
that can then be sequenced and used to identify the
pathogenic mutations.

Molecular pathology can also provide insight into
other genodermatoses that conventional microscopy
is unable to provide. For example, in some cases of
hereditary leiomyomas, lesions may be multiple, and
there can be an autosomal dominant mode of inheri-
tance. In such families, skin leiomyomas usually appear
in adolescence or early adulthood (Figure 26.26).
Some cases, however, may be complicated by the

subsequent development of uterine leiomyomas, usu-
ally in the early 20s. The molecular pathology may
involve mutations in the fumarase (FH) gene [72],
and identification of such cases through molecular
diagnosis can have important clinical implications.
For example, if an FH gene mutation is identified in
a woman with hereditary multiple leiomyomas who
plans to have children at some stage, it may be prudent
to advise her to consider having her children at an
early age (when she is in her mid to late 20s) before
the onset of uterine fibroids (usual onset late 20s or
early 30s), which may substantially reduce fertility
and the chance of conception. Diagnosis of FH gene
mutations in hereditary multiple leiomyomas may also
have other prognostic significance, in that a subset of
patients may be at risk from developing aggressive type
II papillary renal cell carcinomas.

Understanding the molecular pathology of inher-
ited skin diseases has also changed clinical practice
by allowing the development of newer techniques for
prenatal diagnosis for certain disorders (Figure 26.27).
Over the past 3 decades the techniques used for prena-
tal testing have changed from being heavily reliant on
the analysis of fetal skin biopsy samples acquired dur-
ing the second half of the mid-trimester to the exami-
nation of fetal DNA from first trimester chorionic
villus samples [73]. Advances in fetal medicine have
led to further advances in which the molecular pathol-
ogy of inherited skin diseases can be used to develop
new techniques for prenatal testing. These include
pre-implantation genetic diagnosis and pre-implanta-
tion genetic haplotyping [74]. Further technical
advances are likely to lead to the development of less
invasive forms of fetal screening, such as the analysis
of free fetal DNA in the maternal circulation. Thus,
on many levels, understanding the molecular pathol-
ogy of a wide variety of skin conditions, including
infections, malignant, acquired, and inherited dis-
eases, has given rise to a plethora of new diagnostic
tests that have a broad and significant impact on clini-
cal practice.

NEW MOLECULAR MECHANISMS

AND NOVEL THERAPIES

A detailed understanding of the molecular mechan-
isms of skin pathology is starting to have significant
clinical benefits. New molecular technologies have
the potential to increase diagnostic accuracy and to
provide important prognostic information. New mol-
ecular data also provide a platform to develop novel
biological and cytotoxic drugs as well as monoclonal
antibodies and other specific forms of immunother-
apy. Thus, understanding the molecular pathology of
skin diseases can have important implications that
benefit patients.

Two groups of dermatological diseases that are ben-
efiting from new molecular-based therapies are the
chronic autoinflammatory diseases as well as cutane-
ous T-cell lymphoma. The autoinflammatory diseases
include familial Mediterranean fever, tumor necrosis
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Figure 26.27 Options for prenatal testing for severe inherited skin diseases. (A) Chorionic villus samples taken at 10–
12 weeks; (B) Preimplantation genetic diagnosis, here illustrating single cell extraction from a 72-hour-old embryo; (C) Fetal
skin biopsy performed at 16–22 weeks gestation, here showing the appearances of normal human fetal skin at 18 weeks
(bar ¼ 25 mm).
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Figure 26.26 Impact of molecular diagnostics on clinical management. (A) Clinical appearances of multiple cutaneous
leiomyomas. (B) Light microscopic appearances show a spindle cell tumor within the dermis (bar ¼ 100 mm). (C)
Immunostaining with smooth muscle actin identifies the dermal tumor as a leiomyoma (bar ¼ 100 mm). In patients with
multiple cutaneous leiomyomas and an autosomal dominant family history, detection of fumarate hydratase (FH gene
mutations) may indicate a diagnosis of specific syndromes that can have implications for fertility as well as the risk of
developing rare forms of renal cancer.

Part IV Molecular Pathology of Human Disease

546



factor receptor-associated periodic syndrome, hyper-
immunoglobulinemia D with periodic fever syndrome,
pyogenic arthritis, pyoderma gangrenosum-acne syn-
drome, and 3 cryopyrinopathy syndromes, namely neo-
natal onset multisystem inflammatory disease/chronic
infantile neurologic cutaneous and arthropathy syn-
drome, familial cold autoinflammatory syndrome, and
Muckle-Wells syndrome. These conditions are complex
and clinically difficult to manage. Nevertheless, new
insights into molecular mechanisms are leading to
immediate therapeutic benefits. The cryopyrinopathies
represent a spectrum of diseases associated with muta-
tions in the cold-induced autoinflammatory syndrome
1 (CIAS1) gene that encodes cryopyrin. Cryopyrin and
pyrin (the protein implicated in familial Mediterranean
fever) belong to the family of pyrin domain containing
proteins. Mutations in the gene that encodes for the
CD2 binding protein 1 (CD2BP1), which binds pyrin,
are associated with pyogenic arthritis, pyodermic gang-
renosum, and acne syndrome (OMIM604416). Common
to all these diseases is activation of the interleukin-1b
pathway, and this finding has been translated into
direct benefits for patients. Specifically, the recombi-
nant human interleukin-1 receptor antagonist, Ana-
kinra, has proved to be helpful and in some cases
results in a quick and dramatic treatment for these
chronic autoinflammatory diseases [75]. The CIAS1
gene mutations result in increased cryopyrin activity.
Cryopyrin is expressed in granulocytes, dendritic cells,
B- and T-lymphocytes, and also monocytes and epithe-
lial cells lining the oral and genital tracts. It is part of
a multiprotein complex termed the NALP3 inflamma-
sone which plays an important role in the regulation
of intracellular host defense in response to various sig-
nals such as bacterial toxins. Cryopyrin regulates inter-
leukin-1b production, and therefore, targeting the
receptor represents a fundamental disease-modifying
approach. The clinical response of affected individuals
to Anakinra has been nothing short of remarkable,
with almost immediate cessation of symptoms and
prolonged clinical and biochemical improvements.
Although the autoinflammatory diseases are rare disor-
ders, this therapeutic approach represents one of the
most selective and specific immunologic interventions
and reveals the considerable impact of understanding
the detailed molecular pathology to clinical manage-
ment, particularly in reducing use of other immuno-
suppressive therapies, such as oral corticosteroids,
which lack the target specificity.

Management of the cutaneous T-cell lymphomas is
also set to improve following a more detailed under-
standing of the molecular pathology of these disorders
(Figure 26.28) [76]. The most common forms of cuta-
neous T-cell lymphoma are mycosis fungoides and
Sézary syndrome. Mycosis fungoides usually presents
in a skin with erythematous patches, plaques, and
sometimes tumors. Sézary syndrome is a triad of
generalized erythroderma, lymphadenopathy, and the
presence of circulating malignant T-cells with cerebri-
form nuclei (known as Sézary cells). Recent studies
have identified a number of changes in various tumor
suppressor and apoptosis-related genes in patients
with mycosis fungoides and Sézary syndrome. These

include Nav3, Fas ligand, Fas, JunB, p16 (INK4a),
p15 (INK4b), p14 (ARF), PTEN, p53, and HLA-G
[77,78]. Discovery of specific gene abnormalities and
patterns of altered gene expression have diagnostic
and prognostic value but also offer new insight into
developing treatments that transform a malignant dis-
ease into a less aggressive chronic illness. The patho-
genesis of mycosis fungoides and Sézary syndrome is
unclear, but may include chronic antigen stimulation
from skin-associated microbes, such as Staphylococcus
aureus or Chlamydia species. Affected patients also have
a higher frequency of specific HLA Class II alleles, lend-
ing support to the antigen stimulation hypothesis.
Viruses such as human T-cell lymphotrophic virus-1,
cytomegalovirus, and Epstein-Barr virus have also been
implicated. With respect to treatment, there are accu-
mulating data regarding specific immune and genetic
abnormalities in these diseases that might lead to new
therapies that block the trafficking or proliferation of
malignant T-cells. Of note, immunophenotyping sug-
gests that mycosis fungoides and possibly Sézary cells
are derived from CLA-positive effector memory cells.
The malignant cells demonstrate altered cytokine pro-
files with IL-7 and IL-18 being upregulated in the
plasma and skin of affected individuals. Loss of T-cell
diversity is also a feature of these conditions, and anti-
gen-presenting dendritic cells can have an important
role in the pathogenesis of the disorders, especially in
maintaining the survival of proliferating malignant
T-cells. Specific chemokine receptors are associated with
mycosis fungoides and Sézary syndrome, and these are
directly relevant to skin tropism of malignant T-cells.

Given these abnormalities, new treatments are being
developed that go beyond current combinations of
nitrogen mustard, corticosteroids, and radiotherapy.
The overproduction of Th-2 cytokines suggests that
cytokines which promote a Th-1 phenotype might be
clinically useful. Indeed, interleukin-12 has shown clini-
cal benefit. Interleukin-12 is a Th-1-promoting cytokine
synthesized by phagocytic cells and antigen-presenting
cells. It enhances cytolytic T-cell and natural killer cell
functions and is necessary for interferon-g production
by activated T-cells. Recombinant IFN-a and IFN-g can
also shift the balance from a Th-2 toward a Th-1 pheno-
type and may have clinical relevance.

Other approaches using antibodies to CD4 (Zanoli-
mumab) and CD52 (Alemtuzumab) also broadly target
T-cells and may help in relieving certain symptoms such
as erythroderma and pruritus in Sézary syndrome
[79,80] although the immunosuppression may result
in complications such as Mycobacterium and herpes sim-
plex infections [81]. Vaccine therapy for mycosis fun-
goides and Sézary syndrome is another intriguing but
somewhat preliminary approach [82]. This is due to
the scarcity of target antigens, but identifying T-cell
receptor sequencesexpressedbymalignant lymphocytes
should be technically feasible and may provide targets
for immunotherapy. In similar fashion, loading autolo-
gous dendritic cells with tumor cells treated with Th-1-
priming cytokines is another approach. Vaccination of
patients with mimotopes (such as synthetic peptides
that stimulate antitumor CDA-positive T-cells) is also a
promising clinical option. Specific molecular targeting
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can also be attempted using histone deacetylase inhibi-
tors such as Depsipeptide and Verinostat. These drugs
induce growth arrest in conjunction with cell differenti-
ation and apoptosis and have been shown to improve
erythroderma and pruritus and to reduce the number
of circulating Sézary cells in some patients with Sézary
syndrome. Drugs such as Imiquimod, a toll-like recep-
tor agonist, can also benefit cutaneous T-cell lym-
phoma by inducing IFN-a. Other toll-like receptor
agonists may have clinical utility, such as TLR9, which
recognizes unmethylated CpG-containing nucleotide
motifs that are present in most bacteria and DNA
viruses. Treatment with CpG oligodeoxynucleotides
leads to plasmacytoid dendritic cell upregulation of
co-stimulatory molecules and migratory receptors that
subsequently generate type 1 interferons and promote
a strong Th-1 immune response and enhance cellular
immunity. These drugs may therefore represent a use-
ful adjuvant in immunotherapy or addition to cyto-
toxic drugs.

Another approved drug for use in cutaneous T-cell
lymphoma is Bexarotene [83]. This is a retinoid that
modulates gene expression through selective binding
to retinoid receptors. These receptors form either
homodimers or heterodimers with other nuclear recep-
tors that then act as transcription factors. Bexarotene
therapy may also be combined with new treatments
such as Denileukin diftitox, which is a fusion molecule
containing the IL-2 receptor binding domain and the
catalytically active fragment of diphtheria toxin [84].
This targets the high-affinity IL-2 receptor present on
activated T- and B-cells. A newer compound which
probably works by the same mechanism is anti-Tac
(Fv)-PE38 (LMB-2), which is an anti-CD25 recombinant
immunotoxin [85]. Another molecular therapy that is
currently in clinical practice is extra-corporeal photoche-
motherapy, a form of light treatment in which leukocytes
are treated with psoralen and exposed to UVA light as
they pass through a narrow chamber ex vivo. The precise
mechanism of therapeutic benefit is unclear, but it is
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Figure 26.28 Roles for chemokine receptors and possible therapeutic manipulation in cutaneous T-cell lymphoma.
Chemokine receptors may have important roles in enabling malignant T-cells to enter and survive in the skin. (1) Homing:
Activation of T-cell integrins permits T-cell adhesion to endothelial cells in the skin and subsequent binding to extracellular
matrix proteins. T-cells can then migrate along a gradient of chemokines, e.g., CCL17 and CCL27 to the epidermis. (2)
Activation: chemokine receptors allow T-cells to interact with dendritic cells such as Langerhans cells, leading to T-cell
activation and release of inflammatory cytokines. (3) Inhibition of apoptosis: chemokine receptor engagement can lead to
upregulation of PI3K and AKT, which are prosurvival kinases. T-cells can therefore survive and proliferate in the skin. (4)
Chemokine-antigen fusion proteins can be used to target tumor antigens from cutaneous T-cell lymphoma cells to CCR6þ
presenting dendritic cells that can stimulate host antitumor immunity. (5) Chemokine toxin molecules can also target specific
chemokine receptors found on cutaneous T-cell lymphoma cells to mediate direct killing. (Based on an original figure
published by [76]).
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thought that psoralen-treated malignant T-cells exposed
to light selectively undergo apoptosis and are then
engulfed by dendritic cells upon re-infusion in patients.
The antigen load of dendritic cells might then trigger a
host response against the malignant T-cells, as well as
potentially inducing tolerance via the induction of anti-
gen-specific T-regulatory cells. This therapy may there-
fore trigger vaccine-like effects and induce T-regulatory
cells that blunt proliferation of malignant T-cells.

Overall, these new insights into the pathophysiology
of cutaneous T-cell lymphoma are providing opportu-
nities to therapeutically target specific aspects of the
molecular pathology. These approaches, in which
more selective therapy is the goal, are starting to have
benefits for patients that result in better survival and
fewer side effects.
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ANATOMY OF THE CENTRAL NERVOUS

SYSTEM

The central nervous system(CNS) is composedof cellular
components organized in a complex structure that is
unlike other organ systems. Broadly, its cellular compo-
nents can be divided into neuroepithelial andmesenchy-
mal elements. Neuroepithelial elements derive from the
primitive neural tube and include neurons and glia.
The mesenchymal elements include blood vessels and
microglia. Microglia are a bone marrow-derived popula-
tion of scavenger cells that play a central role in CNS
inflammation. At the macroscopic level, the parenchyma
of the CNS can be categorized into 2 structurally and
functionally unique components: gray and white matter.
Graymatter is the location ofmost neurons and is the site
of the integration of neural impulses by neurotransmit-
ters across synapses between neurons. Whitematter func-
tions to conduct these impulses efficiently and quickly
between neurons in different gray matter regions.

Microscopic Anatomy

Gray Matter

Macroscopically, gray matter forms a ribbon of cortex in
the human cerebrum and cerebellum as well as themass
of the deep nuclei. Microscopically, it is composed of
cells forming and embedded in a finely interdigitating
network of cellular processes. This network, referred
to as neuropil, is sufficiently dense that individual cellu-
lar processes cannot be distinguished. Indeed, under
the microscope, neuropil appears as a homogenous
matrix surrounding neurons and other cells. Because
of this, it was not until 1889 and the work of Santiago
Ramón-y-Cajal that the neuron theory was fully applied
to the brain, 50 years after cellular theory was proposed
by Theodore Schwann [1].

The cellular constituents of gray matter include neu-
rons, glia, endothelium, and perivascular cells of blood
vessels and microglia (Figure 27.1). Neurons are the
electrically active cells of the brain. A neuron is com-
posed of slender branching dendrites on which other
neurons synapse and propagate action potentials, a body
or soma where the metabolic and synthetic processes
of the neuron are orchestrated, an axonal hillock where
electrochemical impulses are integrated, an axon along
which the integrated electrochemical impulse is con-
ducted, and an axonal terminal where the electrochemi-
cal signal is passed to another neuron’s dendrites or an
effector cell across a synapse. The soma of neurons is eas-
ily identifiable by routine histologic stains. Neurons have
generally round nuclei with a prominent nucleolus
and open chromatin. The cytoplasm of neurons is
remarkable in that it generally contains abundant rough
endoplasmic reticulum called Nissl substance that is
demonstrable by numerous histologic techniques. Loss
of Nissl substance is a sign of early neuronal injury and
is seen in a variety of conditions including axonal tran-
section and hypoxia/ischemia. The neuron’s axons
and dendrites are major components of neuropil.

Neurons require a constant supply of oxygen and
glucose, and even short interruptions can cause neuro-
nal death. Neurons are the most susceptible to most
forms of CNS injury and are the first cells lost to necro-
sis or apoptosis under stressful conditions. Further, for
reasons that are not fully understood, populations of
neurons have differential susceptibilities to different
types of stress. Cells in one region of the hippocampus
may become necrotic in response to hypoxia, while
neurons in other regions are spared; this pattern of
injury may be reversed in hypoglycemia.

Glia, from Latin for glue, form the bulk of the CNS
parenchyma and outnumber neurons on the order of
1000 to 1. The primary glial cell of gray matter is the
star-shaped astrocyte. Astrocytes maintain a variety of
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supportive functions including structure, metabolic
support for neurons, management of cellular waste pro-
ducts, uptake and release of neurotransmitters, regula-
tion of extracellular ion concentration, interactions
with the vasculature including helping to maintain the
blood-brain barrier and responding to injury. Normally,
astrocytes have irregular, potato-shaped nuclei and
numerous fine cellular processes that are indistinct
within the neuropil. In response to noxious stimuli,
astrocytes increase production of their characteristic
intermediate filament, glial fibrillary acidic protein
(GFAP). The astrocyte’s soma swells and becomes prom-
inent. This process is known as gliosis and is analogous
to scar formation outside the CNS. A second population
of glia in gray matter is the oligodendrocytes; these will
be discussed in more detail later under white matter.

Microglia are a population of bone marrow-derived
scavenger cells. Usually unobtrusive, the quiescent
microglia have small rod-shaped nuclei and inapparent
cytoplasm. Ramified (quiescent) microglia do not
express major histocompatibility complex (MHC) I/II

antigens, unlike other scavenger cells. However, in
response to injury, microglia replicate and migrate.
They produce MHC I/II antigen, activate inflammatory
and cytotoxic signaling, and can phagocytize material
and process it for antigen presentation to T-cells.

White Matter

White matter is composed of numerous axonal pro-
cesses (from neurons whose bodies reside in gray
matter), glia, blood vessels, andmicroglia (Figure 27.2).
The axons are insulated in segments by layers of myelin,
and this insulation allows more rapid and efficient con-
duction of electrochemical signals along the axon. Mye-
lin is composed of concentric proteolipid membranes
which are extensions of cytoplasmic processes of the pri-
mary glia of white matter, the oligodendrocyte. Oligo-
dendrocytes have small round nuclei with condensed
chromatin and indistinct cytoplasm. A single oligoden-
drocyte myelinates numerous passing axons. Because
oligodendrocytes are responsible for the maintenance
of a large amount of myelin, they have relatively high
metabolic demands and are consequently relatively sen-
sitive to injury compared to other white matter ele-
ments. Injury to oligodendrocytes causes local loss of
myelin; this is discussed further in the section on demy-
elination. Astrocytes andmicroglia are minority popula-
tions within white matter and are less sensitive to injury
than oligodendrocytes. Tissue response to noxious sti-
muli is mediated through astrocytic gliosis and micro-
glial activation as in gray matter.

A B

Figure 27.1 (A) Schematic of the microanatomy of gray
matter, (B) Photomicrograph of the microanatomy of
gray matter. (A). A neuron (N) contains a prominent nucleus
with open chromatin, a conspicuous nucleolus and cytoplasmic
Nissl substance that is composed of abundant rough
endoplasmic reticulum. The neuron elaborates numerous
apical and lateral dendrites that are decorated with many
receptors. Electrochemical impulses are generated at dendrites
and integrated across the neuron’s body at the axonal hillock
(h) and transmitted along the axon (a1). Oligodendrocytes (O)
envelop the axon within a segmented myelin (m) sheath
allowing more rapid and efficient conduction of impulses. An
endothelial cell (E) forms a small capillary space surrounded by
a resting microglial cell (M). A nearby astrocyte (*) has
numerous cytoplasmic processes, some of which rest foot
processes (f) on the vessel, helping to maintain the blood-brain
barrier. An axon (a2) from a distant neuron forms an axonal
terminal (t) on a dendrite of the pictured neuron, forming a
synapse and releasing neurotransmitters to the receptors on
the dendrite. (B). Section of frontal cortex stained with
hematoxylin and eosin (H&E) and Luxol fast blue (LFB).

A B

Figure 27.2 (A) Schematic of the microanatomy of
white matter, (B) Photomicrograph of the microanatomy of
white matter (H&E/LFB). Numerous axons (a) from distant
neurons pass through white matter conducting nerve impulses.
Oligodendroglia (O) are the most common cells and myelinate
many adjacent segments of passing axons. The insulating
myelin (m) allows rapid and efficient conduction of nerve
impulses. Oligodendrocytes have high metabolic needs, and
endothelium (E) form numerous capillaries. In the absence of
disease, astrocytes (*) and microglia (M) are inconspicuous.
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Cerebrospinal Fluid and the Ventricular System

Within the brain there are interconnected fluid-filled
chambers called ventricles. The ventricles are lined
by specialized glial cells called ependyma. The ependy-
mal cells form a membrane with tight junctions
between cells and microvilli on their apical membrane.
The ventricles are filled with cerebrospinal fluid
(CSF). Most CSF is produced by a specialized organ
within the ventricles called the choroid plexus. The
choroid plexus is a network of large capillaries and glia
with a specialized epithelial lining. The vessels of the
choroid plexus contain fenestrations and produce
the CSF filtrate through active ion secretion and pas-
sive water flow. The epithelial cells have apical micro-
villi and cilia and, along with the ependyma, gently
push the CSF through the ventricular system. CSF exits
the brain through apertures between the base of the
cerebellum and brainstem, filling a compartment sur-
rounding the brain known as the arachnoid. CSF
surrounding the brain acts as a cushion for the brain
and spinal cord. CSF is taken back up into the venous
circulation, and the entire volume of CSF (�150 ml)
turns over 4 to 5 times a day.

Gross Anatomy

The CNS can be divided into a number of anatomic
regions, each with specific neurologic or cognitive func-
tions. Disease or damage to these regions produces neu-
rologic or cognitive deficits that correlate with the
anatomic location and extent of disease. There are sev-
eral ways to divide these structures. The main divisions
are the cerebrum, cerebellum, brainstem, and spinal
cord. The cerebrum is covered by a folded layer of gray
matter called the cortex and is generally believed to be

the location of conscious thought. The folding allows
greater surface area to fit within the confines of the skull.
The folds themselves are called gyri and are characteristic
of normal cortical development in humans. Lesions of
the cortex cause deficits of cognition and conscious
movement or sensation. The cortex can be further
divided into lobes which subserve different cognitive
domains or neurologic functions (Figure 27.3).The fron-
tal lobes anteriorly are involved in executive function
(self-control, planning) and personality. Damage to this
region produces personality changes and socially inap-
propriate behavior. Posteriorly, the frontal lobe houses
the primarymotor cortex which controls voluntarymove-
ment for the opposite side (contralateral) of the body.
Damage causes contralateral weakness or paralysis. The
parietal lobe contains the primary sensory cortex for
the contralateral half of the body, and damage causes
anesthesia and neglect. The temporal lobe is involved
in the conscious processing of sound, but also contains
the hippocampus that is integral to the formation of
new memories. Damage to the hippocampus produces
memory dysfunction, and in cases where both hippo-
campi are damaged, severe anterograde amnesia
wherein the unfortunate individual is incapable of form-
ing new memories. The occipital lobe contains the pri-
mary visual cortex for the field of vision on the opposite
side of the body, and damage causes partial or complete
loss of conscious perception of visual stimuli. The white
matter underlying and connecting these cortical regions
may also be damaged andproduces deficits related to the
regions connected. The cerebrum also contains deeply
situated gray matter nuclei. The most often implicated
of these in disease are the basal ganglia (Figure 27.4).
These nuclei form important inhibitory circuits on the
cerebrum, and disease causes movement disorders and
well as disorders of cognition.
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Figure 27.3 Lateral view of the central nervous system.
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The cerebellum is involved in coordination and
balance. The brainstem has 3 primary functional
domains. First, it contains white matter tracks that con-
nect the cerebrum to the spinal cord and carries infor-
mation between these 2 structures. Second, numerous
autonomic functions are coordinated by nuclei within
the brainstem that serve as integrative centers. Third,
the cranial nerve nuclei reside in the brainstem which
control motor function of the head and neck and
receive sensory input from these same structures. The
spinal cord is primarily involved in the transmission
of nerve impulses to and from the peripheral nervous
system along its abundant white matter tracks, but it
also contains central gray matter nuclei that regulate
autonomic functions and reflexes.

Summary

The anatomy of the CNS is complex. The correlation
between structure and function illuminates an under-
lying order. Knowledge of the location or cellular tar-
get of injury can give great insight into the deficits
present and vice versa.

NEURODEVELOPMENTAL DISORDERS

Developmental neuropathology encompasses a broad
variety of cerebral malformations and functional
impairments caused by disturbances of brain develop-
ment, manifesting during ages from the embryonic
period through adolescence and young adulthood.

The neurologic and psychiatric manifestations of neu-
rodevelopmental disorders range widely depending on
the affected neural systems and include such diverse
manifestations as epilepsy, mental retardation, cere-
bral palsy, breathing disorders, ataxia, autism, and
schizophrenia. In terms of morbidity and mortality,
the spectrum is extremely broad: the mildest neuro-
developmental disorders can be asymptomatic, while
the worst malformations often lead to intrauterine
or neonatal demise. This section will focus on genetic
disorders of brain development, caused by mutations
of gene loci or chromosomal regions with important
neurodevelopmental functions. Excluded from consid-
eration here are other categories of developmental
neuropathology caused by general metabolic disorders
(such as storage diseases and amino acidopathies), dis-
ruptions (amniotic web disruption sequence), environ-
mental insults (hypoxia-ischemia or toxic exposure),
infection, and neoplasia. More extensive coverage of
these categories can be found in other specialized texts,
some of which are listed at the end of this chapter.

Current systems for classifying neurodevelopmental
malformations emphasize the underlying developmen-
tal processes that are perturbed. Recent advances in
human genetics and developmental neurobiology have
largely substantiated this practical approach, but at the
same time have also demonstrated that even single
gene mutations (as well as chromosomal alterations)
rarely affect one single mechanism in development.
Rather, single genes or chromosomal loci often have
pleiotropic effects, controlling multiple aspects of
brain development. Conversely, each developmental
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Figure 27.4 Coronal section of cerebrum through the deep gray matter nuclei.
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process is controlled by multiple genes. Accordingly,
mutations in one gene may cause several different mal-
formations, and the same malformation may be caused
by many different genes or other etiologies. Holopro-
sencephaly, for example, can be caused by mutations
in several genes or by toxic exposure [4]. Further com-
plications arise from the modifying effects of genetic
background, mosaicism, X chromosome inactivation,
and epigenetic effects (imprinting). In practical terms,
this means that many neurodevelopmental disorders
are genetically heterogeneous and may require addi-
tional tests (karyotyping, array hybridization, sequenc-
ing) along with family history to gain a clear
understanding of the disease.

To understand the pathogenesis of neurodevelop-
mental disorders, one must first acquire at least a rudi-
mentary knowledge of brain and spinal cord
development, including underlying cellular mechan-
isms and interactions. A brief review of processes high-
lighting recent progress will be the starting point for
subsequent consideration of selected specific brain
malformations.

Gastrulation and Neurulation: Neural
Tube Defects

Development of the brain and spinal cord begins with
gastrulation, when the neural plate forms and dif-
ferentiates into distinct regional subdivisions along
the rostrocaudal and mediolateral axes. As morpho-
genesis continues, the processes of neurogenesis, glio-
genesis, synaptogenesis, and myelination are initiated
sequentially, and these processes then continue con-
currently with broad overlap. Brain development is
mostly complete by the end of adolescence, although
neurogenesis continues at decreasing levels in the hip-
pocampus and olfactory system throughout adulthood.
In this sense, brain development continues until
death.

Organizing the Central Nervous System: Signaling
Centers and Regional Patterning

The central nervous system begins as the neural plate,
which folds along the midline and closes dorsally to
form the neural tube. From its formation, the neural
plate is patterned along the rostrocaudal and medio-
lateral axes in a grid-like fashion by gradients and
boundaries of gene expression. HOX genes, for exam-
ple, are differentially expressed along the rostrocaudal
axis and play an important role in specifying segmen-
tal organization of the spinal cord and hindbrain.
Such differences of gene expression are programmed
by both the intrinsic developmental history of each
region, and by extracellular factors produced in signaling
centers that define positional information through inter-
actions with developing neural tissue. Gene expression
gradients, compartments, boundaries, and signaling cen-
ters continue to be important throughout the embryonic
period until each brain subdivision has been generated
and acquired its specific identity.

Neural Tube Closure and Wnt-PCP Signaling

Neural tube closure is a key early event in brain and
spinal cord development, in which the planar epithe-
lium of the neural plate folds at the midline along
the anteroposterior axis, and the lateral edges of the
neural plate move dorsally, contact each other, and
fuse dorsally to form the neural tube (Figure 27.5).
Dorsal fusion first occurs in the region of the cervical
spinal cord primordium, followed by separate closure
events at midbrain and rostral telencephalic points.
The exact location and number of dorsal fusion events
varies between and within species. From each of these
sites, fusion proceeds rostrally and caudally in a zipper-
like mode until closure is complete (primary neurula-
tion) from the rostral end (anterior neuropore) to
the caudal (posterior neuropore). Interestingly, this
mode of primary neural tube closure does not quite
extend the full caudal length of the spinal cord, but
ends around the lumbosacral region. More caudal
regions (mainly sacral) appear to develop by a distinct
mechanism involving cavitation of the caudal emi-
nence (tail bud) mesenchyme, known as secondary
neurulation. A schematic of this process is shown in
Figure 27.6.

Primary neurulation depends on deformation of the
neural plate due to convergent extension, a process of
cell migration within the plane of the neuroepithelium.
At themolecular level, convergent extension utilizes the
Wnt-planar cell polarity (Wnt-PCP) signaling pathway
for cell adhesion and polarity. Many details remain to
be elucidated, but this pathway is essential for cells to
distinguishmediolateral and anteroposterior directions

Ectoderm

Notochord

Neural “roof” plate

Floor plate

Neural crest

Hinge region

Figure 27.5 Neural tube formation. In cross-section, the
neural tube first derives from a planar (two-dimensional)
epithelium with mediolateral organization and transforms to
a tubular (three-dimensional) with both mediolateral and
dorsoventral axes.
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within the neuroepithelium, and thus migrate in the
correct directions. Studies of mutant mouse strains,
notably loop-tail (Lp), have shown that mutations of sev-
eralWnt-PCP genes (such as Vangl2 inLp) cause cranior-
achischisis, a severe form of open neural tube defect
extending from brain to spinal cord.

The incidence of neural tube defects (NTD) has
recently declined in developed countries due to dietary
supplementation with folate, but the molecular mech-
anism of this effect remains unknown. Polymorphisms
in enzyme genes involved in folate metabolism are
known to confer risk for NTD. One polymorphism of
5,10-methylene tetrahydrofolate reductase (MTHFR)
is thermolabile and, if present in fetus or mother,
confers increased risk of NTD. Environmental and
toxic exposures have also been implicated in the path-
ogenesis of NTD. A large number of physical agents
ranging from X-irradiation to alcohol to folate antago-
nists have been associated with NTD in epidemiologic
studies and can cause NTD in animal models. Maternal
health status, including diabetes, obesity, infections,
and toxic exposures, also is associated with NTD in
humans [6].

Importantly, the process of neurulation transforms
the axes of the developing CNS neuroepithelium from
a planar to a tubular coordinate system. The planar
(two-dimensional) neural plate is defined by rostrocau-
dal and mediolateral axes, while the tubular (three-
dimensional) neural tube is defined by rostrocaudal,
mediolateral, and dorsoventral axes. During this reor-
ganization process, the lateral edge of the neural plate
becomes the dorsal midline (roof plate) of the neural

tube, and the medial edge (midline) of the neural
plate becomes the ventral midline (floor plate) of the
neural tube (Figure 27.5). The new axes become the
substrate for further patterning and remain important
throughout later development, although additional
axial transformations occur locally in the developing
brain.

Finally, neural tube closure is essential for subse-
quent development of posterior tissues including the
vertebral arches and cranial vault, paraspinal muscles,
and posterior skin of the head and back. In some
cases, neural tube closure proceeds normally, but the
overlying skin and mesodermal structures fail to cover
the posterior neural tube. It is unknown whether these
malformations (such as encephalocele, myelocele, and
sacral agenesis) are caused by primary defects of neu-
ral tube closure (as frequently assumed in the neuro-
pathology literature) or mesodermal and ectodermal
development.

Human Neural Tube Defects

The most severe neural tube defect, characterized by
the complete failure of neural tube closure along the
entire craniospinal axis, is called craniorachischisis
(Figure 27.7A). This lethal malformation corresponds
to the severe form of neural tube defect found in
Lp mice, described previously, and is probably caused
by defects of Wnt-PCP signaling during convergent
extension. Closure defects limited to the cranial
region result in anencephaly, a severe, lethal defect
(Figure 27.7B). In anencephaly, extensive destruction

Figure 27.6 Simplified schematic of the sequence of neural tube fusion. After the neural tube begins closure from
rostral and posterior cerebral sites, closure propagates anteriorly and posteriorly. The locations of the neuropores are
potential sites for defects of neural tube closures. Although 2 initiation sites of primary neural tube fusion are shown here,
this has not been rigorously proven in humans, and other mammals may have more initiation sites. Adapted from [6].
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of the brain tissue is secondary to direct exposure to
amniotic fluid: initially, the cerebral tissue proliferates
and grows outside the surrounding skull base, a tran-
sient stage known as exencephaly. The most common
human neural tube defects are limited to the lumbosa-
cral region, sites of posterior neuropore closure and
secondary neurulation. Typically, the spinal tissue has
a ragged interface with mesodermal and ectodermal
derivatives and is exposed externally. This appearance
is called myelomeningocele (Figure 27.7C), some-
what erroneously because there is usually no cele
or closed sac. Less often, malformations with a
closed skin surface and sac are also seen. In the great
majority of cases, lumbosacral myelomeningocele is
accompanied by a malformation of the midbrain,
hindbrain, and skull base known as Chiari type II
malformation, historically called the Arnold-Chiari
malformation (Figure 27.7C).

Rostrocaudal and Dorsoventral Patterning of
the Neural Tube: Holoprosencephaly

A program of segmental, compartmentalized gene
expression begins to define rostrocaudal subdivisions
of the CNS during neural plate stages, and this process
accelerates with neurulation. Morphologically, the spi-
nal cord is partitioned into cervical, thoracic, lumbar,
and sacral segments associated with mesodermal
somites. Morphological development of the brain is
more complicated (Figure 27.8), as it is initially
divided into 3 vesicles (prosencephalon/forebrain,
mesencephalon/midbrain, rhombencephalon/hind-
brain), and then further subdivided into 5 vesicles
(telencephalon, diencephalon, mesencephalon, met-
encephalon, myelencephalon). Key molecular players
in spinal and hindbrain segmentation are the HOX
genes, which encode transcription factors expressed
in nested patterns. The HOX gene family and their
functions are highly conserved in evolution: their roles
in rostrocaudal segmentation were initially discovered
in the fruit fly, Drosophila melanogaster, and have been
confirmed in other vertebrate and invertebrate spe-
cies. More rostral segments of the CNS (forebrain
and midbrain) also show segment-like subdivisions
and nested gene expression patterns, but HOX genes
are not involved. Instead, these brain areas are pat-
terned by distantly related transcription factors with
homologous DNA-binding domains (homeobox),
along with other families of transcription factors,
expressed in complex tissue patterns that interact with
several signaling centers in the embryonic brain. The
latter include the isthmus at the midbrain-hindbrain
junction and the zona limitans intrathalamica at the
junction of rostral and caudal thalamic subdivisions.

Concurrently with rostrocaudal segmentation, the
neural tube is patterned along the dorsoventral axis
by a different set of molecules and signaling centers.
Important ventral signaling centers include the noto-
chord (primordium of vertebral body nucleus pulpo-
sus), a mesodermal structure located ventral to the
spinal cord and hindbrain; the prechordal plate
mesendoderm, located ventral to the forebrain and
midbrain; and the floor plate of the neural tube, a
specialized neuroepithelial structure in the ventral
midline of spinal cord and brain. All three of these
ventral signaling centers produce Sonic hedgehog
(Shh), a small, post-translationally modified, secreted
protein with potent ventralizing activity on neural
structures. The key dorsal signaling center is the roof
plate, a specialized neuroepithelial structure in the
dorsal midline that ultimately develops into choroid
plexus. The roof plate, characterized by high-level
expression of ZIC genes, produces secreted morpho-
gens belonging to the bone morphogenetic protein
(BMP) and Wnt families, with potent dorsalizing activ-
ity. The balance of antagonistic ventralizing and dorsa-
lizing signals patterns the neural tube into basal and
alar subdivisions associated with motor and sensory
pathways, respectively. Accordingly, the ventral spinal
primordium generates motor neurons, while the

Figure 27.7 Neural tube defects. (A) Craniorachischisis.
(B) Anencephaly. (C) Myelomeningocele with Chiari type II
malformation. The spinal cord with open lumbosacral
myelomeningocele is shown at left; the medial view of brain
with hydrocephalus, tectal beaking, and herniation of the
medulla over the spinal cord is shown at right.
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dorsal spinal primordium generates sensory relay neu-
rons. Sensory and motor distinctions become more
subtle in the midbrain and forebrain. For example,
most of the forebrain is composed of alar (sensory)
plate neuroepithelium, including such ventral (ana-
tomically speaking) structures as the neural retina
and optic pathways. In contrast, the neurohypophysis
(ventral hypothalamus) may be considered a motor
pathway, inasmuch as hormone-producing neurons
generate somatic responses and behaviors.

Holoprosencephaly

The best characterized and most common defect of
dorsoventral patterning in humans is holoprosence-
phaly, defined as complete or partial failure of cere-
bral hemispheric separation. Holoprosencephaly
exhibits a spectrum of severity. The mildest forms
(lobar holoprosencephaly) show some development
of the interhemispheric fissure with continuity of
cortex across the midline. Forms with intermediate
severity (semilobar holoprosencephaly) show partial
development of the interhemispheric fissure, and
severe forms (alobar holoprosencephaly) show com-
plete absence of the interhemispheric fissure, with a
single forebrain ventricle (Figure 27.9). The defective
midline structures in holoprosencephaly result from
abnormalities of ventral or dorsal patterning mole-
cules, including Shh and Zic2. Dorsoventral patterning
is essential for differential proliferation and apoptosis

of dorsal midline and ventrolateral forebrain struc-
tures, the essential underlying mechanisms of hemi-
spheric separation. Overall proliferation is severely
reduced in holoprosencephaly, and the brain is invari-
ably small.

Signaling Centers and Transcription Factor
Gradients in the Cerebral Cortex:
Thanatophoric Dysplasia

Because of its significance for human cognition and
awareness, cerebral cortex development has been a
subject of great interest in basic research and the find-
ings serve as a paradigm for mechanisms of regional
patterning. The cerebral cortex develops as a dorsal
outpouching of the alar plate, with midline separation
into right and left hemispheres. Early in cortical devel-
opment, the cleavage of telencephalon into right and
left hemispheres depends on dorsoventral pattern-
ing, such that proliferation is initially enhanced in lat-
eral cortical regions (away from the dorsal and ventral
midline), while apoptosis is enhanced in the dorsal
midline (roof plate). Differential growth of the telen-
cephalic roof plate (slow) and lateral telencephalon
(rapid) causes growth of the hemispheric neuroe-
pithelium accompanied by relative reduction of the
dorsal midline, leading to formation of the interhemi-
spheric fissure. Accordingly, defective dorsal or ventral
patterning (due to mutations in SHH, ZIC2, and other
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Figure 27.8 Segmentation and cleavage of the developing brain. (A) After fusion of the neural tube, the anterior-most
portion forms swellings that will become the cerebrum (diencephalon), the midbrain (mesencephalon), and hindbrain
(rhombencephalon). (B) Following this, proliferation of the cortical neuroepithelium forms telecephalic vesicles and will
become the majority of the brain’s paired hemispheres, and the rhombencephalon divides into the metencephalon and
myelencephalon, which will become the pons and cerebellum and medulla, respectively.
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genes) results in a failure of separation between the
hemispheres.

Even as the cerebral hemispheres begin to sepa-
rate, patterning of the cortical areas within each
hemisphere is already being initiated along the ros-
trocaudal and mediolateral axes, through the elabo-
ration of additional signaling centers, and their
production of secreted morphogens. Principal signal-
ing centers that pattern the cerebral cortex include
the commissural plate (rostral signaling center),
cortical hem (dorsomedial signaling center), and
cortical antihem (ventrolateral signaling center).
These signaling centers, located at edges of the corti-
cal neuroepithelium, secrete morphogens that regu-
late regional growth and identity along diffusion
gradients that, by differential activation of receptors,
encode positional information in the cortical neuroe-
pithelium. The commissural plate, for example, pro-
duces fibroblast growth factor-8 (FGF-8), which
specifies frontal lobe identity near the FGF-8 source,
and parietal lobe more distally. Remarkably, ectopic
expression of FGF-8 in caudal regions of embryonic
mouse cortex induces the formation of a duplicate,
mirror-image frontoparietal cortex (as indicated by
molecular and cytoarchitectonic markers) at the occip-
ital pole. The cortical hem, located at the medial edge

of embryonic cortex, produces Wnt and BMP family
molecules that specify hippocampus, medial temporal,
and medial parietal cortex.

Animal research indicates that FGF-8, Wnt family
members, and other signaling molecules specify corti-
cal arealization by inducing the expression of develop-
mental transcription factors in progenitor cells, even
before most cortical neurons are produced. Gradients
of EMX1, PAX6, COUP-TF1, and other transcription
factor gene expression have been detected along ros-
trocaudal and mediolateral axes in rodents and appear
to create a molecular coordinate system in which corti-
cal areas are determined by a combinatorial code of
transcription factor expression. Some transcription
factors (such as PAX6) control both regional identity
and growth of cortical areas, thus coordinating these
processes. Other transcription factors seem to regulate
either identity or growth preferentially. The distinct
roles of different signaling molecules and transcrip-
tion factors provide tremendous flexibility in deter-
mining not only the overall size of cerebral cortex,
but also the relative size of sensory, motor, and multi-
modal specific areas.

These findings suggest that the size of human cor-
tical areas may depend on the interplay of signaling
centers and transcription factor gradients during
embryonic development. This would further imply
that aspects of mature human cognitive abilities may
be determined by small variations of patterning signals
during cortical development. According to this model,
the unusual gyral pattern of Albert Einstein’s parietal
cortex, thought to possibly explain his mathematical
gifts, could have arisen by gene interactions or devel-
opmental noise during the first trimester of intrauter-
ine development!

Thanatophoric Dysplasia

FGF signaling plays a major role in regulating cortical
arealization and proliferation. FGF receptor 3 (FGFR3)
is one of four tyrosine kinase receptors for FGF signal-
ing and is highly expressed in the embryonic cerebral
cortex in a high caudal–low rostral gradient. Constitu-
tive activating mutations of FGFR3 have been linked
to thanatophoric dysplasia, a severe form of achon-
droplastic dwarfism in which the brain is enlarged
and exhibits aberrant, prematurely forming sulci in
temporal and occipital lobes (Figure 27.10). The corti-
cal surface area and overall mass are also markedly
increased in thanatophoric dysplasia, illustrating the
coordinate regulation of cortical surface area growth
and areal patterning even in a pathological condition.

Compartmentalization of Embryonic
Neurogenesis

Mature brain and spinal regions contain a mixture of
excitatory and inhibitory cell types that utilize different
neurotransmitters. The principal excitatory neurotrans-
mitter at central synapses is L-glutamate, and the princi-
pal inhibitory neurotransmitter is g-aminobutyric acid

Figure 27.9 Alobar holoprosencephaly in a 23-week
gestational age fetus. (A) Anterior view: the single “holo-
sphere” exhibits shallow sulci but no deep interhemispheric
fissure. (B) Posterior view: cortex is continuous across the
midline and the posteriorly open (due to disrupted delicate
membranes) single forebrain ventricle is visible.

Chapter 27 Molecular Pathology: Neuropathology

559



(GABA). Recently, it has been shown that developmen-
tal patterning of the brain and spinal cord plays a funda-
mental role in defining neurotransmitter types at very
early stages, prior to the genesis of postmitotic neurons.
Moreover, it has been shown that many distinct regions
of the developing brain are patterned to produce
either excitatory (glutamatergic) neurons or inhibitory
(GABAergic) neurons. Thus, the production of dif-
ferent types of neurons is compartmentalized, and
mature circuits are assembled by postmitotic neuronal
migrations.

Important examples of compartmentalized neuro-
genesis have been discovered in development of
the cerebral cortex and cerebellum, the two largest
brain structures in humans. In the cerebral cortex, it
has been shown that glutamatergic (pyramidal) cells,
which account for 75%–80% of cortical neurons, are
produced locally within the cortical neuroepithelium.
In contrast, GABAergic interneurons are produced
in subcortical progenitor compartments called the
medial, caudal, and lateral ganglionic eminences that
have long been known as basal ganglia progenitor
regions. The interneurons then migrate long distances
tangentially into the developing cortex and integrate
into the circuitry along with the locally generated glu-
tamatergic neurons. The compartmentalization of
neurogenesis implies that different genes may control
the development of pyramidal cells and interneurons,
and indeed this is the case. In mice, the cortical and
subcortical compartments express different transcrip-
tion factors, including EMX family homeobox genes
and TBR family T-box genes in the cortex, and DLX
family homeobox genes in the subcortical regions.
Mutations of these transcription factors selectively
interfere with the development of the predicted set
of neurons in mice, although this remains to be
confirmed in humans.

In the cerebellum, glutamatergic and GABAergic
neurogenesis are likewise compartmentalized, but in
contrast to cortex, glutamatergic neurons migrate

tangentially and GABAergic neurons migrate radially.
Cerebellar GABAergic neurons (Purkinje cells and
inhibitory interneurons) are produced in the cerebel-
lar ventricular neuroepithelium, while glutamatergic
neurons (deep nuclei projection neurons, granule
cells, and excitatory interneurons) are produced in a
specialized compartment known as the rhombic lip,
which surrounds the roof of the fourth ventricle, and
its derivative, the external granular layer, produced
by progenitor migration from the rhombic lip over
the entire surface of the cerebellar primordium. Tran-
scription factors play a prominent role in defining the
neurogenic regions, such as Ptf1a (also known as cere-
belless), a basic helix-loop-helix (bHLH) transcription
factor, in GABAergic progenitors, and Math1, another
bHLH family transcription factor, in rhombic lip gluta-
matergic progenitors. This view of cerebellar neuro-
genesis has been established in mice but remains to
be confirmed in human brain [5]. No malformations
ascribed specifically to one type of neurotransmitter
differentiation have been described as yet.

Proliferation, Progenitors, and Apoptosis:
Micrencephaly

The overall and relative sizes of the brain and spinal
cord, and their component regions, are determined
in large part by the balance of proliferation by progen-
itor cells, and apoptosis by progenitors and postmitotic
cells. Cell size also plays a significant role in determin-
ing nervous system size. In recent years, there has been
tremendous progress in identifying various types of
progenitor cells that differ in morphology, prolifera-
tive potential, neuronal or glial commitment, and mat-
uration sequences. The analysis of progenitors has
been highly stimulated by the discovery of adult neuro-
genesis and by the explosion of research on stem cells.
Likewise, patterns of apoptosis have also been carefully
examined throughout CNS development and key
molecular regulators identified. Tight control over pro-
liferation and apoptosis is essential not only for deter-
mining brain size, but also for preventing neoplasia.

Both neurogenesis and gliogenesis are functions of
neural progenitor cells that are heterogeneous and,
as a group, undergo progressive maturation and spe-
cialization from early to late stages. Timing has great
significance, as different types of neurons and glia
are produced sequentially according to consistent
timetables. In the cortex, for example, deep-layer neu-
rons are produced first, followed by superficial-layer
neurons, and then glial cells.

Neuroepithelial Cells and Radial Glia

The nervous system begins as a true epithelium, with
apical and basal surfaces that correspond to the ven-
tricular and pial surfaces, respectively. Accordingly,
the earliest progenitor cells, which have elongated
morphology with processes that span the epithelium,
are designated as neuroepithelial cells. Generally, neu-
roepithelial cells are capable of producing neurons,

Figure 27.10 Thanatophoric dysplasia in a midgesta-
tional fetal brain (inferior view). Aberrant, prematurely
formed sulci are present in the medial temporal and occipital
lobes, radiating from the hindbrain and cerebellum (with small
subarachnoid hemorrhage) in a “bear claw” configuration.
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astrocytes, and oligodendrocytes and have virtually
unlimited self-renewal proliferative potential, and thus
qualify as a type of neural stem cells. Neuroepithelial
cells and other neural stem cells express characteristic
markers, such as Nestin (an intermediate filament),
although none of these markers are completely spe-
cific. With further maturation, the progenitors show
evidence of astrocytic differentiation while maintain-
ing their elongated (radial) morphology. These astro-
cyte-like cells are known as radial glia, and they serve
both as progenitors and as a scaffold for the develop-
ing nervous system. Radial glia generally have high
proliferative potential, but heterogeneous properties
of molecular expression and fate commitment (neuro-
genic or gliogenic). Neuroepithelial cells and radial
glia both divide at the apical (ventricular) surface,
which may serve to limit their proliferation as well as
maintain apical-basal polarity of the pseudostratified
neuroepithelium.

Intermediate Neuronal Progenitors

Intermediate neuronal progenitors, also known as tran-
sient amplifying cells, are produced from neuroepithe-
lial cells and radial glia, but unlike them, do not
contact the ventricular or pial surfaces. Instead, they
have short or no processes and divide away from the api-
cal surface; for this reason, they have also been called
basal progenitors. Intermediate neuronal progenitors
have a very limited proliferative potential, amounting
to no more than 1–3 mitotic cycles, perhaps because
they are detached from the ventricular surface and thus
lack the constraints posed by attachment. Intermediate
neuronal progenitors appear to produce only neurons
(not glia), and their molecular and morphologic char-
acteristics vary among brain regions. In the cerebral
cortex, intermediate progenitors specifically express
Tbr2/Eomes, a T-box transcription factor. The role of
intermediate neuronal progenitors appears to be
expansion of neuronal subsets from limited numbers
of neuroepithelial cells or radial glia.

Adult Neurogenesis

Whereas it was long believed that neurogenesis did
not occur in mature animals, studies in experimental
animals and humans have demonstrated that, in fact,
neurogenesis continues at robust levels in two brain
regions: the subgranular zone in the dentate gyrus of
hippocampus, and the subventricular zone adjacent
to striatum. The hippocampal subgranular zone con-
tains Nestin-positive, neural stem-like cells (“like”
because they may not have unlimited self-renewal
capacity) that produce new glutamatergic neurons that
incorporate anatomically and functionally into the
dentate gyrus, presumably to subserve new memory
formation, although the functional impact of adult
hippocampal neurogenesis is still not clear. The stria-
tal subventricular zone likewise contains Nestin-
positive, neural stem-like cells that produce new
GABAergic (and some glutamatergic) neurons, which
migrate along the rostral migratory stream into the

olfactory bulb where they incorporate into its circuitry.
Interestingly, adult neurogenesis involves stages of pro-
genitor maturation and molecular expression that
highly resemble those in embryonic development of
the hippocampus and olfactory bulb.

Gliogenesis

Glial cells include astrocytes, oligodendrocytes, micro-
glia, and possible new types such as NG2-positive cells.
Generally, gliogenesis follows neurogenesis with rela-
tively little temporal overlap. Astrocytes appear to be
produced directly from radial glia, and by continued
division of astrocytes and glial progenitors that main-
tain the potential to proliferate throughout life. In
terms of progenitor lineages and molecular expres-
sion, oligodendroglia in most regions are more closely
related to neurons than to astrocytes. NG2-positive
cells are poorly understood glia with some progenitor
properties that probably are generated concurrently
with other glial types.

Apoptosis

Programmed cell death, or apoptosis, occurs as a nor-
mal and essential part of brain development that func-
tions to eliminate unnecessary, excess progenitors and
neurons. In fact, apoptosis is most active and important
in progenitor compartments. Gene targeting to inacti-
vate (or knockout) genes that are required for apoptosis
in mice causes hyperplasia of some neuroepithelial
regions, especially the developing cerebral cortex. In
mice, the result is a dramatic increase of cortical surface
area with aberrant formation of gyri. Unlike humans,
mice have smooth-surfaced or lissencephalic brains that
normally lack gyri. Apoptosis of postmitotic neurons
also does occur, but at lower levels. Here apoptosis
may cull excess neurons produced at the end of neuro-
genesis that fail to integrate into the CNS circuitry.

Micrencephaly

Small brain size (micrencephaly) is caused by defective
proliferation of cortical progenitors. Commonly, it is
associated with other malformations, such as holopro-
sencephaly and lissencephaly. Less often, it occurs
in the absence of other malformations. This form of
micrencephaly has been linked in some cases to muta-
tions in ASPM, a gene encoding an essential protein
for the mitotic spindle.

Neuronal Migration and Differentiation:
Lissencephaly

Postmitotic Events and Integration
into Neural Circuits

Much evidence suggests that fundamental aspects of
neuronal fate (including positional or laminar fate,
neurotransmitter type, axonal connections, and molec-
ular expression) are determined during the last
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mitotic cycle, when the neuron is produced or born.
Thus, newly generated neurons are born with their
missions already defined. In order to accomplish its
mission, the new neuron must (i) differentiate by
expression of general neuronal genes and neuronal
subtype-specific genes; (ii) migrate to the correct loca-
tion; (iii) grow axons and dendrites and make appro-
priate synaptic connections; (iv) refine connections
with other neural elements according to critical envi-
ronmental stimuli; and (v) acquire glial contacts
(myelination and astrocytic contacts) that enhance
neuronal function.

Neuronal Differentiation

The vast numbers of distinct neuron types in the brain
(numbering in the hundreds) express different combi-
nations of general neuronal genes, as well as neuronal
subtype-specific genes. In the cerebral cortex, for
example, each cortical layer contains multiple distinct
types of glutamatergic (pyramidal) neurons and multi-
ple distinct types of GABAergic (inhibitory) neurons.
In general, the specific properties of each neuron type
are largely specified by the combinatorial and sequen-
tial expression of transcription factors. Initial specifica-
tion of neuronal fates begins in progenitors by the
expression of neurogenic genes, such as Neurogenin1,
a bHLH transcription factor. Following mitosis, a dif-
ferent set of bHLH transcription factors is activated,
belonging to the neuronal differentiation group (such
as Neurod1). Further differentiation into neuronal sub-
types involves other transcription factors belonging to
a great variety of families.

Neuronal Migration

Virtually all new neurons migrate from their sites of
production in progenitor zones, to sites of integration
in postmitotic neural structures. Migrations are
remarkably diverse among various brain regions: they
may traverse relatively short or long distances, may be
mainly radial or tangential or both, and may involve
multiple sequential phases (for instance tangential
followed by radial migration). One example of a
long-range, mainly tangential migration was given previ-
ously, in reference to the migration of interneurons
from subcortical forebrain into the developing cortex.
Indeed, migrations are particularly robust in the cere-
bral cortex and in the cerebellum, and these regions
are hardest hit by mutations that perturb cell migration.

Neuronal migration requires the coordinated activ-
ity of numerous molecules belonging to several cate-
gories. First, the direction of migration is selected by
a leading process with a distal specialization or growth
cone where guidance receptors from a variety of
families may be expressed (such as Eph family tyrosine
kinase receptors). Second, the leading process must
grow in the indicated direction, a process that requires
actin and microtubule cytoskeletal dynamics, as well as
membrane turnover (mediated by endocytic vesicles).
Third, the nucleus must be pulled toward the leading
process by a network of microtubules oriented from

the centrosome. Using these mechanisms, neurons
migrate in a phasic rather than continuous manner,
with repeated cycles of leading process growth and
nuclear translocation. Whereas neuronal migration
appears highly sensitive to disturbances in the underly-
ing cellular machinery, it is also clear that the mechan-
isms of cell migration have a great deal of overlap with
axon guidance (likewise mediated by a growth cone),
membrane recycling, and cellular proliferation. Accord-
ingly, neuronal migration disorders in humans often
display associated abnormalities of axon pathways and
brain growth.

Studies of the genetics of human and murine neuro-
nal migration disorders have led to the identification of
many key molecules guiding or promoting neuronal
migration. In mice, one of the prototypical neuronal
migration disorders was found in the spontaneous
mutant strain reeler, in which the cerebral cortex and cer-
ebellum show severe abnormalities of cellular organiza-
tion. Further studies revealed that the disorder resulted
from deficiency of a large secreted protein encoded by
the reeler gene. The cognate protein, Reelin, was found
to be highly localized in the cortical marginal zone,
and in specific locations within the developing cerebel-
lum, suggesting that it might function as a guidance
molecule for migrating neurons. Further studies have
supported this interpretation, as receptors for Reelin
and downstream intracellular signaling molecules have
been identified. A human counterpart of the mouse dis-
order has been identified in patients with lissencephaly
and cerebellar hypoplasia, found to have mutations in
the human RELN gene. Other genetic studies of human
patients with lissencephaly or periventricular heteroto-
pia have identified several additional critical genes,
notably including DCX (Doublecortin), LIS1 (Lissence-
phaly-1), FLNA (Filamin A), and ARFGEF2 (a vesicular
trafficking molecule). These molecules are important
for microtubule dynamics or membrane dynamics, and
critical for cellular mechanisms of either nuclear trans-
location within migrating cells (microtubule dynamics)
or addition of membrane to the leading process (mem-
brane trafficking).

Lissencephaly, Periventricular Heterotopia,
and Polymicrogyria

Lissencephaly, periventricular heterotopia, and poly-
microgyria are the classic disorders of neuronal
migration described in human neuropathology. Lissen-
cephaly is an abnormality of cortical development which,
in humans, produces a thickened cortical gray matter
layer without normal folding (gyri). Lissencephaly may
be divided into type I (smooth surface) and type II
(cobblestone surface), which have distinct mechanisms.
Type I lissencephaly is a primary defect of neuronal pro-
liferation and migration (Figure 27.11A), while type II
lissencephaly is a primary defect of basal lamina integrity
at the pial surface, in which basal lamina breakdown
leads to neuronal migration through the basal lamina
defects and, ultimately, disorganization of the cortical
structure. Mutations of cell migration molecules such
as LIS1 and DCX are the cause of type I lissencephaly,
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while mutations in glycosylation enzyme genes (essential
for basal lamina integrity) are the cause of type II lissen-
cephaly. Periventricular heterotopia, abnormally loca-
lized gray matter islands abutting the ventricular
surfaces (Figure 27.11B), can be caused by FLNA muta-
tions, chromosome abnormalities, and other unknown
molecular or tissue abnormalities. Polymicrogyria,
abnormally organized cortex with numerous small gyri
(Figure 27.11C), is a heterogeneous disorder with vari-
able lobar, unilateral, or bilateral distribution, and
genetic as well as nongenetic causes (such as fetal hyp-
oxia-ischemia). Different histological varieties of poly-
microgyria have also been described, including four-
layered and unlayered types. Whereas lissencephaly and
periventricular heterotopia involve defective migration

from progenitor compartments (ventricular zone and
subventricular zone) to the cortical plate, polymicrogyria
involves defective laminar organization of neurons
within the cortical plate. Hereditary forms of poly-
microgyria have been linked to mutations in GPR56, a
G-protein coupled receptor of unknown function. On
the basis of the genes identified so far, polymicrogyria
may be caused by defects in distinct classes of molecules
from lissencephaly and periventricular heterotopia.

Axon Growth and Guidance: Agenesis
of the Corpus Callosum

The cellular complexity of the human brain is
exceeded only by its extraordinary connectional com-
plexity. Axonal pathways develop concurrently with
neuronal migrations and are mediated by numerous
large families of axon guidance molecules, among
them the Eph receptors, ephrin ligands, Semaphorins,
neuropilins, plexins, Robo receptors, Slit ligands,
diverse cell adhesion molecules, secreted morphogens,
and extracellular matrix molecules and their recep-
tors. Studies in experimental animals have shown that,
in order to effectively navigate long distances, axon
growth and guidance typically involve stepwise pro-
gression from one intermediate target to another.
Hundreds of axon guidance phenotypes have been
identified in mice and other experimental animals
(fruit flies, worms, zebrafish) with mutations in axon
guidance molecules, and this is an area of intense
research. Somewhat surprisingly, only a few axon guid-
ance disorders have been found in humans. This likely
reflects the difficulty of tracing axon pathways in the
human brain, where it is obviously impossible to inject
actively transported axon tracers during life.

Agenesis of the Corpus Callosum

Agenesis of the corpus callosum, a relatively common
disorder (�1 per 1000), can be asymptomatic, and
is believed to be due to a failure of axon guidance.
It has been linked in X-linked pedigrees to mutations
of L1 cell adhesion molecule. Often, the callosal axons
that fail to cross the midline instead form an aberrant
tangle of fibers adjacent to the midline, called a Probst
bundle (Figure 27.12).

Synaptogenesis, Refinement, and Plasticity:
Autism and Schizophrenia

Synaptogenesis, refinement, and plasticity, relatively
late stages of neuronal development, are essential for
proper CNS functioning, but not morphogenesis.
Thus, perturbations of critical molecules for these
processes cause complex cognitive, sensory, or motor
disorders without obvious malformations. Human dis-
eases related to these processes are thought to include
forms of autism, schizophrenia, andmental retardation.
However, these disorders are genetically and pheno-
typically complex, and remain poorly understood in
relation to developmental neurobiology.

Figure 27.11 Defects of cortical differentiation or
migration. (A) Lissencephaly (type I) in Miller-Dieker
syndrome (lateral view). The sulci are extraordinarily shallow,
lending the brain surface a smooth surface appearance.
(B) Polymicrogyria affecting lateral frontal cortex. (C) Peri-
ventricular heterotopia in the occipital horn of the lateral
ventricle.
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Summary

Molecular expression changes due to genetic mutations
are a frequent cause of cerebral and spinal malforma-
tions. Progress in developmental neurogenetics has
transformed developmental neuropathology by provid-
ing a mechanistic understanding of malformations, by
improving prognostic accuracy, and by providing
insights that may one day allow for more effective treat-
ments of these often devastating conditions.

NEUROLOGICAL INJURY: STROKE,

NEURODEGENERATION, AND

TOXICANTS

Basic Mechanisms of Injury

Before we embark on a discussion of specific types of
nervous system injury, it is first worthwhile to consider
a few basicmechanisms of damage to the nervous system
and the nervous system’s response. The following

mechanisms are not exclusive to any neurologic disease
but are commonly proposed to contribute to varying
degrees to the pathogenesis of stroke, neurodegenera-
tion, and neurotoxicant injury.

The adult CNS has limited regenerative ability, as
noted previously. The natural history of CNS damage
is that cells vulnerable to injury become necrotic or
apoptotic and their debris removed by scavenger cells.
The overall mass of the effected region is reduced and
shrinks in a state called atrophy. The residual neuroe-
pithelial cells, usually astrocytes and microglia, respond
by gliosis.

Excitotoxicity

L-glutamate is the most abundant excitatory amino
acid (EAA) neurotransmitter in the CNS. It and its cell
surface ligand-activated ion channels, such as AMPA
and NMDA receptors, participate in a wide array of
neurological functions. Figure 27.13A depicts normal
activity at an excitatory synapse. The glutamatergic
presynaptic terminal releases glutamate upon depolari-
zation into the synapse that then can bind to postsyn-
aptic AMPA receptor to initiate influx of Naþ into
the postsynaptic element that has a potential gradient
across its membrane generated primarily by the action
of Naþ/Kþ-ATPase. Glutamate also binds to the
NMDA receptor, but unless the postsynaptic mem-
brane is sufficiently depolarized, flow of cations,
including Ca2þ, is blocked by Mg2þ. Glutamate is
removed from the synapse by a number of transporters
on neurons and astrocytes; astrocytic glutamate can
enter the glutamine cycle to replenish neurotransmit-
ter pools. Excitatory neurotransmission can be sub-
verted to contribute to several neurologic diseases.
Indeed, drugs that target excitatory neurotransmission
are currently approved for use in patients with Alzhei-
mer’s disease and remain a focus of those interested in
limiting damage from ischemia or multiple sclerosis.
Excessive EAA receptor stimulation sets in motion a
cascade of events that can contribute to neuronal
injury through a process called excitotoxicity. Broadly,
there are two types of excitotoxicity: direct and
indirect.

Figure 27.13B depicts events in direct excitotoxicity.
The key initiator in direct excitotoxicity is increased syn-
aptic concentration of EAAs either by release from the
presynaptic terminal (shown in red in Figure 27.13),
decreased reuptake, or exposure to excitatory neurotox-
icants like domoic acid in algal blooms or as occurs in
lathyrism. Extensive activation of AMPA receptors suffi-
ciently depolarizes the postsynaptic membrane to relieve
the Mg2þ block of the NMDA receptor. Rapid injury and
lysis can follow this depolarization-dependent increase
in ion influx. Delayed toxicity can develop even after
EAA has been removed secondary to increased intra-
neuronal Ca2þ levels with subsequent inappropriate
activation of calcium-dependent enzymes, mitochon-
drial damage, increased generation of free radicals,
and transcription of proapoptotic genes.

Indirect excitotoxicity is depicted in Figure 27.13C.
In distinction from direct excitotoxicity, the key event

Figure 27.12 Agenesis of the corpus callosum. (A)
Medial view: the corpus callosum is absent and the cingulate
gyrus and sulcus are malformed. (B) Coronal slice: Probst
bundles are visible dangling below the malformed cingulate
cortex, indicating growth toward the midline but failure to
cross.
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is impaired mitochondrial function with reduced ATP
generation. One consequence is reduced activity of
Naþ/Kþ-ATPase with partial depolarization of the
postsynaptic membrane that, when combined with
normal levels of glutamate release, are sufficient to
relieve the Mg2þ block of NMDA-mediated ion con-
ductance. This again leads to increased intraneuronal
Ca2þ with consequences similar to those described for
direct excitotoxicity.

Mitochondrial Dysfunction

That neuronal mitochondrial dysfunction leads to neu-
ron damage and death is clearly established by toxicants,
perhaps the best studied being 1-methyl-4-phenyl-tetra-
hydropyridine (MPTP). Interrupting electron transport,
diminishing the proton gradient, or inhibition of
complex V all can result in reduced ATP production
and lead to stressors like those described previously.
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Figure 27.13 Excitotoxicity. Diagrams show excitatory neurotransmission (A), direct excitotoxicity (B), and indirect
excitotoxicity (C).
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The contribution of mitochondrial dysfunction to
neuron injury likely extends far beyond toxicants to
include some unusual diseases caused by inherited
mutations in the mitochondrial genome or genes
encoded in the nucleus whose protein products are
incorporated into mitochondria, and perhaps some
neurodegenerative diseases like Huntington’s disease
and Parkinson’s disease.

Free Radical Stress

Free radicals are normal components of second mes-
senger signaling pathways. However, excess or uncon-
trolled free radical production is detrimental to cells
either by direct damage to macromolecules or libera-
tion of toxic byproducts. A number of sites for free radi-
cal generation exist in the nervous system. A major
source appears to be oxidative phosphorylation in
mitochondria. Other sources of free radicals may
become significant during pathological states. These
include excitotoxicity, enzymes such as cyclooxygenase,
lipoxygenase, myeloperoxidase, NADPH oxidase, and
monoamine oxidase, autoxidation of catechols such as
dopamine, and amyloid b peptides.

Research in biological systems has focused on oxy-
gen-, nitrogen-, and carbon-centered free radicals with
oxygen-centered free radicals being the most exten-
sively studied. During the sequential four electron
reduction of molecular oxygen to water (Figure 27.14,
Reaction 1), two free radicals, superoxide anion (O2

.-)
and hydroxyl radical (.OH), are produced along with
hydrogen peroxide (H2O2). Since H2O2 is not a radi-
cal, these three molecules are collectively referred
to as reduced oxygen species (ROS). Both O2

– and
H2O2 are signaling molecules under normal physiolog-
ical conditions. On the other hand, hydroxyl radical
is the most reactive and is capable of oxidizing lipids,
carbohydrates, proteins, and nucleic acids at a rate

limited by its own diffusion. Hydroxyl radical is formed
from O2

– and H2O2 by the Haber-Weiss reaction
(Figure 27.14, Reaction 2) or from H2O2 by the
Fenton reaction (Figure 27.14, Reaction 3). Several
metal ions may participate in the Fenton reaction,
including Fe(II), Cu(I), Mn(II), Cr(V), and Ni(II).

Nitric oxide (.NO), a free radical product of nitric
oxide synthase-catalyzed oxidation of L-arginine to
citrulline, initiates a cascade of reactive nitrogen
species (RNS). .NO has several physiologic functions
including vasodilator and neuromodulator. .NO
reacts with O2

.- to produce peroxynitrite (ONOO-),
a potent oxidant that can modify cellular macromole-
cules (Figure 27.14, Reaction 4). In turn, reaction of
ONOO- with ubiquitous CO2 forms nitrosoperoxy
carbonate that spontaneously cleaves to form a nitrat-
ing agent, nitrogen dioxide radical, and an oxidant,
carbonate anion radical (Figure 27.14, Reaction 5).
Finally, ONOO- may decompose to nitrous oxide
and .OH upon protonation. Carbon-centered free
radicals are generated during the metabolism of
some toxicants, like carbon tetrachloride, and also
are produced on fatty acyl chains during lipid
peroxidation.

Lipid Peroxidation

Free radical-mediated damage to polyunsaturated fatty
acids, termed lipid peroxidation, differs from other
forms of free radical damage to macromolecules
because it is a self-propagating process that generates
neurotoxic byproducts (Figure 27.15). Lipid peroxida-
tion begins with abstraction of a hydrogen atom from a
fatty acyl chain (LH), typically a polyunsaturated fatty
acid (PUFA), because the carbon-hydrogen bond is
made more acidic by the adjacent carbon-carbon
double bond. This leaves a lipid radical (L.) that
rearranges to a conjugated diene that can accept
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molecular oxygen to form a peroxyl radical (LOO.)
that in turn can propagate the reactions by abstracting
a hydrogen atom to generate a lipid hydroperoxide
(LOOH). Lipid hydroperoxides are reactive molecules
that can participate in many reactions, including the
Fenton reaction to generate fragmentation products.
Thus, there are two deleterious outcomes to lipid per-
oxidation: (i) structural damage to membranes and
(ii) generation of bioactive secondary products. Mem-
brane damage derives from the generation of fragmen-
ted fatty acyl chains, lipid-lipid crosslinks, and lipid-
protein crosslinks. In addition, lipid peroxyl radicals
can undergo endocyclization to produce novel fatty
acid esters that may disrupt membranes. Fragmenta-
tion of lipid hydroperoxides, in addition to producing
abnormal fatty acid esters, liberates a number of diffu-
sable products, some of which are potent electro-
philes; the most abundant are chemically reactive
aldehydes such as acrolein and 4-hydroxy-2-nonenal.
There are now many studies that highlight the poten-
tial of these numerous toxins to damage neurons and
potentially contribute to neurodegenerative disease.

Carbonyl Stress

Analogous to protein adduction by reactive carbonyls
generated by lipid peroxidation, non-enzyme-catalyzed
post-translational modification of protein by reducing
sugars, a process termed glycation, also is associated
with some forms of neurodegeneration. Subsequent
irreversible rearrangements, fragmentations, dehydra-
tions, and condensations yield a complex mixture of
protein-bound products termed advanced glycation
endproducts (AGEs). Like reactive aldehydes from lipid
peroxidation, AGEs can modify structural proteins and

enzymes and render them inactive or dysfunctional.
AGEs also can be redox active and may themselves gen-
erate oxidative stress. In addition to these deleterious
biochemical reactions, AGE-modified proteins may
bind to an AGE receptor (RAGE) that exists on several
cell types, including neurons and glia. One role of
RAGE is thought to be incorporation of AGE-modified
proteins for degradation. However, binding of ligands,
including Ab peptides, to RAGE on neurons in culture
stimulates production of ROS, and binding to RAGE
on microglia in culture leads to their activation.

Innate Immune Activation

Activation of innate immune response in brain, pri-
marily mediated by microglia, is a feature shared by
several neurodegenerative diseases. Moreover, micro-
glial-mediated phagocytosis of potentially neurotoxic
protein aggregates (vide infra) might be an important
means of neuroprotection. Indeed, while some aspects
of the innate immune activation are an appropriate
response to the stressors presented by neurodegenera-
tive diseases, other facets of glial activation, especially
when protracted, may contribute to neuronal damage.
This balance between beneficial and deleterious
actions of immune activation is well appreciated by stu-
dents of pathology in other organs and is currently an
area of very active investigation among neuroscientists
with the goal of promoting neurotrophic or neuropro-
tective actions while suppressing paracrine damage to
neurons. Key elements in paracrine neurotoxicity from
activated glia appear to include IL-1b, TNFa, and pros-
taglandin E2, among others with activation of COX2,
iNOS, and NADPH oxidase that interface with excito-
toxicity and free radical stress.
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Catechol Metabolites

Catechols such as dopamine and norepinephrine are
vulnerable to oxidations, rearrangements, and con-
densations under physiological conditions. Within syn-
aptic vesicles, high concentrations of antioxidants and
metal ion chelators stabilize catechols. However, con-
ditions in extracellular fluid and cytosol are more
favorable for chemical transformation of the catechol
nucleus. Several products from catechols have been
proposed to participate in dopaminergic neurodegen-
eration; these include dopamine quinone, 6-hydroxy-
dopamine, and isoquinolines.

Vascular Disease and Injury

Disease in the cerebrovasculature can lead to compro-
mised perfusion of regions of the brain or spinal cord,
a process called vascular brain injury. The most com-
mon types of vascular diseases are atherosclerosis and
arteriolosclerosis. The most common forms of vascular
brain injury are ischemia and hemorrhage.

Ischemia

The clinical consequences of acute ischemic stroke are
dramatic and critically dependent on the precise
regions of CNS involved. The pathologic consequences
of ischemia assume one of three general forms depend-
ing on the severity of the insult (Figure 27.16). The first
is a complete infarct with necrosis of all parenchymal
elements. The second form of injury, an incomplete
infarct, occurs when ischemia is less severe, producing
necrosis of some cells, but not all tissue elements.
Incomplete infarcts demonstrate that neurons and, to

a lesser degree, oligodendroglia are more vulnerable
than other cells in the CNS to ischemia. The ultimate
tissue manifestation of an incomplete infarct resembles
the edge of a complete infarct; that is, neuronal and
oligodendroglial depopulation, myelin pallor, astro-
gliosis, and capillary prominence. The final form of
ischemic injury results in damage and dysfunction, but
without death of parenchymal elements.

Although necrotic brain is essentially irretrievably
lost, it is important to realize that the zones with
incomplete infarction or damage without necrosis
hang in the balance between vulnerability to further
injury and salvage or perhaps even regeneration.
Indeed, some functional recovery typically occurs in
the days, weeks, and even months following an ische-
mic stroke, in part from resolution of reversible stres-
sors, post-stroke neurogenesis in at least some regions
of CNS, and functional reorganization of surviving ele-
ments. The balance of deleterious versus beneficial
glial and immune responses in these surviving but
damaged regions is thought to be key to optimal clini-
cal outcome and is an area of intense investigation.

Regardless of the cause, CNS infarcts share a com-
mon evolution of coagulative necrosis, leading to liq-
uefaction that culminates in cavity formation.
Although death of cells occurs in CNS tissue within
minutes of sufficient ischemia, the earliest structural
sign of damage is not apparent until 12 to 24 hours
following the ictus, when it takes the form of coagula-
tive necrosis of neurons, or red neuron formation
(Figure 27.17). The histologic hallmarks of this pro-
cess are neuronal karyolysis and cytoplasmic hypereosi-
nophilia. Infarcts become macroscopically apparent
about 1 day after onset as a poorly delineated edema-
tous lesion (Figure 27.18). Subsequent evolution of
infarcts is dictated by the inflammatory cell infiltrate.
Around 1 to 2 days after infarction, the lesion is char-
acterized by disintegration of necrotic neurons, capil-
lary prominence, endothelial cell hypertrophy, and

Figure 27.16 Diagram of varying levels of damage and
reaction in vascular brain injury.

Figure 27.17 Red neuron. Photomicrograph of H&E-
stained section of cerebellum shows Purkinje neuron with
changesof coagulativenecrosis, aka “redneuron” (blackarrow).
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a short-lived influx of neutrophils that are rapidly
replaced by macrophages. Initially, macrophages may
be difficult to discern in the inflamed and necrotic tis-
sue, but within several days they accumulate to very
high density and become enlarged with phagocytized
material; this is the phase of liquefaction. These
debris-laden macrophages ultimately return to the
bloodstream. When their task is completed, the solid
mass of necrotic tissue that characterized the acute
infarct has been transformed into a contracted, fluid-
filled cavity that is traversed by a fine mesh of atretic
vessels but does not develop a collagenous scar that is
typical of other organs (Figure 27.19). Usually, the
cavitated infarct is surrounded by a narrow zone of
astrogliosis and neuron loss that abuts with histologi-
cally normal brain parenchyma. Distal degeneration
of fiber tracts is also a late manifestation of infarction
in the CNS.

The type of vessel occluded leads to characteristic
patterns of regional ischemic damage to CNS

(Table 27.1). Territorial infarcts describe regions of
necrotic tissue secondary to occlusion of an artery,
such as the anterior cerebral artery (Figure 27.18). A
common mechanism for obstruction of large arteries
is complicated atherosclerosis with thrombus forma-
tion (Figure 27.20A and Figure 27.20B). Some will
progress to hemorrhage as the obstruction is lysed
and the necrotic regions reperfused. The intrapar-
enchymal large arterioles that arise from arteries at
the base of the brain are vulnerable to processes that
produce arteriolosclerosis such as hypertension and
diabetes mellitus (Figure 27.21). The two major com-
plications of arteriolosclerosis in brain are smaller
infarcts (<1 cm), called lacunar infarcts (Figure 27.22),
and formation of aneurysms that may rupture and lead
to intracerebral hemorrhage.

Rather than focal arteriolar disease leading to dis-
crete lacunar infarcts, widespread disease of small
arterioles and capillaries, also known as microvessels,
can produce more pervasive ischemic damage to brain
that often presents clinically with global neurologic

Figure 27.18 Coronal section of cerebrum shows acute
infarct in the territory supplied by the left anterior
cerebral artery (blue arrow heads).

Table 27.1 Characteristic CNS Injuries
Related to Size of Vessel
Occluded

Vessel Type of Lesion
Examples of
Diseases

Arteries Territorial infarct,
sometimes
hemorrhagic

Atherosclerosis,
vasculitis,
vasospasm,
dissection

Large
Arterioles

Lacunar infarct
Microaneurysm

Arteriolosclerosis,
diabetes,
hypertension

Microvessels Widespread injury
of varying severity

Arteriolosclerosis,
CADASIL, Fat
or air emboli

Veins Hemorrhagic
infarct, often
bilateral

Thrombosis

Figure 27.19 Coronal section of cerebrumshows remote
infarct in the territory supplied by the left middle cerebral
artery.

Figure 27.20 Thrombosis. Photomicrographs of H&E/LFB-
stained sections show thrombus occluding the basilar artery
that also has complicated atherosclerosis (A) and the
corresponding subacute infarct of the lateralmedullary plate (B).
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dysfunction. There are several causes of this form of
ischemic injury to brain that typically vary in severity
from diffuse degeneration with astrogliosis with or
without microinfarcts (discernible only by microscopy)
that are sometimes hemorrhagic; this variation in dam-
age likely reflects a gradient of insults from oligemia to
ischemia. One form of this type of injury thought to be
secondary to widespread arteriolosclerosis is called
subcortical arteriosclerotic encephalopathy or Binswan-
ger’s disease that is associated with hypertension.
Another cause of this type of ischemic injury is Cerebral
Autosomal Dominant Arteriopathy with Subcorti-
cal Infarcts and Leukoencephalopathy (CADASIL).
CADASIL is associated with missense mutations in the
NOTCH3 gene in the vast majority of patients and is

characterized by a microangiopathy with degeneration
of vascular smooth muscle cells that leads to discontinu-
ous immunoreactivity for smooth muscle actin in arter-
ioles (Figure 27.23). Although CADASIL is relatively
rare, knowledge gained from investigation of this dis-
ease has spurred the search for other genetic causes
and risk factors for ischemic brain injury. Other causes
of widespread small arteriole/capillary occlusion are
thrombotic thrombocytopenic, rickettsial infections,
and fat or air emboli.

Thrombosis of veins leads to stagnation of blood
flow in the territories being drained and is observed
most frequently as a complication of systemic dehydra-
tion, hypercoagulable states, or phlebitis. Edema and
extravasation of erythrocytes are observed initially. How-
ever, venous thrombosis can lead to infarcts that are
commonly bilateral and conspicuously hemorrhagic.

In contrast to regional ischemic damage from dis-
eases that affect blood vessels, global ischemic damage
is produced by profound reductions in cerebral perfu-
sion pressure. There are different forms of global
ischemic damage that vary with the severity of the
insult. In its most extreme form, global ischemia cul-
minates in total cerebral necrosis, or brain death.
Although the patient’s vital functions may be main-
tained artificially for some time, cerebral perfusion typ-
ically becomes blocked by the massively increased
intracranial pressure, leading to necrosis of the entire
brain. Global ischemia need not be so severe as to pro-
duce total cerebral necrosis. These instances are typi-
fied by sudden decrease in mean arterial pressure,
such as shock or cardiac arrest, from which the patient
is resuscitated. The pattern of tissue damage reflects
an exaggerated or selective vulnerability of some groups
of neurons to ischemic injury. The most susceptible are
the pyramidal neurons of the hippocampus and

Figure 27.21 Arteriolosclerosis. Section of subcortical
white matter demonstrates an arteriole with a thickened
vascular wall with immunohistochemical reaction for anti-
muscle-specific actin demonstrating continuous hypertrophy
Gomori trichrome.

Figure 27.22 Lacunar infarct. Coronal section of right
cerebrum shows remote lacunar infarct in the internal
capsule adjacent to caudate head (black arrow).

Figure 27.23 Small vessel in CADASIL. Photomicrograph
of immunohistochemical reaction for antimuscle-specific
actin shows discontinuous smooth muscle in a white matter
arteriole from a patient with cerebral autosomal dominant
arteriopathy with subcortical infarcts and leukoenceph-
alopathy (CADASIL).
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Purkinje cells of the cerebellum. In more severe cases,
arterial border zone, or watershed, infarcts occur at
the distal extreme of arterial territories, regions of the
brain and spinal cord where distal vascular territories
overlap. While there are several arterial border zones
in adults, incompletely developed anastomoses between
the cerebral cortical long penetrating arteries and the
basal penetrating arteries produce a periventricular
arterial border zone in premature infants that is inordi-
nately sensitive to global ischemia; the resulting lesion is
called periventricular leukomalacia.

The pathophysiology of ischemic injury to the CNS
is complex. Within seconds to minutes, there is failure
of energy production, release of Kþ and glutamate,
and massive increase in intraneuronal calcium (direct
excitotoxicity). What follows over hours to weeks is
an intricate balance of further damage and response
to injury that critically involves elements of immune
activation. Enormous effort has been spent investigat-
ing potential therapeutic targets and experimental
interventions focused in the acute phase of ischemic
stroke. Sadly, none has translated to general patient
care. Indeed, the current therapeutic approach to
ischemic stroke is recombinant tissue plasminogen
activator to reverse vessel obstruction; however, this
can be complicated by hemorrhage into injured
brain.

Hemorrhage

Intracranial hemorrhage occurs when a vessel ruptures
and releases blood from the intravascular compart-
ment into some other compartment in the cranium.
The key to appreciating the clinical significance of
intracranial hemorrhages is an understanding of the
type and location of the vessel involved (Table 27.2).

Rupture of an artery leads to release of blood under
high pressure into the spaces surrounding the brain
that can rapidly lead to fatal compression, while rup-
ture of an arteriole releases blood under high pressure
into brain parenchyma with equally devastating effects.
Rupture of microvessels leads to lesions called micro-
hemorrhages that conspire with microinfarcts to

produce apparently progressive widespread neurologic
dysfunction. Finally, rupture or tearing of veins that
bridge from the subarachnoid space to the dural
sinuses releases blood under venous pressure that pro-
duces subdural hematomas.

Intraparenchymal hemorrhages from arteriolar dis-
ease, which can be large and life-threatening, deserve
further discussion. As described in Table 27.1, aneu-
rysm formation in cerebral arterioles is a consequence
in at least some individuals with hypertension. Rupture
of these weakened regions of vessels is a common
cause of intraparenchymal hemorrhage that more
commonly occur centrally or deep in the cerebral
hemisphere (Figure 27.24). Another common cause
of intraparenchymal hemorrhage is rupture of arter-
ioles sufficiently weakened by amyloid deposition, a
condition called cerebral amyloid angiopathy (CAA).
These more commonly occur in one of the cerebral
lobes, such as the occipital lobe, and so are termed
lobar hemorrhages (Figure 27.25). Amyloid means
starch-like and describes a group of proteins that share
common interrelated features such of high b sheet
conformation, affinity for certain histochemical dyes,
and the capacity to form fibrillar structures of limited
solubility. CAA can result from the deposition of amy-
loid (A) b peptides, cystatin C, prion protein, ABri pro-
tein, transthyretin, or gelsolin. CAA with Ab peptides
can occur apparently sporadically with advancing age
and in patients with Alzheimer’s disease. Rarely, CAA
is caused by autosomal dominant mutations and is
called Hereditary Cerebral Hemorrhage with Amyloid-
osis (HCHWA). These include Dutch, Italian, and
Flemish families with mutations in the amyloid precur-
sor protein (APP) gene and the Icelandic type that is
caused by mutations in the cystatin gene. It is impor-
tant to note the other mutations in APP are rare auto-
somal dominant causes of Alzheimer’s disease.
Furthermore, amyloid deposition in blood vessels is
not always limited to the cerebrum, for example,
HCHWA-Icelandic type typically shows more wide-
spread involvement of vessels throughout the brain.

Table 27.2 Characteristic CNS Injuries
Related to Size of Vessel
Ruptured

Vessel
Location of
Ruptured Vessel Outcome

Artery Epidural Medical emergency
Subarachnoid

Arteriole Intraparenchymal
Microvessel

Cumulative effects
can contribute to
widespread
progressive
neurologic
deficits

Vein Subdural Varies, often slowly
progressive

Figure 27.24 Hemorrhage. Coronal section of cerebrum
shows intracerebral hemorrhage involving deep structures
on the right.
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Degenerative Diseases

Neurodegenerative diseases range from very common
illnesses like Alzheimer’s disease to rare illnesses like
prion diseases. Function is localized within the CNS,
so the clinical presentation of neurodegenerative ill-
nesses is dictated by the regions of brain affected. For
example, Alzheimer’s disease focuses initially in the
hippocampus and closely related structures and later

involves primarily frontal, temporal, and parietal lobes.
Clinically, Alzheimer’s disease is characterized by early
impairment in declarative memory that is followed
by impairments in other cognitive domains. Another
example is amyotrophic lateral sclerosis (ALS) in
which degeneration of Betz cells in the parietal lobe
and anterior horn cells in the spinal cord produces a
characteristic combination of weakness and paralysis.
A fuller understanding of the human functional neu-
roanatomy than is possible to discuss here is needed
to appreciate the correlations between affected regions
and clinical presentation. However, Table 27.3 pre-
sents a very broad overview for selected diseases.

Etiology

The cause of each one of these illnesses is known to
some extent; however, this mostly concerns forms that
have patterns of highly penetrant autosomal dominant
inheritance. For example, Huntington’s disease is
caused by inheritance of an abnormally expanded tri-
nucleotide repeat (CAG) in the HD gene that is trans-
lated into an expanded glutamine repeat in the
Huntintin protein. The situation is more complex for
the other four neurodegenerative diseases that we are
considering. Alzheimer’s disease, Parkinson’s disease,
ALS, and Creutzfeldt-Jakob disease, the most common
type of prion disease, all have an uncommon subset of
patients with autosomal dominant forms of the dis-
ease, but also much more common sporadic forms
that are not caused by inherited mutations, although
some have been associated with inherited risk factors
(Table 27.4). It is key to understand that identification

Figure 27.25 Congophilic amyloid angiopathy. Polarized
light from Congo Red-stained cerebral cortex shows
birefringent parenchymal blood vessel. Note also adja-
cent parenchymal amyloid deposit from a patient with
Alzheimer’s disease.

Table 27.4 Autosomal Dominant and Sporadic Forms of the Neurodegenerative Diseases

Autosomal Dominant Sporadic

Disease Prevalence
Inherited
Cause Frequency

Inherited Risk
Factor Frequency

AD �20% of people
over 65

Mutation in APP, PSEN1,
or PSEN2

Uncommon APOE e4 allele Common

PD 3-5% of people
over 65

Mutation in SNCA, PARK2,
UCHL1, DJ1, or PINK1

Uncommon SNCA polymorphisms Common

ALS �4 per million Mutation in SOD1 Uncommon Not yet identified Common
CJD �1 per million Mutation in PRNP Uncommon PRNP polymorphisms Common
HD �3 per 100,000

in Western
Europeans

Expanded CAG repeat
in HD

All Not applicable None

Table 27.3 Anatomic and Clinical Features of the Neurodegenerative Diseases

Disease Affected Region Corresponding Clinical Features

Alzheimer’s disease Hippocampus, regions of cerebral cortex Dementia
Creutzfeldt-Jakob disease Cerebral cortex, basal ganglia, cerebellum Dementia, movement disorders
Parkinson’s disease Midbrain and basal ganglia Bradykinesia, rigidity, tremor
Huntington’s disease Basal ganglia Chorea
ALS Primary motor neurons Weakness and paralysis
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of genetic causes and risk factors defines relevance,
but not mechanism. For example, the mutation that
leads to Huntington’s disease has been known for 15
years, but the mechanisms of neurodegeneration
remain an area of intense investigation. Mechanism
of disease is important because it is the foundation
for evidence-based therapeutic interventions.

Pathogenesis of Neurodegeneration

While there is evidence for each of the basic mechanisms
of neuronal injury contributing to neurodegenerative
diseases, a relatively specific hallmark feature of several
neurodegenerative diseases, including all of those dis-
cussed in this section, is the accumulation of aggregates
of misfolded protein that in some instances form amy-
loid. Althoughproteinmisfolding is not limited toneuro-
logic disease, within neurologic disease it seems limited
to neurodegenerative conditions; we will discuss this
mechanism here. The focus on protein abnormalities in
neurodegenerative diseases stems from the characteristic
amyloid deposits known to neuropathologists for over a
century: amyloid plaques in Creutzfeldt-Jakob disease
that contain prion protein (PrP) amyloid, senile plaques
of Alzheimer’s disease that contain amyloid b peptides,
and a-synuclein-containing Lewy bodies in Parkinson’s
disease (Figure 27.26). Our understanding of the role
of protein misfolding in neurodegenerative disease has
advanced greatly from identification of amyloid. Current
ideas about this aspect of neurodegeneration are best
demonstrated by prion diseases like Creutzfeldt-Jakob
disease (Figure 27.27).

The PRNP gene normally is transcribed (step 1) and
translated (step 2) to PrP-C (green circle), a glycosyl
phosphatidyl inositol- (GPI-) anchored protein that is
expressed by many cells but at high levels by neurons.
In some forms of prion diseases, PrP-C misfolds from
its normal conformation to a pathogenic form (red
square), PrP-Sc (step 3), that is high in b-sheet (Sc is

an abbreviation for scrapie, a form of prion diseases
in sheep). Some of the prion disease-causing muta-
tions in PRNP encode for proteins with increased sus-
ceptibility to misfold into these pathogenic forms.
These abnormal confomers of PrP-Sc are thought to
promote further subversion of PrP-C folding (step 5)
leading to apparently self-propagated generation of
abnormal confomers that organize progressively into
ordered complexes called fibrils (step 6) that can frac-
ture to generate new seeds for further recruitment
of PcP-C (step 7), and accumulate as amyloid in brain
(step 8). Cellular defenses against protein misfold-
ing, self-aggregation, and accumulation include

A B C

Figure 27.26 Proteinaceous inclusions of neurodegenerative diseases. Photomicrographs show (A) plaque (black
arrow) in cerebellum from patient with CJD (H&E), (B) senile plaque (white arrow) and neurofibrillary tangle (white asterisk)
in a patient with AD (modified Bielschowsky), and (C) a pair of Lewy bodies, one among several pigmented (dopaminergic)
neurons of the substantia nigra from a patient with Parkinson’s disease (H&E/LFB).
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Figure 27.27 Diagram of prion disease pathogenesis.
The PRNP gene is transcribed (1) and translated (2) to
PrP-C (green circle). The pathogenic protein (red square)
forms by misfolding of PrP-C (3) or can be transmitted (4).
PrP-Sc promotes further recruitment of PrP-C (5) into fibrils
(6) that can generate new seeds (7) and form amyloid (8).
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chaperones, the ubiquitin-proteosome system, and
autophagy, among others. Precisely how these abnor-
mal confomers or higher ordered complexes lead to
neuron death is not entirely clear but likely involves acti-
vation of at least some of the pathogenic processes
described previously.

Since similar pathologic features to those described
so far for prion diseases are shared by several neurode-
generative diseases, many now propose that similar
molecular mechanisms underlie the more common
Alzheimer’s disease where the misfolded and accumu-
lating proteins are Ab peptides. The amyloid precursor
protein (APP) is the product of the APP gene men-
tioned previously that, when mutated, can cause a
highly penetrant form of early onset autosomal domi-
nant Alzheimer’s disease. APP is a single membrane-
spanning protein that is expressed at high levels by
neurons and that undergoes exclusive endoproteolytic
cleavages by a-secretase to generate secreted and inter-
nalized segments, or by b-secretase and g-secretase to
generate secreted protein, amyloid b peptides, and
internalized segments, all of which have biological
activity; however, the major research focus has been
on the neurotoxic properties of Ab peptides. The iden-
tity of b-secretase is now known and is called BACE1
(b-site APP-cleaving enzyme), while at least part of
the multicomponent g-secretase appear to be the pro-
tein products of PSEN1 and PSEN2, mutations of which
also cause highly penetrant forms of early onset auto-
somal dominant Alzheimer’s disease. Indeed, the clus-
tering of mutations that cause early onset Alzheimer’s
disease around the generation of Ab peptides is the
foundation of the amyloid hypothesis for this disease.
Promiscuity in the cleavage site by g-secretase is respon-
sible for generating Ab peptides of varying lengths. Of
these, Ab that are 40 (Ab1–40) or 42 (Ab1–42) amino acids
in length are the most intensely studied with Ab1–42
being more fibrillogenic and neurotoxic in model
systems. Key to ultimately understanding Alzheimer’s dis-
ease will be unraveling the mechanistic connections
between accumulation of Ab peptides, not only in brain
parenchyma as shown earlier, but also in cerebral blood
vessels (Figure 27.25), and the accumulation of patho-
logic forms of the microtubule-associated protein tau in
structures called neurofibrillary tangles (Figure 27.26B).
While this connection may involve some of the processes
described previously, it currently remains enigmatic.

It is critically important to emphasize that a unique
feature of prion diseases is their transmissibility (step 4
in Figure 27.27). This is a real but rare clinical issue.
However, it is achieved routinely in laboratory animals.
Indeed, protease-resistant fragments of PrP-Sc are now
widely viewed as the transmissible agent in prion dis-
eases. This is not the case for Ab peptides or aggregated
proteins characteristic of other neurodegenerative dis-
eases. Indeed, no other neurodegenerative disease is
transmissible. Perhaps this simply reflects varying
potency for transmission. Alternatively, this may point
to a fundamental difference inmechanism among these
diseases.

Before we leave the topic of neurodegenerative dis-
eases, it is important to remember the immense loom-
ing public health challenge posed by late-onset
Alzheimer’s disease (LOAD). LOAD describes those
patients with Alzheimer’s disease who have onset in
later adult life, typically older than 65 years, and who
have not inherited a causative mutation; sometimes
this is referred to as sporadic Alzheimer’s disease.
While identification and investigation of autosomal
dominant forms have provided invaluable insight into
etiology and pathogenesis of Alzheimer’s disease,
LOAD may present additional facets for investigation.
One of these might be the possible intersection of
Alzheimer’s disease with vascular brain injury in older
patients as diagrammed in Figure 27.28.

Neurotoxicants

Neurotoxicology has significance that reaches beyond
the identification of xenobiotics (neurotoxicants) or
endogenous agents (neurotoxins) that are deleterious
to the nervous system. Although considered separate
fields of study, neurotoxicology, neurodegeneration,
stroke, trauma, and metabolic diseases of the nervous
system inform each other about the mechanisms of
neuronal dysfunction and death, as well as response
to injury in the nervous system. Indeed, there are sev-
eral examples of compounds first identified as neuro-
toxicants that subsequently came into use as models
of human neurodegenerative disease; perhaps the
most striking example is 1-methyl-4-phenyl-1,2,3,6-
tetrahydropyridine (MPTP). Moreover, many com-
pounds initially identified as neurotoxicants have
become fundamental tools used by neuroscientists,
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Excitotoxicity
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Oxidative damage
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Figure 27.28 Diagram of potential interactions between Alzheimer’s disease and vascular brain injury in dementia.
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such as tetrodotoxin, curare, kainic acid, and 6-hydroxy-
dopamine. Conversely, progress in other fields of neuro-
science continually advances understanding of the
mechanisms of neurotoxicants.

Neuropathological Changes Caused by
Neurotoxicants

For the most part, pathologic changes in brain follow-
ing neurotoxicant exposure are nonspecific. Edema
is the most striking macroscopic finding in acute
toxic encephalopathies. The brain can be heavy and
swollen, even after fixation, with broadened cortical
gyri and obliterated sulci. In severe cases, transtentorial
and cerebellar tonsillar herniations may occur. Cere-
bral edema secondary to vascular damage, as in lead
encephalopathy, or direct damage to CNS myelin, as
in triethyltin encephalopathy, is largely confined to
the white matter. In contrast, edema resulting from dif-
fuse cytotoxic damage, as in thallium intoxication, affects
both gray and white matters and has been observed to
impart a moth-eaten appearance to the cerebral cortex.
The histological manifestations of cerebral edema
can be slight: myelin pallor and mild gliosis may be all
that is observed by standard histochemical stains.

Neuronal degeneration following exposure to toxi-
cants may be diffuse, for instance, in thallium intoxica-
tion. In contrast, a number of neurotoxicants are
associated with damage to specific structures, including
methylmercury-induced or dimethylmercury-induced
degeneration of the calcarine and cerebellar cortices.
Whether the primary lesion is focal or generalized,
secondary degeneration of fiber pathways may be
observed. Intraneuronal inclusions are uncommon in
neurotoxicant-induceddisease of theCNS; however, they
have been reported in neurons following intoxication
with heavy metals.

Glial response to injury includes astrocytic gliosis
with strong immunoreactive for GFAP. In many
instances of systemic exposure to toxicants, GFAP
immunoreactivity is most prominent around blood ves-
sels. Another response to injury by astrocytes is forma-
tion of Alzheimer type II astrocytes that is associated
with encephalopathy from hyperammonemic states.
Diffuse microgliomatosis and myelin pallor have been
reported following neurotoxicant exposure. Myelin
pallor is more commonly due to a combination of
edema and gliosis, although examples of demyelin-
ation exist, including glue sniffer encephalopathy.
Intramyelinic edema follows hexachlorophene or
triethyltin intoxication.

Axonal degeneration is a common finding in toxi-
cant-induced peripheral neuropathies. An optimal
technique for viewing axons along several internodes
is teased fiber preparations showing linear collections
of phagocytic cells that are digesting myelin and axonal
debris, the appearance of axonal degeneration. Seg-
mental demyelination is another common pathologic
lesion in the peripheral nervous system following toxi-
cant exposure. Inappropriately thin myelin sheaths,
shortening of internodal distances, and variation of
myelin thickness among internodal segments of the

same axon are observed during the remyelination that
follows demyelination. Recurrent episodes of demyelin-
ation with remyelination may lead to Schwann cell
hyperplasia. Some neurotoxicant-induced diseases are
characterized by giant axonal swellings. These large
eosinophilic collections within axons are composed
mostly of massive accumulations of neurofilaments.
Similar neurofilament-filled axonal swellings also are
seen in a rare familial neuropathy termed giant axonal
neuropathy. This is in distinction to the morphologically
similar axonal spheroids that contain tubulovesicular
material and that have been observed in characteristic
locations in older individuals as well as in patients with
neuraxonal dystrophies.

Biochemical Mechanisms of Selected
Neurotoxicants

Domoic Acid. A large number of experiments and trials
have provided indirect or pharmacological support for
a role for excitotoxicity in neurological injury. Humans
accidentally exposed to high doses of EAA receptor
agonists and who subsequently developed neurologic
disease underscore the importance of EAA’s in disease.
Perhaps the most striking example is the domoic acid
intoxications that occurred in the Maritime Provinces
of Canada in late 1987 (Figure 27.29). A total of 107
patients were identified who suffered an acute illness
that most commonly presented as gastrointestinal dis-
turbance, severe headache, and short-termmemory loss
within 24 to 48 hours after ingesting mussels. A subset
of the more severely afflicted patients was subsequently
shown to have chronic memory deficits, motor neurop-
athy, and decreased medial temporal lobe glucose
metabolism by positron emission tomography (PET).
Neuropathological investigation of patients who died
within 4 months of intoxication disclosed neuronal loss
with reactive gliosis that was most prominent in the hip-
pocampus and amygdala, but also affected regions of
the thalamus and cerebral cortex. The responsible

Figure 27.29 Structures fordomoicacidandL-glutamate.
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agent was identified as domoic acid, a potent structural
analog of L-glutamate that had been concentrated in
cultivated mussels.

MPTP. The history of MPTP-induced parkinsonism in
young adults who inadvertently injected themselves
with this compound is well known. MPTP is a protoxi-
cant that, after crossing the blood-brain barrier, is
metabolized by glial MAO-B to a pyridinium interme-
diate (MPDPþ) that undergoes further two-electron
oxidation to yield the toxic metabolite methyl-phenyl-
tetrahydropyridinium (MPPþ) that is then selectively
transported into nigral neurons via the mesencephalic
dopamine transporter (DAT) (Figure 27.30). Once
inside these neurons, MPPþ is thought to act primarily
as a mitochondrial toxin by inhibiting complex I activ-
ity in the mitochondrial electron transport chain,
thereby reducing ATP production and increasing
ROS generation. Indeed, MPTP-induced dopaminer-
gic neurodegeneration can be diminished by free
radical scavengers, inhibitors of the inducible form of
nitric oxide synthase, and by EAA receptor antagonists.
Alternatively, transgenic mice lacking some elements
of antioxidant defenses are significantly more vulnera-
ble to MPTP-induced dopaminergic neurodegenera-
tion. So far, the search for xenobiotics that may act
similarly to MPTP and could be potential environmen-
tal toxicants that promote PD has not yielded clear
candidates.

Axonotoxicants. Distal sensorimotor polyneuropathy is
probably the most common clinical manifestation of
neurotoxicant exposure in humans. A variety of toxi-
cants, including hexane, methyl n-butylketone (2-hex-
anone), carbon disulfide (CS2), acrylamide, and
organophosphorus esters, results in degeneration of
the distal portions of the longest, largest myelinated
axons in the peripheral and central nervous systems,
an observation encapsulated in the term central-
peripheral distal axonopathy.

Two of these toxicants, n-hexane and CS2, are espe-
cially interesting because despite their very different
chemical structures, chronic exposure to either can
produce unusual pathological changes in nerve. The
characteristic lesion produced by both n-hexane and
CS2 is multifocal fusiform axonal swellings at the prox-
imal side of nodes of Ranvier at distal but preterminal
sites that consist of massive accumulations of disorga-
nized 10 nm neurofilaments, decreased numbers of
microtubules, thin myelin, and segregation of axoplas-
mic organelles and cytoskeletal components. Distal to
swellings, axons may become shrunken and then
degenerate. With continued exposure, more proximal
swellings occur with subsequent degeneration. Investi-
gations of n-hexane and CS2 have determined that
the key to their shared clinical and pathological pro-
files appears to be the ability of each compound to
generate protein-bound electrophilic species that can
covalently cross-link proteins.
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Figure 27.30 Diagram of steps in dopaminergic toxicity from MPTP exposure. MAO-B in astrocytes (*) catalyzes
oxidation of MPTP to ultimately form MPPþ which is selectively taken up by dopaminergic neurons (N) expressing the
dopamine transporter (DAT).
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NEOPLASIA

Neoplasms of the CNS can be divided into primary
and metastatic. Metastatic neoplasms arise from cancer
cells derived from non-CNS organs, such as lung (car-
cinoma), skin (melanoma), or blood (lymphoma) that
are transported to the CNS via hematogenous or other
means. These neoplasms are described briefly at the
end of this chapter with their organ systems of origin.
Primary CNS neoplasms can be defined as uncon-
trolled growth of cells derived from normal CNS
tissues. The most common histologically resemble glia
and are termed gliomas. Although it was previously
believed that gliomas were derived from mature glial
elements, such as astrocytes or oligodendrocytes, it is
more likely that these tumors arise from glio-neuronal
progenitor cells, so-called cancer stem cells. Cancer
stem cells represent a minority population of tumor
cells that derive large numbers of variably differentiated
glial elements whichmake up the bulk of the tumor, and
thus represent an attractive therapeutic target.

Gliomagenesis results from a number of known
genetic defects associated with control of cell cycle
and proliferation, apoptosis pathways, cell motility,
and invasive potential. New discoveries continue to
be made. Knowledge of the typical genetic alterations
is being exploited in animal models of CNS tumors,
as potential targets for therapy and, increasingly, in
the diagnosis of tumors. Not surprisingly, some muta-
tions underlie the relationship between histologic
appearance and biological behavior. Indeed, although
assignment of tumor diagnosis and grade (higher
grade ¼ more malignant) based on morphologic cri-
teria has been the mainstay of diagnosis in the preced-
ing 100 years, in the future it is likely that molecular
diagnosis of CNS neoplasms will be increasingly critical
in determining prognosis and guiding therapy.

Unlike other organ systems that use the TNM (local
[T]umor growth; regional lymph [N]ode spread; and
distant [M]etastasis) staging system for establishing
prognosis of tumors, primary CNS tumors are assigned
a histologic grade that correlates with their predicted
behaviors. The World Health Organization (WHO) classi-
fication of tumors (2007) identifies tumors as grade I if
they are curable by resection alone and have >10 year
median survival, grade II if they are not curable by
resection alone and have 5–10 year median survival,
grade III for 2–3 years median survival, and grade IV
if they have <2 years median survival. The histologic
features underlying WHO grading include nuclear aty-
pia, mitoses, vascular proliferation, and necrosis. Cur-
rently, the WHO recognizes greater than 25 primary
CNS tumors (Table 27.5), with up to 3 practical grades
each. For the purposes of this section, we will focus on
the most common intracranial tumors.

Diffuse Gliomas

A defining characteristic of the diffuse gliomas is their
ability to infiltrate widely throughout the CNS paren-
chyma, causing them to have no clearly recognizable
boarder with normal tissue (Figure 27.31). Because of

this feature, they are not curable by resection alone.
The natural history of diffuse gliomas is a tendency
toward progression from low to high grade by the
accumulation of additional genetic defects. De novo,
grade IV gliomas also occur, but usually by a different
set of genetic defects. Broadly, there are 4 types of
genetic alterations involved in gliomagenesis: those
which affect (i) cell survival, (ii) cell proliferation (cell
cycle regulators), (iii) brain invasion, and (iv) neovas-
cularization. Mutations in Rb, p53, receptor tyrosine
kinase, integrin, and other signaling pathways critical
to cell cycle regulation are important, as are mutations
in cell death pathways (TNFR, TRAIL, CD95, Bcl-2,
etc.). Transition from low to high grade is heralded
by tumor enhancement by neuroimaging which corre-
lates with microvascular proliferation (angiogenesis),
in which pathways regulated by VEGF, HIF, and other
molecules are critical. Finally, brain invasion, which
is probably least understood of all the gliomagenic
processes and the most critical to toxicity, is likely
mediated by metalloproteinases and integrins, among
others. For a comprehensive review of astrocytoma
genetics, please see [25] and [26].

Diffuse Astrocytoma–Glioblastoma Sequence

Diffuse astrocytomas (WHO grade II–IV) are gliomas
in which the neoplastic cells resemble microscopi-
cally normal or reactive astrocytes and are often char-
acterized by their cytoplasmic expression of GFAP.
Histologically, grade II astrocytomas are typified by
mild nuclear atypia and hypercellularity and an
absence of mitotic activity, vascular proliferation, or
necrosis. Anaplastic astrocytomas (WHO grade III)
are histologically characterized by increased hypercel-
lularity with nuclear atypia and mitotic activity in the
absence of vascular proliferation and necrosis
(Figure 27.32).

Glioblastoma (GBM; WHO grade IV) is the most
common primary glioma with an incidence of approx-
imately 3/100,000 population per year. GBMs are char-
acterized by rapid progression and poor survival. They
can be classified, based on clinical and molecular char-
acteristics, into those that arise de novo and those that
progress from lower grade astrocytomas (Figure 27.33).

Primary or de novo GBMs account for 90% of cases,
generally arise in older patients, and are more prone
histologically to be of the small cell subtype. The
characteristic abnormalities of signal transduction in
primary GBM include overexpression or signal amplifi-
cation of the epidermal growth factor receptor (EGFR)
or loss of function mutations of PTEN (phosphatase
and tensin homology). Deletion of EGFR exons 2–7
(EGFRvIII), the most common EGFR mutation (found
in 20%–30% of GBM and 50%–60% of GBM with
EGFR amplification), results in constitutive EGFR acti-
vation and insensitivity to EGF. EGFRvIII stimulates a
different signal transduction pathway than full-length
EGFR. EGFR activation operates primarily through
the Ras-Raf-MAPK and PI3K-Akt pathways. Constitutive
activation of EGFRvIII mutants increases proliferation
and survival by preferentially activating (PI3K)/Akt
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pathway, and possibly through stimulation of a second
messenger system not available to nonmutant EGFR.
The characteristic genetic alterations involving cell
cycle control in primary GBMs include overexpression
of MDM2 (murine double minute 2 protein), which
suppresses p53, and deletions of CDKN2A, which
encodes the tumor suppressor p16INK4A, a potent regula-
tor of retinoblastoma (RB) tumor suppressor gene, or,
through an alternate reading frame (ARF) p14ARF, an
important accessory to p53 activation. Other common
findings include loss of heterozygosity in chromosome
10p and overexpression of Bcl2-like-12 protein, a potent
antiapoptotic molecule. The genetic abnormalities
occur together in a random distribution and are not pro-
gressive. Homozygous deletion of CDKN2A is associated
with EGFR overexpression, higher proliferative activity,
and may account for poorer overall survival of primary
GBMs. It is interesting to note that the small cell pheno-
type common in primary GBMs appears to be most
closely associated with EGFR overexpression, suggesting
a molecular-histologic link.

Secondary GBMs progress from lower grade astro-
cytomas with stepwise accumulation of additional

Figure 27.31 Photomicrograph of diffuse astrocytoma.
White matter infiltrated by an enlarged, hyperchromatic
(darkly stained), pleomorphic (irregularly shaped) neoplastic
glial cell (arrow) in a diffuse astrocytoma (H&E 600x
magnification).

Table 27.5 Abridged List of Neoplasms of the Central Nervous System as Classified by the World
Health Organization (2007)

Primary Differentiation Neoplasm Grade

Astrocytic Tumors Pilocytic Astrocytoma I
Pilomyxoid Astrocytoma I
Subependymal Giant Cell Astrocytoma I
Pleomorphic Xanthoastrocytoma I
Diffuse Astrocytoma II
Anaplastic Astrocytoma III
Glioblastoma IV
Gliosarcoma IV
Gliomatosis Cerebri III

Oligodendroglial Tumors Oligodendroglioma II
Anaplastic Oligodendroglioma III

Mixed Oligoastrocytic Tumors Oligoastrocytoma II
Anaplastic Oligoastrocytoma III

Other Neuroepithelial Tumors Astroblastoma IV
Angiocentric Glioma I
Chordoid Glioma of the Third Ventricle I

Neuronal and Mixed Neuronal-Glial Tumors Dysplastic Gangliocytoma of Cerebellum (Lhermitte-Duclos) I
Desmoplastic Infantile Astrocytoma/Ganglioglioma I
Dysembryoplastic Neuroepithelial Tumor I
Gangliocytoma I
Ganglioglioma I
Anaplastic Ganglioglioma III
Central Neurocytoma I
Extraventricular Neurocytoma I
Cerebellar Liponeurocytoma II
Papillary Glioneuronal Tumor I
Rosette-forming Glioneuronal Tumor of the Fourth Ventricle I
Paraganglioma I

Embryonal Tumors Medulloblastoma IV
CNS Primitive Neuroectodermal Tumor IV
Atypical Teratoid/Rhabdoid Tumor IV

Ependymal Tumors Ependymoma II
Anaplastic ependymoma III
Myxopapillary ependymoma I
Subependymoma I

Adapted from [12].
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genetic defects and generally occur in younger indivi-
duals. Common early genetic abnormalities include
direct mutations of the cell cycle suppressor genes
TP53 and RB1, or overexpression of platelet-derived
growth factor ligand and/or receptors. Loss of hetero-
zygosity (LOH) of chromosomes 11p and 19q are com-
mon in progression of these low-grade astrocytomas to

anaplastic astrocytomas. The transition from anaplastic
astrocytoma to GBM is less well characterized, but can
involve generally LOH of chromosome 10q, mutations
indirectly affecting EGFR/PTEN pathways, and altera-
tions to the cell cycle inhibitory p16INK4a/RB1 path-
way. These pathways are summarized in Figure 27.34.

By definition, all GBMs are prone to spontaneous
necrosis and bizarre microvascular proliferation
(Figure 27.35). Aberrations in the genetic control of
growth and cell cycle give rise to the hypoxia, necro-
sis, and angiogenesis that underlie these characteris-
tic histologic features. A model of this process
(Figure 27.36) begins with genetic alterations in
tumor cells which cause a variety of downstream
effects which alter the blood-brain barrier, damage
endothelium, or directly promote intravascular
thrombosis (such as secreting tissue factor). Small
vessels in the tumor become occluded, and the result-
ing damaged tissue releases thrombin as part of the
coagulative cascade, which in turn binds to its ligand
the protease-activated receptor 1 (PAR-1). Local
hypoxia leads to focal necrosis. Tumor cells react to
PAR-1 by forming a wave of migration away from
the area of hypoxia, the histologic counterpart of
which is a pseudopalisade. These migrating cells
are severely hypoxic and express high levels of hyp-
oxia-inducible factor (HIF), which activates hypoxia-
responsive element domains (HRE), of which VEGF
is the most characteristic in GBM. High levels of
VEGF cause the vascular proliferation characteristic
of this tumor.

An epigenetic feature of GBM that may have thera-
peutic implications is the methylation status of the
DNA repair gene MGMT (O6-methylguanine–DNA

Primary Glioblastoma
WHO grade IV

• LOH 10q (70%)
• EGFR amplification (36%)
• P16INK4a deletion (31%)
• TP53 mutation (28%)
• PTEN mutation (25%) 

• LOH 10q (63%)
• TP53 mutation (65%)
• P16INK4a deletion (14%)
• EGFR amplification (8%)
• PTEN mutation (4%) 

Secondary Glioblastoma
WHO grade IV

Anaplastic astrocytoma
WHO grade II

• TP53 mutation (53%)

Low grade astrocytoma
WHO grade II

• TP53 mutation (59%)

Glial stem cell

Figure 27.33 Genetic alterations associated with primary and secondary glioblastoma. Adapted from [16].

Figure 27.32 Photomicrograph of an anaplastic
astrocytoma. Numerous enlarged, hyperchromatic (darkly
stained) neoplastic glial nuclei have infiltrated brain paren-
chyma in this anaplastic astrocytoma. A mitotic figure (white
arrow) is present. A globule of eosinophilic cytoplasm is seen
within neoplastic astrocytes (black arrow) likely representing
glial fibrillary acidic protein, the primary intermediate filament
of astrocytes (H&E).
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Figure 27.34 Molecular pathways implicated in gliomagenesis. Multiple molecules can be involved in the pathway to
glioma. Adapted from [20] and [21].

A

B C

Figure 27.35 Photomicrograph of glioblastoma.
(A) Sections from a brain infiltrated by glioblastoma stained
with H&E at 100x magnification and (B) 600x magnification
(below left). A line of parallel nuclei forming a pseudo-
palisade can be seen extending from the panel above
through the left lower panel. The pseudopalisade is
adjacent to necrosis. A neuron can be seen surrounded by
neoplastic cells (arrow). (C) The collagen network of a
proliferative vessel is highlighted blue-green by a trichrome
stain.

A B

DC

Figure 27.36 Progression from anaplastic astrocytoma
(AA) to glioblastoma (GBM). (A) AA is mitotically active
producing an area of hypercellularity, but no necrosis
or vascular cell hyperplasia. (B) Neoplastic glia produce
thrombophilic compounds such as thrombin and tissue factor
causing thrombosis of a microvessel, focal ischemia and
hypoxia, and local necrosis. This change is the hallmark of
the transition from AA to GBM. (C) Neoplastic glia respond to
hypoxia by migrating away, forming a “pseudopalisade” of
nuclei surrounding the necrosis. (D) Migrating neoplastic glia
also produce angiogenic factors such as VEGF and HIF,
causing vascular cell hyperplasia and abnormal vessel
formation. Adapted from [17].
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methyltransferase). MGMT is a DNA-repair protein
that removes alkyl groups from the O6 position of gua-
nine. Epigenetic silencing of this gene is identifiable
in a little less than half of GBMs and predicts response
to alkylating chemotherapy.

Oligodendroma

Oligodendrogliomas are diffusely infiltrating gliomas
that represent the second most common parenchymal
tumor of the adult CNS. The neoplastic cells in
oligodendrogliomas histologically resemble mature
oligodendrocytes. They generally have round nuclei
with condensed chromatin and inconspicuous cyto-
plasm and few cytoplasmic processes. A classical ap-
pearance of the neoplastic cells in oligodendroglioma
is a round hyperchromatic nucleus with a perinuclear
clearing or halo, the so-called fried egg cells. They
may express a small amount of cytoplasmic GFAP, but
generally less than astrocytic neoplasms. Histologically,
they form monotonous proliferations of infiltrating
neoplastic cells with occasional hypercellular nodules.
They have characteristic chicken-wire vasculature com-
posed of a network of fine branching capillaries
(Figure 27.37A). The neoplastic cells also have a ten-
dency to cluster, or satellite, around infiltrated neurons
and vascular structures (Figure 27.37B).

A large subset of oligodendrogliomas contain a
chromosomal translocation-mediated loss of the
short arm of chromosome 1 (1p) and the long arm
of chromosome 19 (19q), commonly detected using
in situ hybridization or DNA amplification techni-
ques. Loss of 1p/19q has been associated with both
classic histomorphology and better clinical behavior.
Patients whose tumors have this relative co-deletion

demonstrate improved disease-free survival, median
survival, and may respond better to alkylating che-
motherapeutics. Loss of 1p/19q is inversely corre-
lated with mutations in TP53, loss of chromosomal
arms 9p and 10q, and amplification of EGFR. Co-
deletion of 1p/19q is also associated with lower
MGMT expression and MGMT promoter hypermethy-
lation and may explain the greater chemosensitivity
of these tumors. Because of the robust correlation
of this specific genetic aberration to both histomor-
phology and prognosis, oligodendrogliomas exist at
the forefront of molecular diagnostics in gliomas.
Molecular testing of tumors for loss of 1p/19q is
already widely accepted as a prognostic marker and
is commonly used by clinicians to guide therapy. Fur-
thermore, although not currently accepted as a diag-
nostic test for oligodendroglioma, loss of 1p/19q
has proven useful in differentiating oligodendroglio-
mas from histologic mimics and in cases of ambigu-
ous histomorphology. The molecular mechanism(s)
by which loss of 1p and 19q mediate their effects
has not been elucidated. The chromosomal transloca-
tion that underlies most losses of 1p/19q occurs at
pericentromeric sites, excluding the possibility of a
transgene product driving this neoplasm. Attempts
to identify the presumed tumor suppressor genes on
1p and 19q have been unsuccessful. Proteomic analy-
sis of tumors with and without the paired deletion
have demonstrated increased expression of proteins
associated with malignant behavior in tumors without
the deletion, but definitively decreased expression of
proteins coded on the lost arms has not been
demonstrated.

Oligodendrogliomas are classified in the WHO sys-
tem into 2 grades. WHO grade II oligodendrogliomas
have the same histomorphology as described previ-
ously (Figure 27.37). Grade III anaplastic oligoden-
drogliomas are histologically similar, but display
additional nuclear atypia and mitotic activity, and in
addition to the classic chicken wire vasculature, they
often have vascular proliferation reminiscent of that
seen in GBM. Oligodendrogliomas may progress to a
histology that is indistinguishable from GBM, although
LOH of 1p/19q probably portends a more favorable
prognosis than astrocytic GBM.

Circumscribed Gliomas

Circumscribed gliomas are WHO grade I tumors that
usually occur in children and young adults. The most
common types are pilocytic astrocytoma (PA) and
pleomorphic xanthoastrocytoma (PXA). Circum-
scribed gliomas are different from the diffuse gliomas
described previously in that they are generally curable
by resection alone. The genetic alterations seen in
adult diffuse gliomas are uncommon in the circum-
scribed gliomas and, when present, portend more
malignant behavior. In general, cytogenetic abnormal-
ities are uncommon in both entities, but have been
reported, including gains on chromosomes 5 through
9 in PAs and chromosome 7, loss on 8p, and p53

A B

Figure 27.37 Photomicrograph of oligodendroglioma.
(A) Oligodendrocytes-like neoplastic cells with round nuclei
and perinuclear clearing give this oligodendroglioma a fried
egg appearance. (B) Non-neoplastic neurons are clustered
about by neoplastic cells. Fine capillaries are seen in the
background of both panels (H&E).
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mutations in PXAs. Progression of PAs to higher grade
gliomas through the accumulation of additional
genetic defects is distinctly uncommon.

Medulloblastoma

Medulloblastoma is the most common CNS malig-
nancy of childhood. They tend to arise in the midline
at the cerebellar vermis and are highly malignant,
aggressive tumors. They tend to present with either
cerebellar signs (truncal ataxia) or with signs of
hydrocephalus. Unlike the diffuse gliomas, medullo-
blastomas do not generally diffusely infiltrate CNS
parenchyma, but rather form large necrotic masses
which generally displace surrounding brain tissue.
Moreover, they have a disturbing tendency to metasta-
size through the cerebrospinal fluid. Histologically,
medulloblastomas form broad sheets of tightly
packed cells with large nuclei, finely distributed chro-
matin and little cytoplasm, an appearance which
resembles the primitive neuroglial germinal matrix
or external granular layer of cerebellum seen in
development. These tumors often have brisk mitotic
rates and abundant apoptosis; spontaneous tumor
necrosis is also exceptionally common. Occasionally,
the tumor cells will form foci with more mature neu-
roglial elements such as ganglion cells or neuropil.

The molecular mechanisms of tumorigenesis in
medulloblastoma have been extensively characterized
due to its association with several genetic cancer syn-
dromes (Figure 27.38). The best characterized of
these is overactivation of the Sonic hedgehog (Shh)
pathway. The Shh pathway was first identified as a
pathway in medulloblastoma in Gorlin’s syndrome a
genetic disorder in which individuals have multiple
basal cell carcinomas of skin and an increased rate

of medulloblastoma. Shh is a glycoprotein which nor-
mally activates neuronal precursor proliferation in
the primitive external granular layer of the perinatal
cerebellum by two primary mechanisms. In the
absence of secreted Shh, Patched 1 (PTCH1) inhibits
Smoothened (SMO) activation of the Gli family of
cell fate and proliferation-related transcription fac-
tors. Individuals with Gorlin’s syndrome carry an
autosomal mutation in PTCH1. Shh overactivation
also drives proliferation by activation of MYCN, which
activates D-type cyclins and inhibits cyclin-dependent
kinase inhibitors. As long as MYCN remains active,
the proliferating cells cannot exit cell cycle. In nor-
mal development, MYCN would be phosphorylated
by glycogen synthase kinase-3 beta (GSK3b) and
degraded.

A second partially convergent pathway involved in
medulloblastoma is the Wnt signaling pathway. This
process may be inhibited by the activity of insulin-like
growth factor (IGF) in medulloblastoma. Wnt nor-
mally binds to its receptor Frizzled and destabilizes a
complex containing adenomatous polyposis coli
(APC) gene product and the serine-threonine kinase
glycogen synthase kinase 3 beta (GSK3b). This action
stabilizes b-catenin, which then translocates to the
nucleus and positively regulates transcription of genes
that ultimately drive cellular proliferation. GSK3b was
first implicated in medulloblastoma in a variant of
Turcot syndrome, a familial tumor syndrome charac-
terized by colon cancer and malignant brain tumors.
Those individuals with Turcot syndrome who are pre-
disposed to develop medulloblastomas carry a loss of
function mutation of APC. Less commonly implicated
pathways in medulloblastoma include the NOTCH
and ErbB signaling pathways or defective DNA repair
mechanisms.

Figure 27.38 Two pathways implicated in medulloblastoma. Defects in the Shh and Wnt signaling release and beta
catenin (b-cat) and MYCN to activate cell cycle and transcription factors. Abbreviations: FRZ—Frizzled receptor; APC—
adenomatous polyposis coli protein; SMO—Smoothened receptor; PTCH1—Patched 1 receptor; GSK3b—glycogen
synthase kinase 3 beta; b-cat—beta catenin; MYCN—N-myc oncogene protein; CMYC—Myc transcription factor.
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Other Neuroepithelial Tumors

There are a number of other tumors that arise in the
central nervous system that are beyond the scope of this
book. The most common of these are the ependymo-
mas. These tumors have both glial and epithelial dif-
ferentiation and are most common occurring around
the brainstem and spinal cord. For a more in-depth
discussion of this and other CNS tumors, see theWHO’s
Pathology and Genetics of Tumours of the Nervous System.

Metastasis and Lymphoma

The most common intracranial tumors are metastases
from a distant organ. Themost common primary malig-
nancies that metastasize to the brain are, in descending
order of frequency, lung, breast, colon, kidney, and
skin (melanoma). Unlike diffusely infiltrating gliomas,
these tumors tend to form discrete nodules, usually at
the gray-white junction in the cortex where arteriolar
diameters are smallest.

Primary lymphomas of the CNS are more prevalent
in immunosuppressed patients and were once quite
rare. However, with the emergence of HIV-AIDS and
increasing numbers of individuals taking immune-
modulating therapies for organ transplants, lympho-
mas are increasingly more common. The vast majority
of these tumors are diffuse, large B-cell lymphomas
and express Epstein-Barr virus-associated genes and
proteins, hinting at the oncogenic properties of this
virus. Like malignant gliomas, lymphomas can dif-
fusely invade the CNS parenchyma. Further, lympho-
mas of the CNS have imaging characteristics that are
disturbingly similar to high-grade gliomas, including
central necrosis and enhancement with contrast

agents, and can therefore be challenging radiographic
diagnoses.

DISORDERS OF MYELIN

Myelin is composed of layers of a complex proteolipid
membrane that allows rapid and efficient conduction
of action potentials along the axons of neurons. Loss
or dysfunction of the normal myelin sheath causes
abnormalities of this normal electrical signaling. There
are two broad categories that describe ways myelin can
be damaged: dysmyelination and demyelination. Dys-
myelination is the loss of abnormally formed myelin
or loss of the oligodendrocytes that produce and main-
tain myelin and is due to biochemically deranged mye-
lin processing. Demyelination is the loss of structurally
and biochemically normal myelin either by immune-
mediated attack against myelin or oligodendrocytes or
due to metabolic derangement of oligodendrocytes.

Leukodystrophies

Leukodystrophies are genetic disorders that cause
damage to white matter (leuko — Greek: white). The
leukodystrophies are autosomal recessive (AR) or
X-linked disorders that result from loss of function
mutations in enzymes involved in either production
of myelin or normal myelin turnover and degradation
(Figure 27.39). These enzymatic defects are not neces-
sarily specific only to the CNS, and other organ systems
may be affected. Clinically, these diseases typically
present in early childhood with progressive loss of
motor control, cognitive function, seizures, and even-
tual death.
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Figure 27.39 Myelin metabolic pathway and loss of function mutations associated with dysmyelinating disease.
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Metachromatic leukodystrophy (MLD) is the most
common leukodystrophy, is AR, and is caused by defi-
ciency of the arylsulfatase A enzyme, which breaks
down galactosyl-3-sulfatide to galactocerebroside in
lysosomes. Galactosyl-3-sulfatide accumulates in many
tissues, but the symptoms are related to destruction
of myelin. MLD is so named because the accumulated
material will change the color (metachromasia) of
acidified cresyl violet stain from violet to brown in tis-
sue. Krabbe’s globoid cell leukodystrophy is another
AR leukodystrophy caused by an enzyme deficiency in
the sulfatide breakdown pathway. Here, there is a
defect in the enzyme galactocerebroside ß-galactocer-
ebrosidase, which breaks down galactocerebroside to
galactose and ceramide.

Adrenoleukodystrophy (ALD) affects both the CNS
myelin and adrenal glands. ALD is usually X-linked
and is unusual among the leukodystrophies in that it
is due to a defect in a peroxisomal transporter protein.
ALD is most often caused by a defect in ABCD1, a
member of the ATP-binding cassette transporter fam-
ily. ABCD1 encodes a transmembrane protein which
is half of a heterodimeric transporter that transfers
the enzyme peroxisomal acyl coenzyme A into peroxi-
somes, where it ß-oxidizes long chain fatty acids. Defi-
ciencies in this enzyme cause a buildup of very-long
chain fatty acids (VLCFA), especially hexacosanoic
(C26:0) and tetracosanoic (C24:0) acid. This form of
ALD is X-linked. A more severe, autosomal recessive
form of the disease is due to absent or reduced per-
oxisome receptor-1, which causes more widespread
peroxisomal dysfunction.

Numerous other leukodystrophies exist, and the
molecular defects are known in some. Pelizaeus-Merz-
bacher leukodystrophy is X-linked and caused by
abnormalities in a highly abundant myelin structural
protein, proteolipid protein (PLP), which interferes
with normal myelin formation. Interestingly, complete
loss of the protein causes a relatively mild form of
the disease, while missense mutations confer more
severe changes, probably because the abnormal pro-
tein product interferes conformationally with the com-
pact layering of normal myelin. Alexander’s disease is
a leukodystrophy in which the pathology is primary
to astrocytes, not oligodendrocytes. It is caused by a
dominant gain of toxic function mutation in the glial
fibrillary acidic protein (GFAP) gene in which the pro-
tein forms abnormal aggregates. Large amounts of
GFAP and other proteins accumulate in astrocyte pro-
cesses. The mechanism of damage to oligodendrocytes
or to myelin is not known.

Demyelination

Idiopathic Demyelinating Disease. Multiple sclerosis
(MS)describes a variety of relateddisorders characterized
by relapsing and remitting, multifocal immune-mediated
damage to oligodendrocytes and myelin that are sepa-
rated by time and anatomic location. These diseases
are further clinically subclassified by the rate of

progression of disability and the presence or absence of
partial recovery between attacks. Histologically, there is
loss of myelin with relative preservation of axons (Fig-
ure 27.40). Although the patterns and mechanisms of
injury inMS are increasingly well characterized, the ulti-
mate cause(s) of MS is unknown. The incidence of the
disease is characterized by a markedly uneven geo-
graphic distribution generally with higher latitudes hav-
ing higher risk, perhaps suggesting a role for
environmental factors. Genetic factors also clearly have
a role, as the incidence of disease is elevated in family
members of a proband, with highest risk inmonozygotic
twins, which reaches a probability of almost 1/3. There
is a prevailingmultistephypothesis ofMS (Figure 27.41):
Inflammatory cells outside the CNS are activated and
upregulate adhesion molecules that guide them to the
BBB. In this activated state, they are also more reactive
to local chemokines and secrete matrix proteases to
gain entry into the CNS, where they mediate damage.
The disease mechanism of MS is generally understood
to be T-cell-mediated autoimmune processes which
require some as yet to be characterized trigger. T-cells
outside the CNS are activated via the T-cell receptor
(TCR) binding with antigen presented on the major
histocompatibility complex (MHC) molecule and addi-
tional signals by antigen-presenting cells (APC). Addi-
tional signaling pathways also play a role in immune
activation. One of these pathways that has been charac-
terized involves the B7 signaling molecule on APCs. B7
interacts with signaling molecules on different T-cell
subsets (most notably CD28 and CTLA-4) that modify
the TCR response which can either cause activation
and development of T-cell function, or unresponsive-
ness and apoptosis [30]. APCs also release chemokines
such as interleukin (IL)-12 and IL-23 that generate

Figure 27.40 Photomicrograph of old demyelinating
lesion in multiple sclerosis. Sections of cerebral white
matter from the edge of demyelinating lesion in multiple
sclerosis. A Luxol fast blue demonstrates loss of myelin
(blue) in the left half of the figure, while a Holmes silver
stain shows preserved axons in black.
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CD4-positive T-helper type 1 cells (Th1). Th1 cells are
proinflammatory, interferon g-producing cells that
are part of the normal antiviral response. These and
other proinflammatory T-cell subsets have been impli-
cated in demyelinating disease.

Neuromyelitis optica (NMO), also known as Devic’s
disease, is a variant of MS for which an etiology has been
elucidated. Clinically, NMO is characterized by gener-
ally monophasic demyelination of the optic nerve,
brainstem, and spinal cord without demyelination of
the intervening cerebrum. Pathologically, the disease
is characterized by a circulating autoantibody called
the NMO-immunoglobulin (Ig)G. The NMO-IgG is
directed against aquaporin 4, a water transporter in
the foot processes of astrocytes where they abut CNS
microvessels. The mechanism by which oligodendro-
cytes and glia are damaged is not fully understood.

Animal Model of Demyelination. Experimental allergic
(autoimmune) encephalomyelitis (EAE) is an animal
model that was developed to investigate immune-
mediated demyelinating disease and, although devel-
oped in nonhuman primates and guinea pigs, is
now used in inbred mice. Animals are sensitized against
brain antigens, myelin basic protein or PLP, that are
usually not available to immune surveillance. Com-
monly, myelin basic protein and PLP are used. Adju-
vants designed to open the blood-brain barrier are
infused to cause an acute, monophasic T-cell-mediated
attack onmyelin and demyelination. In its acute, mono-
phasic course, EAE resembles acute disseminated

encephalomyelitis (ADEM). ADEM is a human disease
characterized by acute, monophasic demyelination
without a chronic phase. It is usually a post viral compli-
cation but has been known to follow vaccination, bacte-
rial or parasitic infections, or without known preceding
history. Chronic demyelinating diseases like MS can be
modeled in EAE with immune-modulating therapy.
Table 27.6 shows the relationship between human
demyelinating disease and EAE models.

Acquired Metabolic Demyelination. There are 2 pri-
mary osmotic demyelination syndromes. Central
pontine myelinolysis (CPM) is a dire complication

Figure 27.41 CNS directed autoimmunity in demyelinating disease. T-cells are activated in the periphery by antigen
presenting cells (APCs) through the interaction of the T-cell receptor (TCR) and antigen bound to major histocompatibility
complex (MHC) class II along with co-regulatory signals (1). Activated T-cells express molecules surface receptors for
adhesion molecules on the luminal surface of the endothelium of the blood-brain barrier (BBB) (2). Activated T-cells also
respond to local chemokines (3). The activated T-cells, under the influence of local chemokines, release matrix proteases
that allow them to traverse the BBB (4). In the CNS, T-cells interact with microglia-derived or CNS infiltrating APCs through
the interaction of the TCR and antigen-MHC and co-stimulatory pathways, thus mediating damage to myelin and
oligodendrocytes (5). Macrophages remove debris (6). Adapted from [29].

Table 27.6 Relationship Between Human
Demyelinating Disease and
Experimental Allergic
Encephalomyelitis (EAE)

Time
Course Human Experimental

Acute Acute disseminated
encephalomyelitis

Neuromyelitis optica

EAE

Chronic Progressive multiple
sclerosis

Relapsing/remitting
multiple sclerosis

Treated EAE
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associated with rapid correction of systemic hyponatre-
mia. Rapid replacement of sodium intravenously in
persons with low serum sodium concentrations causes
an acute loss of myelin that is usually confined to the
middle of the base of the pons. The disease usually
occurs in the setting of chronic alcoholism, liver or
renal disease, post-transplant, or malnourishment.
Although the disease mechanism is not well under-
stood, hypotheses include rapid shifts of water in and
out of glia, glial dehydration, myelin degradation, or
apoptosis of oligodendrocytes.

Marchiafava-Bignami disease is a similar disease
entity in which the white matter of the corpus callo-
sum, the major tract that connects the left and right
cerebral hemispheres, undergoes a similar demyelin-
ation to that seen in CPM, albeit with more necrosis.
Initially described in poorly nourished Italian men
who consumed large quantities of crude red wine, it
is now known to be associated with alcoholism and to
have a worldwide distribution.

Infectious Demyelination. Progressive multifocal leu-
koencephalopathy (PML) is an acute, progressive demy-
elinating disorder caused by a polyomavirus. JC virus is
a small (�50 nm), double-stranded, icosahedral DNA
virus lacking a membranous envelope. Approximately
40% of individuals in the developed world are sero-posi-
tive for the virus but are asymptomatic. Recrudescence
of the JC virus causes disease in immunocompromised
individuals, such as in AIDS, of which it is a defining ill-
ness. JC virus preferentially infects oligodendrocytes in
the CNS. Histologically, PML is characterized by demye-
lination, lymphocytic inflammation, oligodendrocytes
with enlarged nuclei with a ground-glass appearance,

and bizarre reactive astrocytes (Figure 27.42). Electron
microscopy shows oligodendrocyte nuclei packed with
viral particles. The JC virus is oncogenic in rodents
producing astrocytomas.
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INTRODUCTION

From an historical perspective, developments in
molecular diagnostics primarily reflect technological
breakthroughs which originated in molecular biology,
from the description of the Southern blot to the clini-
cal applications of the polymerase chain reaction
(PCR) and high throughput sequencing. Specific med-
ical utilization of these molecular biology tools coin-
cided with basic scientific breakthroughs, such as the
completion of the Human Genome Project. Superim-
posed on these areas came changes in the regulatory
environment, originated by existing regulatory agen-
cies, professional organizations, and new advisory com-
mittees, all of whom strived to describe the good
laboratory practices which all clinical laboratories
should attempt to attain. In this chapter, we will
describe these laboratory and regulatory aspects and
the most likely areas for future applications, along with
the possible factors which may restrain growth and
development.

Initially, we will provide a brief background into the
history of molecular diagnostics. No discussion of this
evolution would be complete without a description of
the impact of regulatory agencies, professional organi-
zations, and ad hoc committees on the analytical and
clinical applications, particularly of molecular tests for
heritable conditions (notice that this is the preferred
term, not genetic or inherited). Next, we will describe
examples of molecular testing in infectious diseases,
oncology, drug metabolism (or pharmacogenetics), in
addition to heritable disorders. For each category we
will choose one specific example and describe the prea-
nalytical, analytical, and postanalytical considerations
which comprise good laboratory practice. In this sec-
tion, we will also provide the specific examples to under-
stand new concepts or mechanisms regarding disease
pathogenesis and/or treatment. In particular, we will
look at these unique applications: (i) clinical diagnosis,
(ii) population screening, (iii) selected screening, and

(iv) tests associated with disease prediction and risk
assessment. Finally, we will focus on future growth areas,
including multivariate analyses, personalized medicine,
automation, and miniaturization, while acknowledging
constraints such as reimbursement and regulatory
stagnation.

HISTORY OF MOLECULAR

DIAGNOSTICS

Regulatory Agencies and CLIA

The major driving force in clinical molecular diagnos-
tics is the original Clinical Laboratory Improvement
Amendments (CLIA) and the impact of subsequent
changes. Since the original legislation (1988) and the
publication of the final rule (1992), only CLIA-
certified laboratories may provide testing of human
specimens (other than for forensic and research pur-
poses) which results in clinical decision making. Thus,
any changes in CLIA regarding molecular testing will
have tremendous impact on the clinical molecular
laboratories. Over the years, these changes have been
relatively minor, so that the issues of quality of testing
and patient safety reflect the general aspects of CLIA
rather than a specific area of application. While most
of molecular testing is well covered by the existing
CLIA mandates, genetic (heritable disorders) testing
represents a challenge, particularly regarding preana-
lytical and postanalytical areas.

It was regarding the preanalytical and postanalytical
areas of genetic testing that most of the public and
media concern has focused. As early as 1994, the Insti-
tute of Medicine of the National Academy of Sciences
convened a committee to deal with issues regarding
genetic testing. Among the many concerns were the
issues surrounding the use of genetic testing to predict
future outcomes of individuals and their families. It is
this unique aspect of genetic testing that differs from
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most other clinical laboratory tests and demonstrates
the need for special attention in the preanalytical
and postanalytical areas.

In 1995, a second committee was commissioned to
deal with these issues. The Department of Energy con-
vened a Task Force on Genetic Testing and emphasized
the importance of restricting genetic testing to CLIA-
certified clinical laboratories. It is important to note that
the number of genetic tests and the number of labora-
tories providing these services was limited (while data
are scarce prior to 2000, the number of tests available
at this time was probably less than 100). In 2008 over
1500 genetic tests were listed in GeneTests.

Finally, in 1998 the Department of Health and
Human Services Secretary Donna Shalala established
the Secretary’s Advisory Committee on Genetic Test-
ing (SACGT)–which was later renamed SACGHS
(Secretary’s Advisory Committee on Genetics Health
and Society)–to take a more global view of genetic test-
ing and the regulatory agencies who oversaw various
aspects described by the previous committees. Over
the past 10 years, this committee has been very active
in assessing genetic testing and its wider implications,
including genetic discrimination, patents, in addition
to the roles of various regulatory agencies regarding
genetic testing. However, molecular technology and
applications continue to develop in previously unantic-
ipated areas.

Because of the nature of molecular genetic testing,
many analyses were developed by laboratories for
use only in their laboratory. Thus, these laboratory-
developed tests (LDTs) presented unusual challenges
to traditional regulatory agencies, such as the Food
and Drug Administration (FDA). To this day, LDTs
are the lifeblood of molecular diagnostics, and differ-
entiate this area from most other areas of the clinical
laboratory which depend more on kit and instrument
manufacturers. However, regulatory oversight for
LDTs is more stringent, by necessity, than those having
FDA approval. Thus, we enter the universe of ASR
(analyte-specific reagents manufactured for LDTs),
RUO (research use only kits), and IVDMIA (in vitro
diagnostic multivariate index assays). Each of these
designations imparts specific FDA guidelines and addi-
tional regulatory oversight. Typically, a clinical molecu-
lar laboratory uses a mixture of FDA-approved kits and
LDTs, which include many ASRs. Occasionally, an
RUO kit may be in use for research projects, and per-
haps, in the future labs may incorporate IVDMIAs,
although currently these are primarily found in com-
mercial laboratories.

In order to maintain CLIA certification, clinical
laboratories must undergo inspections, usually every
2 years, by accrediting organizations recognized by the
Centers for Medicare and Medicaid Services (CMS), such as
the College of American Pathologists (CAP). A CAP inspec-
tion, which is unannounced, uses checklists to monitor
laboratory performance and quality, including person-
nel qualifications, and maintains an ongoing oversight
program over molecular testing. However, because of
the mixed bag of tests performed and the various clini-
cal applications, the inspection procedure, and the use

of multiple checklists which cover the various applica-
tions, inspectors are called upon to have extensive
inspection experience and training.

Quality Assurance, Quality Control, and
External Proficiency Testing

An additional regulatory aspect involves quality assur-
ance (QA) programs consisting of both external profi-
ciency testing (PT) and the use of quality control (QC)
materials. While QA is a part of all laboratory testing
areas, unique problems surround the dearth of appropri-
ate control materials and external PT programs, which
are intimately related for the following reason.Molecular
testing is confounded by many factors including (i) the
rare nature of many heritable conditions, (ii) the multi-
plicity of mutations associated with a single disorder
(for example, cystic fibrosis), and (iii) the level of tissue
heterogeneity, particularly when dealing with malignant
conditions. For molecular infectious disease testing, par-
ticular care must be given to ensure that lack of an ampli-
fied product signifies nomeasurable target as opposed to
amplification failure. In this latter case, use of internal
controls added to the amplification reaction assures the
laboratory that a negative result is a true negative. Also,
since nucleic acid is found in living and dead organisms,
the presence of a positive signal may not represent active
infectious agents.

Method Validation [25]

Adding to this complexity are the difficulties asso-
ciated with validating molecular tests. When validation
is applied to LDTs, the FDA (via the ASR rules) states
“clinical laboratories that develop tests are acting as
manufacturers of medical devices and are subject to
FDA jurisdiction.” To underscore this, CLIA require-
ments for test validation vary by test complexity and
by whether the test is FDA approved, FDA cleared, or
laboratory developed. CLIA requires that each lab
establish or verify the performance specifications of
moderate-complexity and high-complexity test systems
that are introduced for clinical use. For an FDA-
approved test system without any modifications, the
system is validated by the manufacturer; therefore,
the laboratory need only verify (confirm) these per-
formance specifications. In contrast, for a modified
FDA-approved test or an in-house developed test, the
laboratory must establish the performance specifica-
tions for a test, including accuracy, precision, report-
able range, and reference range. The laboratory must
also develop and plan procedures for calibration and
control of the test system. In addition, for a modified
FDA-approved test or a laboratory-developed test, the
laboratory must establish analytic sensitivity and speci-
ficity and any other relevant indicators of test per-
formance. How and to what extent performance
specifications should be verified or established is ulti-
mately under the purview of medical laboratory profes-
sionals and is overseen by the CLIA certification
process, including laboratory inspectors.
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Clinical Utility

In 1997, the Department of Energy Task Force on
Genetic Testing proposed three criteria for the evalua-
tion of genetic tests: (i) analytic validity, (ii) clinical valid-
ity, and (iii) clinical utility [1]. By clinical utility,
the report referred to “. . . the balance of benefits to
risks. . . .” However, more frequently, especially with new
molecular genetic tests, clinical utility may not be readily
available when a test is put into clinical use. In fact, it may
take years to accumulate data on clinical utility. For exam-
ple, when themolecular test for hereditary hemochroma-
tosis was first introduced, there were limited data on
penetrance, or the association of specific phenotype with
a specific genotype. In other words, initial data were
obtained on individuals demonstrating the phenotype
associated with hereditary hemochromatosis. However,
clinical utility must be assessed in individuals with some
or even no obvious symptoms (through population
screening) before penetrance can be estimated. When
such studies were performed, penetrance was incom-
plete, with estimates ranging from 3%–30% of indivi-
duals who carried two disease-causing mutations
demonstrating the classical phenotype. Thus, at the time
the test was introduced, it was assumed that penetrance
was close to complete, since almost all patients demon-
strating the phenotype had two disease-causing muta-
tions. The clinical utility would be based on positive and
negative results defining the disease phenotype. Now we
know that homozygous (two disease-causing mutations)
individuals frequently do not demonstrate the pheno-
type, at least at the time of testing.

MOLECULAR LABORATORY

SUBSPECIALTIES

In this section, we will describe examples of clinical
molecular tests representing the areas of (i) heritable
disorders, (ii) infectious disease, (iii) pharmacoge-
nomics, and (iv) oncology. In each case, we will address
aspects of (a) method validation, (b) preanalytical and
postanalytical concerns, and (c) clinical applications
with the benefits and risks associated with both positive
and negative results.

Heritable Disorders

Fragile X Syndrome

The most common form of heritable mental retarda-
tion is called the Fragile X Syndrome (FRS), so-called
because of the cytogenetic appearance of increased
fragility at a locus on the long arm of the X chromo-
some, under specific cell culture conditions [24].

This observation is frequently associated with char-
acteristic clinical features, primarily in males, in-
cluding mild to moderate mental retardation, a
prominent facial appearance with large low-set ears,
and enlarged testes in males, postpuberty. Affected
females have a less well-defined phenotype, due to
the variable affect of the second X chromosome

(called lyonization). However, the inherent difficulties
of this cytogenetic test led to the development of a
molecular test once the gene was identified. The first
molecular test was based on Southern blot analysis,
coupled with specific restriction enzymes, which could
identify the characteristic molecular defect.

The FMR1 gene contains a CGG repeat region in
the 50 untranslated region (Figure 28.1). The number
of CGG repeats is variable in the general population.
When increased beyond 200 CGG repeats, the gene
is hypermethylated, leading to absence of expression
of the gene product, FMR1. In the normal population,
the number of repeats varies from 5 to 44 repeats, with
a median of 29. In individuals with FRS, the number of
repeats usually exceeds 200. Premutation carriers have
between 55 and 200 repeats, which has been associated
with (i) increased risk of full expansion during female
(but not male) meiosis leading to FRS in her offspring,
(ii) increased risk of ovarian dysfunction (premature
ovarian failure), and (iii) increased risk of FXTAS
(fragile x-associated tremor/ataxia syndrome). Clearly,
an accurate and precise method for determining the
number of CGG repeats, and the associated hyper-
methylation status, has significant clinical implications.
However, the Southern blot technique was able to
assess only hypermethylation, but not accurately assess
the number of CGG repeats (Figure 28.2).

Validation of Molecular Sizing of FMR1

The Southern blot procedure for FRS is well documen-
ted. The focus here is on the validation of a sizing assay
for the CGG region of FMR1 performed on a capillary
electrophoresis platform (ABI 3100, Applied Biosys-
tems, Foster City, California). The LDT is based on
the report by Fu [26], while an RUO assay is commer-
cially available from Celera Diagnostics (Alameda, Cali-
fornia). Inherent in any method validation, well-
characterized samples must be available. These can
be patient samples analyzed by an independent labora-
tory, immortalized cell lines (Coriell Cell Reposi-
tories), or artificially prepared standards (National
Institute of Standards and Technology). Each of these
materials has advantages and disadvantages. Ideally, all
three sources provide the most complete assessment of
method validation. Conditions for both the LDT and
the RUO are available from the literature.

PCR and Capillary Electrophoresis

Sizing of the FMR1 50 UTR is performedon an automated
capillary electrophoresis platform following PCR amplifi-
cation of the critical region. Choice of the forward and
reverse primers and PCR amplification details are dis-
cussed elsewhere, as are the capillary electrophoresis con-
ditions [24].

Statistical Analysis

Validation studies should determine reproducibility
(imprecision) and accuracy, allowing the laboratory to
report values with confidence intervals (45 � 2 repeats,
for example). These estimates of precision can be
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obtained by multiple determinations of the same
sample during a single run of samples and by analyzing
the same sample on multiple runs, followed by deter-
mining the mean and the standard deviation. These
terms are referred to as within-run and between-run
precision.

Postanalytical Considerations

Interpretation of FMR1 sizing analysis depends on the
clinical considerations for ordering the test. These may
be (i) diagnosis, (ii) screening, (iii) predictive within a
family with affected members, or (iv) risk assessment.
For example, a diagnostic application would include
determining whether an individual with the character-
istic phenotype has FRS, and depends on the sex of
the patient. A male, having a single X chromosome,
should have a single band following PCR amplifica-
tion, with a normal number of CGG repeats (5–44
repeats). One of the limitations of the PCR procedure
is the size of the CGG repeat region. Depending on
the PCR primers and amplification conditions, the
maximum number of CGG repeats that can be ampli-
fied is �100 repeats. Thus, a fully amplified CGG
region of >200 repeats would not produce a discern-
able PCR product. However, a female, with two X chro-
mosomes, with a full expansion would still have an
unaffected X chromosome, resulting in a single band
following PCR amplification, representing the nor-
mal-sized allele. Another limitation with females is that
both alleles may be the same size, resulting in a single
band following amplification. For females, any analysis
which yields a single band following PCR, and with the
absence of a band in a male, Southern blot analysis
would be necessary, as this analysis is not limited by

the constraints of PCR amplification. Thus, Southern
blot analysis should detect fully expanded alleles.
Screening applications may involve newborn screening
in the future. However, methodological constraints are
considerable at this time.

If an affected family member has been identified,
carrier determination can be performed, exemplifying
a predictive use of this testing. However, another level
of complexity involves risk assessment of female pre-
mutation carriers. These individuals have between 55
and 200 repeats, not large enough for full mutations,
but sufficient for the associated conditions mentioned
previously (premature ovarian failure, FXTAS, and
others), in addition to increased risk of passing on a
fully expanded allele to offspring (the risk is propor-
tional to the number of CGG repeats). Note that
individual alleles between 45 and 54 repeats are con-
sidered intermediate and may carry an increased risk
for being permutation carriers, but not for passing
on full mutations. No data exist on the risk of these
individuals for ovarian dysfunction or FXTAS. Obvi-
ously, knowing the precision and accuracy of the assay
is paramount in interpreting the number of CGG
repeats.

Benefit/Risk Assessment (Clinical Utility)

Since defining clinical utility takes considerable clini-
cal experience with newer assays, it is difficult, if not
impossible, to assess clinical utility before setting up
an LDT, as advocated by some of the regulatory agen-
cies. For example, FMR1 sizing assays demonstrate
the evolving nature of clinical utility. When Southern
blot analysis was the only molecular method available,
the clinical utility was based on the contribution of
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Figure 28.1 Schematic representation of the CGG repeat in exon 1 of FMR1 and associated alleles. A CGG-repeat
number less than or equal to 45 is normal. A CGG-repeat number of 46 to 54 is in the gray zone and has been reported to
expand to a full mutation in some families. A CGG-repeat number of 55 to 200 is considered a premutation allele and is
prone to expansion to a full mutation during female meiosis. A CGG-repeat number in excess of 200 is considered a full
mutation and is diagnostic of fragile X syndrome.
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the FMR1 assay to the diagnosis of FRS. However,
by this method, limited information was available for
assessing the premutation carrier status. With the devel-
opment of FMR1 sizing assays,more accurate assessment
of the permutation allele could be made, and the clini-
cal utility for ovarian dysfunction and FXTAS could be
assessed. Thus, improvements in methodology can
affect the clinical utility of an analyte.

Infectious Diseases

Enteroviral Disease

Enteroviruses (EV) are a general category of single-
stranded, positive-sense, RNA viruses of the Picornaviri-
dae family, which includes the subgroups enteroviruses,
polioviruses, coxsackieviruses (A and B), and echo-
viruses [1,2]. Rhinoviruses are closely related members
of the Picornaviridae family that are a major cause of
the common cold. Most EV infections are asymptom-
atic. Symptomatic EV infections affect many different
organ systems. Diseases of the central nervous system

include poliomyelitis, aseptic meningitis, and encepha-
litis. Diseases of the respiratory system include the com-
mon cold, herpangina, pharyngitis, tonsillitis, and
pleurodynia. Diseases of the cardiovascular system
include myocarditis and pericarditis. EV infections also
cause febrile exanthems, conjunctivitis, gastroenteritis,
and a sepsis-like syndrome in neonates. EV infections
peak during the first month of life and cause the major-
ity of aseptic meningitis worldwide [3,4].

Until recently, a diagnosis of EV infection was based
on clinical presentation and the isolation of virus in cell
culture from throat, stool, blood, or cerebrospinal fluid
(CSF) specimens. EV detection by culture methods is
insensitive and takes too long to be useful in clinicalman-
agement decisions. By contrast, reverse transcription-
PCR (RT-PCR) is more rapid and sensitive and has been
used to detect EVRNA inCSF, throat swabs, serum, stool,
andmuscle biopsies [5]. EV RNA detection bymolecular
methods is now considered the gold standard for the
diagnosis of enteroviral meningitis. At the time of valida-
tion, several ASRs were available for the detection of
enteroviral RNA from CSF specimens.

Figure 28.2 Southern blot analysis for the diagnosis of fragile X syndrome. Patient DNA is simultaneously digested
with restriction endonucleases EcoR1 and Eag1, blotted to a nylon membrane, and hybridized with a 32P-labeled probe
adjacent to exon 1 of FMR1 (see Figure 28.1). Eag1 is a methylation-sensitive restriction endonuclease that will not cleave
the recognition sequence if the cytosine in the sequence is methylated. Normal male control DNA with a CGG-repeat
number of 22 on his single X chromosome (lane 1) generates a band about 2.8 kb in length corresponding to Eag1-EcoR1
fragments (see Figure 28.1). Normal female control DNA with a CGG-repeat number of 20 on one X chromosome and a
CGG-repeat number of 25 on her second X chromosome (lane 5) generates two bands, one at about 2.8 kb and a second
at 5.2 kb. EcoR1-EcoR1 fragments approximately 5.2 kb in length represent methylated DNA sequences characteristic of
the lyonized chromosome in each cell that is not digested with restriction endonuclease Eag1. DNA in lane 2 contains an
FMR1 CGG-repeat number of 90 and is characteristic of a normal transmitting male. The banding pattern observed in
lane 3 is representative of a mosaic male with a single X chromosome with a full mutation (>200 repeats). However, the
full mutation in some cells is unmethylated; in other cells, the full mutation is fully methylated, hence the term mosaic. In
those cells in which the full mutation is unmethylated, digestion by both Eag1 and EcoR1 occurs, and in those cells in
which the full mutation is fully methylated, digestion of the DNA by Eag1 is inhibited. The banding pattern observed in lane
4 is diagnostic of a male with fragile X syndrome, illustrating the typical expanded allele fully methylated in all cells. Lane 6
is characteristic of a female with a normal allele and a CGG-repeat number of 29 and a larger gray zone allele with a
CGG-repeat number of 54. Lane 7 is the banding pattern observed from a premutation carrier female with one normal allele
having a CGG-repeat number of 23 (band at about 2.8 kb) and a second premutation allele with CGG repeats of 120 to
about 200 (band at about 3.1 kb). In premutation carrier females, in cells in which the X chromosome with the premutation
allele is lyonized, the normal 5.2 kb EcoR1-EcoR1 band is larger because of the increased CGG-repeat number and is
about 5.5 kb in length. Lane 8 is diagnostic of a female with fragile X syndrome with one full expansion mutation allele that
is completely methylated and transcriptionally silenced on one X chromosome but with a second normal allele with a
CGG-repeat number of 33.
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Validation of LightCycler-Based, RT-PCR Assay
for Enterovirus

We developed a real-time PCR assay using the LightCy-
cler platform (LC-PCR) [6] because our molecular
diagnostics laboratory has extensive experience with
this technology. In addition, others had demonstrated
the utility of this approach [7]. For rapid detection of
EV RNA in CSF specimens, we established a qualitative
semi-nested LC-PCR method based on EV RNA isola-
tion and cDNA synthesis followed by PCR amplifica-
tion with primers that target the highly conserved 50-
noncoding region (50-NCR) [9]. To improve sensitivity
and specificity, we used a second round of semi-nested
PCRs. The semi-nested PCR uses two different viral
subgroup-specific forward primers (one for polio-
viruses and one for coxsackieviruses), and a common
reverse primer that generates 85 bp to 87 bp ampli-
cons depending on the viral subgroup. The amplicons
bind the EV-TaqMan probe which allows for real-time
fluorometric detection and excludes cross-hybridiza-
tion with rhinoviral sequences. Viral RNA is isolated
from infected CSF using either the MagNA Pure total
Nucleic Acids Extraction Kit (Roche Diagnostics,
Indianapolis, Indiana) or the High Pure Viral RNA
Kit (Roche Diagnostics). The extracted nucleic acids
are subjected to RT-PCR in the LightCycler using the
LC RNA Master Hybridization Probes Kit (Roche Diag-
nostics). Amplicons are diluted with sterile water, and
subsequent semi-nested PCR is carried out in the
LightCycler with the EV-TaqMan probe using the LC
Fast Start DNA Master Hybridization Probes Kit
(Roche Diagnostics).

QC materials include external positive and negative
controls and a no template control (water blank). An
appropriate internal positive control was not available
at the time of assay development. Therefore, a techni-
cal failure cannot be ruled out when a patient sample
is negative. The crossing-thresholds for known positive
samples were determined during the validation set by a
limiting dilution approach using negative CSF samples
spiked with known amounts of cell culture grown EVs.
A minimum cycle threshold (Ct) of 30 cycles was estab-
lished. Limits of detection for several EVs were deter-
mined and compared to results from a reference lab
for the same specimen control. In the validation set,
the sensitivity of the MagNA Pure RNA extraction was
compared to the High Pure Column RNA extraction
method. The number and type of controls need to
be re-evaluated periodically after the implementation
of a new assay. For example, the development of a
molecular EV assay that uses internal positive controls
to confirm negative results for patient samples is
needed and once this is available it should be
integrated into the assay.

Preanalytical Considerations

A semi-nested RT-PCR method is especially susceptible
to contamination by nucleases or unrelated nucleic
acids, which cause false negative or false positive
results, respectively. Laboratory organization and

equipment should be designed to avoid contamina-
tion, and specimens should be handled with gloves in
a biosafety cabinet to prevent contamination with fin-
gertip RNases and biohazard exposures, as described
[8]. The quality of viral RNA in CSF depends on what
happens to the specimen before RNA sample extrac-
tion occurs. Therefore, only 0.5 mL or greater volumes
of CSF specimens collected in the appropriate sterile
plastic containers are accepted. The EV virion is very
stable and protects the viral RNA from degradation.
Sample stabilization is not required as long as speci-
mens are dispatched to the laboratory within hours
of acquisition. If there will be a delay in specimen dis-
patch, then the specimen should be refrigerated or
placed on ice. If the delay will be more than 24 hours,
then the specimen should be stored frozen and kept
frozen until RNA extraction. Neonatal serum or
plasma specimens for suspected EV sepsis require
approval of the laboratory director and may be accept-
able if handled properly. Plasma should be collected
in K2EDTA or ACD tubes [9]. Heparin should be
avoided, since it inhibits RT and PCR reactions, as
described in [10]. Heparin inhibition of RT-PCR reac-
tions can be reversed using lithium chloride if neces-
sary [11]. The suitability of this approach was
validated during assay development. Samples that have
been frozen before dispatch and arrive in the state of
thawing out should be rejected.

Postanalytical Considerations

Fluoresence signal detected above background before
the 30th cycle of the semi-nested EV LC-PCR is diag-
nostic of EV infection. Ct values that are equal to or
greater than 30 cycles are negative. In a patient with
the clinical signs and symptoms of viral meningitis, a
positive result is consistent with a diagnosis of EV men-
ingitis. Interpretation of a negative result is more diffi-
cult due to the absence of an internal positive control
for the RT-PCR. A negative result could indicate a
technical failure with the RT or PCR steps in the
method. Alternatively, the sample may not contain
EV RNA. Thus, a negative result does not exclude EV
infection and needs to be communicated in the report
to the ordering physician. In addition the pediatricians
who will be ordering this test most often need to be
made aware of the meaning of a negative result.
Finally, because EV is a reportable disease to the state
health department, a positive result must be called to
the physician and reported to hospital epidemiology.

Benefit/Risk Assessment (Clinical Utility)

The distinction between EV and bacterial infections in
neonates can be difficult, and patients are usually trea-
ted empirically with antibiotics until an EV infection is
confirmed, at which point supportive care is the treat-
ment choice. Therefore, a rapid molecular method for
detecting EV RNA has clinical utility if available daily.
Several studies have suggested that the use of molecu-
lar EV testing in the pediatric patient population can
lead to cost savings by reducing the length of hospital
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stay, reducing antibiotic use, and reducing imaging
studies [12]. A positive molecular EV test helps to
exclude bacterial or other etiologies that may require
longer hospitalization for treatment. A negative EV test
is not very useful clinically because it does not rule out
EV meningitis.

Hepatitis C Viral Genotype

Approximately 4 million people in the United States
are chronically infected with HCV, and many are
unaware that they are infected. Recent studies estimate
that, in the United States, 30,000 individuals per year
are newly infected with HCV, and approximately
10,000 people will die annually from the sequelae of
hepatitis C. HCV is also the most frequent indication
for liver transplant in adults in the United States. Since
the outcome of HCV infection depends on both the
viral load and HCV genotype, the determination of
HCV genotype provides important clinical information
regarding the duration and type of antiviral therapy
used for a given HCV-infected patient [13]. In addi-
tion, the genotype is an independent predictor of the
likelihood of sustained HCV clearance after therapy
[14]. There are more than 11 genotypes and more
than 50 subtypes of HCV. In the United States, geno-
types 1a, 1b, 2a/c, 2b, and 3a are most common. Ge-
notypes 4, 5, 6, and 7 are endemic to Egypt, South
Africa, China, and Thailand, respectively, and are
rarely found in the United States. Since patients
infected with HCV genotype 1 may benefit from a
longer course of therapy, and genotypes 2 and 3 are
more likely to respond to combination interferon-
ribavirin therapy, the clinically relevant distinction
among the affected population of the United States

is between genotype 1 and nontype 1. Not enough
data currently exists to determine the likelihood of
therapeutic response for HCV genotypes 4, 5, 6, and
7. Therefore, it has been recommended that infections
with genotypes 4, 5, 6, or 7 be treated similar to
patients infected with HCV type 1.

In addition to viral load, HCV genotype is important
clinically. Line-probe and sequencing-based methods
are available for HCV genotyping, but are expensive,
time consuming, and provide more information than
is currently needed by clinicians for patient manage-
ment decisions. With this in mind, we developed a
rapid HCV genotyping assay for the LightCycler to dif-
ferentiate HCV type 1 from nontype 1 infections.

Validation of HCV Genotyping

The determination of HCV genotype is based on isola-
tion of HCV viral RNA and cDNA synthesis followed by
PCR amplification of the 50 untranslated region
(50UTR). Viral RNA is isolated from infected serum
after HCV viral load determination using the MagNA
Pure Total Nucleic Acids Extraction Kit or the Qiagen
EZ1 BioRobot. The extracted nucleic acids are sub-
jected to RT-PCR using primers specific for 50UTR
sequence that is conserved among all known HCV gen-
otypes. The RT-PCR step is performed using an
Applied Biosystems GeneAmp 9600 PCR System (block
cycler). A second PCR amplification using a semi-
nested pair of primers is carried out in the LightCycler
in the presence of a pair of FRET oligonucleotide
probes. The FRET detection probe allows the discrim-
ination of HCV genotypes 1a/b, 2a/c, 2b, 3a, and 4
during melting curve analysis (Figure 28.3), because
it hybridizes with differential affinity to a region of

Figure 28.3 HCV genotyping assay. Comparison of samples from patients infected with HCV genotypes 1b, 2a/c, 2b,
and 3a. Shown are genotype-specific melting transitions for four samples in 2 mM MgCl2. Data were obtained by monitoring
the fluorescence of the LCRed640-labeled FRET sensor probe during heating from 40 to 80�C at a temperature transition
rate of 0.1�C/s.
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the 50UTR that varies among the different HCV geno-
types. Magnesium concentration was critical for opti-
mal genotype discrimination. Primer and probe
design and PCR details have been described [15].
For method validation, patient samples analyzed by
an independent reference laboratory were used. Posi-
tive QC materials were pooled patient serum samples
of previously determined genotype (genotypes 1,
2a/c, 2b, and 3a). Negative QC material was pooled
patient serum samples previously determined to be
HCV negative. A water blank is also always included
with each run. A serial limiting dilution of positive
patient samples with known viral titers was used to
determine the limits of detection. The semi-nested
method described will fail when viral titers are less
than 12,600 IU per mL. A more sensitive fully nested
PCR method was developed and is able to genotype
specimens with 130 IU per mL. The fully nested
PCR method uses the freshly extracted RNA and the
same RT and first PCR steps used for the semi-nested
approach. The second PCR step uses a new set of
nested primers and is done in the block cycler. The
products of this reaction are subjected to melting
curve analysis in the LightCycler to determine geno-
type using the same set of FRET probes described
for the semi-nested genotyping method. The fully
nested approach is rarely needed because patients
usually have high viral loads upon initial presenta-
tion, and this is the ideal time to assess the HCV
genotype.

Statistical Analysis

In addition to determination of the accuracy of the
genotyping assay, melting point precision was deter-
mined within run and between runs using QC materi-
als. An analysis of assay performance after 18 months
showed no assay failures for 70 runs with 411 patient
samples using 3 different LightCyclers operated by 6
different technicians. The genotype-specific melting
temperatures remained nonoverlapping with coeffi-
cients of variation that were less than 1% for all geno-
types [16]. Melting temperatures are continuously
monitored to assure assay performance.

Preanalytical Considerations

The semi-nested or a nested RT-PCR method is espe-
cially susceptible to contamination by RNases, previ-
ously amplified DNA, or unrelated nucleic acids.
Unidirectional flow of samples through physically
separated preamplification and postamplification
areas should be maintained to prevent contamination
of reagents or specimens with amplified DNA. Equip-
ment, reagents, plasticware, and specimens should be
handled with gloves to prevent contamination with
fingertip RNases or cross-contamination of speci-
mens. The use of plastic microfuge tube cap openers
instead of gloved fingertips is recommended to pre-
vent cross-contamination. Samples should be added
one at a time, first followed by positive QC, negative
QC, and finally the water blank. The only known

interference to this procedure is heparin, which may
inhibit the RT-PCR reaction. Evaluation of isolation
of nucleic acid by the MagNA Pure system has shown
that heparin is removed during the isolation of
nucleic acid by this method. A minimum of 500
microliters of serum is the required sample type for
this method. Whole blood samples should be centri-
fuged, and serum should be separated within 6 hours
of collection. HCV is an enveloped RNA virus and is
labile to repeated freeze-thaw cycles. Viral titers will
drop upon storage at –20�C. Therefore, fresh samples
are preferred. Since aqueous solutions of RNA are
unstable and susceptible to spontaneous hydrolysis
even at –20�C, it is best to perform the RT-PCR
step on the same day as RNA extraction. MagNA Pure-
extracted nucleic acid samples should be stored
at –80�C if the RT-PCR step cannot be performed on
the day of isolation.

Postanalytical Considerations

Interpretation of HCV genotype is reported as type 1,
type 2, type 3, type 4, or none detected if negative.
Both early viral load measurements and viral genotype
are used to determine likelihood of clinical response
and influence management decisions during combina-
tion antiviral therapy. Therefore, these tests should be
ordered together during the initial workup of a patient
with viral hepatitis. Reflexive genotyping of patients
who are positive for HCV with sufficiently high viral
loads and no prior genotype should be considered.
Once the genotype is determined, there is no need
for additional genotyping unless there is clinical suspi-
cion of a second infection with a different HCV geno-
type. The HCV LC-PCR assay is able to detect two
genotypes in one patient sample. One limitation with
this assay is the inability to detect some rare genotypes
that may occur in the United States, such as genotypes
5 or 6. Thus, the detection of a novel melting temper-
ature could indicate an infection with a non-1, -2, -3, or
-4 HCV genotype. This specimen would be sent out for
sequencing by a reference laboratory. Similarly a spec-
imen with a high viral load but no detectable genotype
indicates a technical failure or a novel genotype and
would also be sent to a reference laboratory for
sequencing.

Benefit/Risk Assessment (Clinical Utility)

HCV genotyping assays are an essential component of
an evolving clinical decision tree used to determine
the duration of therapy and the likelihood of sustained
virological response (SVR) to this therapy. Absolute
viral load, log decline in viral load from baseline,
and viral genotype are clinically useful in predicting
SVR and nonsustained virological response (NSVR)
to treatment [17]. The NIH Consensus Development Con-
ference Statement, Management of Hepatitis C:2002, stres-
ses the importance of early prediction of SVR and
NSVR in patient management in the first 12 weeks of
therapy [18]. Combination interferon plus ribavirin
therapy is given for 24 or 48 weeks, depending on viral
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genotype and viral load. The therapy is expensive and
difficult for patients to tolerate due to side effects.
HCV genotype and viral loads are used to predict the
likelihood of SVR or NSVR. The likelihood of SVR
and NSVR is useful for clinicians and patients when
making decisions about the duration of therapy. Non-
type 1 genotypes have a much greater rate of SVR than
genotype 1 infected patients. HCV type 1 with a high
viral load requires a longer course of therapy than
nontype 1 infections. HCV genotype determination is
clinically useful in risk assessment and making thera-
peutic decisions instead of making a diagnosis.

Oncology

B-Cell and T-Cell Clonality

B-cell and T-cell clonality assays are based on the detec-
tion of a predominant antigen receptor gene rear-
rangement that represents the outgrowth of a
predominant lymphocyte clone. In the correct clinical
and pathologic context, the presence of a predomi-
nant clonal lymphocyte population is consistent with
lymphoma or lymphoid leukemia. Southern blots were
traditionally the method used to detect a predominant
antigen receptor gene rearrangement. Multiplex PCR-
based B-cell and T-cell clonality assays are replacing
Southern-blot-based assays because they are robust,
faster to perform, and easier to interpret. Unlike
Southern blots, PCR-based assays are amenable to for-
malin-fixed, paraffin-embedded (FFPE) tissues. PCR-
based assays amplify the DNA between primers that
target the conserved framework (FR) and joining (J)
sequence regions within the lymphoid antigen recep-
tor genes. These conserved regions flank the V-J gene
segments that randomly rearrange during the matura-
tion of B-lymphocytes and T-lymphocytes.

Random genetic rearrangement of the V-J segments
occurs in the immunoglobulin heavy chain gene
(IGH) and the kappa and lambda immunoglobulin
light chain genes in prefollicular center B-cells. Ran-
dom genetic rearrangement of the V-J segments also
occurs in the alpha (TCRA), beta (TCRB), gamma
(TCRG), and delta (TCRD) T-cell receptor genes dur-
ing thymic T-cell development. Antigen receptor gene
rearrangement occurs in a sequential fashion one
allele at a time. If the first allele fails to successfully
recombine (produces a nonfunctional protein prod-
uct), then the other allele will undergo rearrangement.
It is important to remember that the nonfunctional
rearrangement can still be detected by the clonality
assay. Because of the sequential manner in which these
genes rearrange, a mature lymphocyte may carry one
(mono-allelic clone) or two (bi-allelic clone) rear-
ranged antigen receptor genes of a given type. Each
maturing B-cell or T-cell has either one or two gene-spe-
cific V-J rearrangements unique in both sequence and
length. Therefore, when the V-J region is amplified,
one or two unique amplicons will be produced per cell.
If the population of lymphocytes being examined is a
lymphoma, then one or two unique amplicons will dom-
inate the population. In contrast, if the population is a

normal polyclonal lymphoid infiltrate, then there will
be aGaussian distribution ofmany different sized ampli-
cons centered around a statistically favored, average-
sized rearrangement (Figure 28.4).

Because the antigen receptors are polymorphic and
subject to mutagenesis as part of the normal rear-
rangement process, multiple primer sets are used to
increase the ability of the assay to detect the majority
of possible V-J rearrangements. Each set of multiplex
primers has a defined valid amplicon size range. After
antigen exposure, germinal center B-cells undergo
somatic hypermutation of the V regions, and this may
affect the binding of the V-region specific (FR) prim-
ers and prevent the detection of lymphoma clones aris-
ing from the germinal center or postgerminal center
B-cell compartments. Primer sets that target IGH D-J
rearrangements are less susceptible to somatic hyper-
mutation and allow the detection of more terminally
differentiated B-cell malignancies.

Validation of B-Cell and T-Cell Clonality Assays

PCR-based clonality assays are routinely used by many
laboratories. However, prior to 2004, referral lab PCR-
based clonality assays used nonstandardized, lab-spe-
cific PCR primer sets and methods, making proficiency
testing and lab performance comparisons difficult. In
addition, many of these institution-specific B-cell and
T-cell clonality assays are not comprehensive and target
a limited number of possible V-J rearrangements. To
address this concern, we used the optimized InVivo-
Scribe (IVS) multiplex PCR primer master mixes. The
IVS master mixes have been standardized and exten-
sively validated by testingmore than 400 clinical samples
using the WHO Classification scheme. The validation
was done at more than 30 prominent independent test-
ing centers throughout Europe in a collaborative study
known as the BIOMED-2 Concerted Action [19].

The TCRG locus is on chromosome 7 (7q14) and
includes 14 V gene segments divided into 4 subgroups.
Six of the 14 V segments are functional, 3 are open
reading frames, and 5 are pseudogenes. The 200 kilo-
base pair TCRG region also contains 5 J segments
and 2 C genes. Although most mature T-cells express
the alpha/beta TCR, the gamma/delta TCR genes
rearrange first and are carried by almost all alpha/beta
T-cells. The IVS TCRG assay uses only 2 master mixes
and is able to detect 89% of all T-cell lymphomas
tested in the BIOMED-2 Concerted Action. Mastermix
tube A targets the V gamma 1–8 þ 10 and most
J gamma gene segments. Mastermix tube B targets
V gamma 9 þ 11 and most J gamma segments. The
included positive and negative kit controls are used
to assess each of the master mixes. The specimen con-
trol size standard is a separate master mix included
with the kit that evaluates each patient DNA sample
by targeting six different housekeeping genes poten-
tially producing amplicons of 84, 96, 200, 300, 400,
and 600 base pairs. Under ideal conditions and using
capillary electrophoresis to analyze the amplicons,
the TCRG assay can resolve a 1% clonal population in
a polyclonal background.
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The IGH locus is on chromosome 14 (14q32.3) and
includes more than 66 V, 27 D, and 6 J gene segments.
The IVS IGH assay uses 5 master mixes and is able to
detect 92% of all B-cell lymphomas tested in the
BIOMED-2 Concerted Action validation study. Master
mixes A, B, and C target the framework (FR) 1, 2,
and 3 regions of the V gene segments, respectively,
and all J gene segments. Master mixes D and E target
the D and J regions. The IGH locus rearranges the
D and J segments first during maturation, followed by
the addition of a random V segment to the previously
rearranged D-J fusion product. In addition, the D
segments are less likely to be mutated by somatic
mutation during postgerminal center development.

Because the primers in tubes D and E target D-J
regions, these tubes are more likely to detect clonal
IGH rearrangements in lymphoma cells that arose
either very early or late in B-cell ontogeny. Positive,
negative, and specimen extraction controls are
included and run on each master mix and specimen,
respectively. The specimen control size standard is
used to assess the integrity of the DNA extracted from
the specimen and is identical to the specimen control
size standard described previously for the TCRG kit.
The specimen control master mix is useful in deter-
mining the amount of DNA target molecule degrada-
tion that has occurred during fixation and DNA
extraction. Capillary electrophoresis (CE) using the
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Figure 28.4 T-cell receptor gamma chain PCR assay for clonality. (A) polyclonal reactive T-cell proliferation pattern.
A polyclonal population of T-cells with randomly rearranged T-cell receptor gamma chain genes produces a normal or
Gaussian distribution of fluorescently labeled PCR products from each primer pair in the multiplex reaction. This produces 4
“bell-shaped curves” that represent the valid size range for an individual primer pair. Two of the valid size ranges are green
and two are blue; G1, B1, G2, B2. The red peaks represent size standards. (B) clonal T-cell proliferation pattern. A clonal
T-cell proliferation results in a relative dominance of a single T-cell receptor gamma chain gene producing a predominant
spike of a discrete size on the corresponding electropherogram. Data were obtained using an ABI 3100 capillary
electrophoresis system and ABI Prism Software.
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ABI 3100 Avant Genetic Analyzer was better at deter-
mining the size of predominant amplicons than both
agarose and polyacrylamide gel systems during
method development. Under ideal conditions and
using CE to analyze the amplicons, the IGH assay can
resolve a 1% clonal population in a polyclonal
background.

Genomic DNA is isolated from whole blood, body
fluids, fresh tissues, and formalin-fixed paraffin-
embedded tissue blocks, using the appropriate Qiagen
DNA isolation protocol. A slightly modified Qiagen DNA
isolation protocol for FFPE samples was selected after a
comparison to three other DNA isolation protocols
during validation. After DNA isolation, multiple dilu-
tions are tested for beta-globin amplification by PCR
to assess DNA quality prior to analysis using the IVS sys-
tem. Samples that fail to amplify beta-globin at any
concentration are quantified by UV spectrophotometry.
Approximately 100 to 200 ng of input DNA are ideal
for TCRG or IGH PCR reactions. Samples that are unde-
tectable by UV spectrophotometry and fail beta-globin
PCR should be reported as quantity insufficient and
retested by increasing the amount of starting material
by 2- to 3-fold if possible. Samples that fail beta-globin
PCR but contain sufficient quantities of DNA are most
likely nonamplifiable due to inhibitors and should be
reported as nonamplifiable due to PCR inhibitors in
the sample. Additional dilutions could be retested by
beta-globin PCR if desired. The least dilute DNA that
gives a strong beta-globin signal should be used for the
InVivoScribe B-cell or T-cell clonality assay. Each of the
products of the IVS PCR is combined with 0.5 mL
ROX400HD size standards, denatured at 95�C in form-
amide and electrophoresed through a capillary that
contains the POP4 matrix. The amplified fragments
are detected by the 6FAM, HEX, or NED fluorescent
labels on the conserved, downstream IGH or TCRG
J-region PCR primers. The size standards are detected
by the ROX label. After assay validity is confirmed by
checking all controls, the results are analyzed and a
report is generated.

After the method was established, a variety of clini-
cally and histopathologically diagnostic cases of B-cell
and T-cell lymphomas were used to evaluate the per-
formance of the method. This laboratory modified
method was able to detect 92% of B-cell lymphomas
and 85% of T-cell lymphomas used in the validation
set. An ideal QC control material is not available for
this assay. The ideal QC material would consist of a
high and low positive FFPE QC and a negative FFPE
QC. FFPE QC material would control for the DNA
extraction in addition to the PCR and interpretation
phases of this method. The currently available QC
and PT control materials do not assess the DNA extrac-
tion phase of this test.

Preanalytical Considerations

Special considerations regarding specimen type and
handling are important for this method. One of the
most common specimens submitted for IGH or TCRG
gene rearrangements is FFPE tissue blocks. PCR

inhibitors are commonly found with this specimen
type. Xylene, heme, and excessive divalent cation che-
lators are also inhibitory and need to be removed dur-
ing DNA extraction procedures. The fixative used
prior to paraffin embedment is critical for optimum
results because formalin of inferior quality can intro-
duce PCR inhibitors or prevent the extraction of
amplifiable DNA. Fresh, high-quality, 10% neutral-
buffered formalin is acceptable, and this should be
communicated to the pathologists who will be submit-
ting specimens for gene rearrangement studies. Fixa-
tives that contain heavy metals such as Hg (Zenkers
and B5) should not be used for PCR. Decalcified bone
marrow biopsy specimens are unacceptable as are spe-
cimens that were fixed with strong acid-based fixatives
like Bouin’s solution. Tissues should be fixed at room
temperature using proper histologic standards. Fixa-
tion depends on formaldehyde-mediated cross-linking
of proteins and nucleic acids. Excessive cross-linking
will inhibit DNA extraction and shorten the average
size of the recovered DNA molecules; therefore, over-
fixation should be avoided. Fixation using the
approved fixatives at room temperature progresses at
a rate of approximately 1 mm/hour. Typical 0.5 mm
thick tissue sections should fix for a minimum of 6
hours and a maximum of 48 hours. After 48 hours in
fixative, tissues can be stored in 50% ethanol for up
to 2 weeks prior to processing and embedding. The
volume of fixative used should be at least 10 times
the volume of tissue to achieve optimal results. Some
laboratories use razor blades to gouge tissue out of
the block, but this destroys the block and prevents
any additional studies that may be necessary in the
future. The best way to obtain FFPE samples for PCR
is to cut 4 micron thick sections on the microtome.
Histotechnologists should cut the sections for PCR
first thing in the morning with a fresh microtome
blade and new water. Several initial sections are dis-
carded to remove any possible contaminating DNA
on the surface of the block. One to five sections are
obtained, depending on the size and type of tissue
sample and the relative proportion of the tissue that
is involved by the suspicious lymphoid infiltrate. PCR
of lymphoid infiltrates in FFPE skin or brain tissue
blocks are somewhat refractory to PCR analysis and
require more sections for analysis. Skin tissues are
more likely to be overfixed and yield more fragmented
DNA. Brain tissues could be problematic due to the
higher lipid content than most tissues submitted for
lymphocyte gene rearrangement studies.

To snap freeze fresh tissues, one should cut them into
1 mm3 to 3 mm3 pieces, place them into an appropri-
ately labeled cryovial, snap freeze them in liquid nitro-
gen, and then store them frozen at –70�C until
processed. Specimens snap frozen at a different location
should be shipped on dry ice to arrive during normal
business hours and be stored at –70�C until processed.
Whole blood specimens should be at least 200 mL EDTA
or citrated blood, stored at 4�C for up to 3 days before
DNA extraction. Bone marrow aspirates should be at
least 200 mL EDTA or citrated bone marrow, stored at
4�C for up to 3 days before DNA extraction.
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CSF specimens should be at least 200 mL depending
on cellularity. All CSF samples should be collected in
an appropriate sterile container and stored at 4�C for
up to 24 hours or at –20�C for long-term storage.
Other sample types, such as stained or unstained tissue
on slides, may be accepted with the approval of the lab-
oratory director. Extracted DNA samples should be
stored at –20�C for a minimum of 2 months after anal-
ysis is complete.

Postanalytical Considerations

The results of this test must be interpreted in the con-
text of the other clinicopathologic data for the speci-
men. The detection of a clonal lymphoid proliferation
in a tissue sample does not necessarily indicate a diagno-
sis of lymphoma or leukemia. On the other hand, the
failure to detect a clonal lymphoid proliferation does
not necessarily rule out a lymphoma/leukemia. The test
is one puzzle piece that must be integrated with other
clinicopathologic data before rendering a diagnosis.
The molecular B-cell and T-cell clonality assay is an
adjunct ordered by pathologists for cases that are suspi-
cious but not obviously lymphoma/leukemia, and the
results of this test do not stand alone.

Although helpful guidelines for the interpretation
of results are provided by the manufacturer, this assay
is not an out-of-the-box assay. After method develop-
ment, an important part of validation is the develop-
ment of interpretive guidelines that are appropriate
for the established method, specimen types, and the
patient population. An important consideration is
how the results will be interpreted by the ordering
group of pathologists and oncologists. Specimen
handling, DNA extraction procedures, and fragment
analysis procedures will affect the final results from
this assay, and this will affect the ability to detect a
clonal proliferation in a polyclonal background. Our
laboratory has established a set of interpretive guide-
lines that include a required minimum peak height
for positive peaks and positive peak to background
peak ratio values that are appropriate for our method
and reduce the number of false positives. The details
of our interpretive guidelines are beyond the scope
of this chapter and are described in [20–22].

Results are interpreted and reported to the order-
ing pathologist in an interpretive report (CoPath) for-
mat. The results are interpreted as (i) Positive for a
clonal lymphoid proliferation; (ii) Suspicious but not
diagnostic for a clonal lymphoid proliferation (with a
recommendation to repeat the assay if clinical con-
cerns persist); (iii) Oligoclonal reactive pattern (com-
monly seen in the peripheral blood of elderly
patients with rheumatologic disease or viral infec-
tions); (iv) Polyclonal lymphoid population; (v) Insuf-
ficient material/Inadequate quality. The reports also
contain information on the pertinent clinical and lab-
oratory history, the specimen submitted for PCR, and
the relevant surgical pathology case if appropriate. Sus-
picious results are usually repeated for confirmation,
especially TCRG studies.

Benefit/Risk Assessment (Clinical Utility)

In many cases of atypical lymphoid proliferations sus-
picious for lymphoma, the morphologic, immunohis-
tochemical, flow cytometric, or clinical features are
equivocal or contradictory. Detection of a predomi-
nant antigen receptor gene rearrangement (detection
of a T-cell or B-cell clone) can support a diagnosis of
lymphoma. Early diagnosis and appropriate treatment
of lymphoma can prolong patient survival and in many
cases result in a complete remission or cure. Because
the morphology of many lymphomas is indistinguish-
able from benign lymphoid hyperplasia, ancillary tests
that demonstrate an atypical clonal lymphocyte prolif-
eration are essential in early diagnosis and subsequent
treatment of many lymphoma cases. Multiplex PCR
assays for clonality have become the standard of practice
in lymphoma diagnosis andmay eventually be used on all
cases of atypical lymphoid proliferations to either rule in
or rule out lymphoma earlier. For those cases that are
obviously lymphoma, molecular characterization of the
specific lymphoma cell clone may also prove useful in
patient follow-up after treatment to screen for residual
or recurrent disease. In addition many of the morpho-
logic subtypes of lymphoma have not been extensively
characterized from the molecular diagnostics stand-
point. For example, for biopsy cases that are suspicious
but not diagnostic for lymphoma, detection of a clonal
B-cell or T-cell population predicts lymphoma behavior
or patient outcome. The diagnostic tools that allow these
types of correlative studies have only recently become
available, and this assay represents one of the assays that
will allow these kinds of questions to be considered.
In the future, B-cell andT-cell clonality assays will become
a standard part of a lymphoma workup and may alter
clinical outcomes by providing a more comprehensive
earlier diagnosis of lymphoma and preventing unneces-
sary treatment of nonlymphomas.

Another important consideration is the improved
performance and diagnostic utility of the newer gener-
ation of multiplex PCR assays since 2004. Many
descriptions on the utility of PCR-based clonality assays
refer to multiplex PCR assays that cannot detect all pos-
sible IGH orTCRG gene rearrangements because of sub-
optimal primer sets. This can increase the number of
false negatives because the PCR primers that could rec-
ognize the clonal gene rearrangement are missing. In
addition, oligoclonal reactive proliferations may appear
to be clonal because a limiting number of primers may
not detect all of themembers of the oligoclonal prolifer-
ation. To address this issue, we have initiated an investi-
gation of the diagnostic utility of the IVS assay at our
institution over the past 4 years [23].

FUTURE APPLICATIONS

Beyond the predictable advancements in technology, sev-
eral new areas of molecular applications have appeared
in the past year which are indicative of increased em-
phasis on molecular techniques in clinical medicine: (i)
array-based comparative genomic hybridization (aCGH),
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(ii) gene expression profiling, and (iii) quantitative
reverse-transciptase PCR (qRT-PCR). Additional applica-
tions that deserve mention include (a) tissue-based phar-
macogenomics, (b) detection of fetal DNA markers in
maternal serum, and (c) personalized medicine. All of
these developments are dependent on the appropriate
balance between regulatory control and reimbursement
issues, without falling victim to regulatory stagnation.

Array-Based Comparative Genomic
Hybridization

Molecular cytogenetics has evolved since fluoresence
in situ hybridization (FISH) became a routine clinical
procedure. Recently, a research technique, called com-
parative genomic hybridization (CGH), has been modi-
fied using microarray technology to create array-based
CGH. Without extensive details, a CGH scans the entire
genome for imbalances, including duplications, dele-
tions, and copy-number variants, creating another
molecular cytogenetic tool. Traditional karyotypic stud-
ies, limited by the resolution of all microscopic proce-
dures, are complemented and sometimes replaced by
microarrays which increase resolution by 1000-fold or
greater. The impact of this technology on both constitu-
tional and tissue cytogenetics cannot be overestimated.

Gene Expression Profiling

RNA expression can be assessed in tissue by an array-
based technique. While the information can be over-
whelming, sophisticated software has been applied to
arrays that assess �25,000 genes. For example, breast
cancer samples have been profiled and reveal specific
gene expression profiles that correlate with prognosis
and/or response to specific therapies. Once these spe-
cific genes are identified, unique quantitative reverse-
transcriptase PCR assays replace the expression arrays
and provide useful quantitative data which similarly
predict disease progression and therapeutic responses
at a significantly reduced cost. Currently, gene expres-
sion studies are performed by commercial or clinical
research laboratories.

Tissue-Based Pharmacogenomics

Pharmacogenomics refers to using specific genomic
data to predict response to therapeutic drugs. When
applied to tissue, particularly malignant tissue, similar
predictions can be made. For example, inactivating
members of the epidermal growth factor receptor
(EGFR) family is a new approach to treating epithelial
malignancies. One example involves the Her-2 onco-
gene and response to Herceptin, a monoclonal anti-
body directed against Her-2 and used to treat breast
cancer patients. Patients with amplified Her-2 were
found to respond more favorably to Herceptin than
patients without amplification. Another example
involves Erbitux, a monoclonal antibody to EGFR used

to treat gastrointestinal adenocarcinomas. In this case,
mutations in the kRAS oncogene predict a less favorable
response, particularly in patients with colorectal adeno-
carcinoma.Molecular tests can be used to evaluate these
oncogenes and predict therapeutic outcomes.

Fetal DNA in Maternal Serum

Prenatal diagnosis conventionally involves obtaining
fetal cells by either amniocentesis or chorionic villus
sampling. These invasive techniques are associated
with some risk to the developing fetus and discomfort
to the mother. Through examination of maternal
serum, fetal DNA can be detected that provides similar
information, without the fetal risk or maternal discom-
fort. Analytical procedures have been reported for
detection of trisomy 21 (Down syndrome), trisomy
18, and trisomy 13. Commercial laboratories are cur-
rently evaluating these procedures.

Personalized Medicine

Many of the new applications discussed in the preceding
sections are collectively referred to as personalized medi-
cine. In broad terms, personalized medicine uses geno-
mic and/or gene expression data to predict outcome
or select specific therapeutic modalities. Of course, this
informationmust be interpreted with patient and family
history and other clinical and laboratory data. An ex-
tension of personalized medicine is the storage of
biological material, including sperm, cord blood, and
DNA, where applicable, for future considerations or
comparisons between normalcy and disease.
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Molecular Assessment of
Human Disease in the
Clinical Laboratory
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INTRODUCTION

New technologies that were once labeled For Research
Use Only have made a rapid transition into the clinical
laboratory as user-developed assays (UDAs), analyte-
specific reagents (ASRs), or FDA-cleared/approved
diagnostic assays. Molecular diagnostics has spanned
the entire spectrum of applications that will be per-
formed on a routine clinical basis in most hospital
laboratories. While the ability for clinical laboratories
to detect human genetic variation has historically been
limited to a rather small number of traditional genetic
diseases where no clinical laboratory testing was ever
available, our current understanding of many disease
processes at a molecular level has expanded our test-
ing capabilities to both human and nonhuman appli-
cations. The identification of numerous new genes
and disease-causing mutations, as well as benign poly-
morphisms that may influence a specific phenotype,
has created a rapid demand for molecular diagnostic
testing.

There is a growing need for clinical laboratories to
provide high-quality nucleic acid-based tests that have
significant clinical relevance, excellent performance
characteristics, and shortened turnaround-times. This
need was initially driven by the completion of the
Human Genome Project, which identified thousands
of genes, millions of human single nucleotide poly-
morphisms (SNPs) and culminated in disease associa-
tions. An unprecedented demand has now been
placed on the clinical laboratory community to provide
increased diagnostic testing for rapid and accurate iden-
tification and interrogation of genomic targets.

Molecular technologies first entered the clinical
laboratories in the early 1980s as manual, labor-intensive
procedures that required a working knowledge of chem-
istry and molecular biology, as well as an exceptional

skill set. Testing capabilities have moved very quickly
away from labor intense, highly complex, and
specialized procedures to more user-friendly, semiau-
tomated procedures [1]. This transition began with
testing for relatively high-volume infectious diseases
such as Chlamydia trachomatis, HPV, HIV-1, HCV,
and others. Much of this was championed by the
availability of FDA-cleared kits and higher through-
put, semiautomated instruments such as the Abbott
LCX and Roche Cobas Amplicor systems. These two
instruments that were based on the ligase chain reac-
tion (LCR) and polymerase chain reaction (PCR),
respectively, fully automated the detection steps of
the assays with manual specimen processing and
amplification reactions.

In the early 1980s, the Southern blot was the rou-
tine method used in the few laboratories performing
clinical testing for a variety of clinical applications,
even though the turnaround time was in excess of
2–3 weeks. The commercial availability of restriction
endonucleases and various agarose matrices helped
in making this technique routine. The PCR revolution-
ized blotting technologies and detection limits by
offering increased sensitivity and the much-needed
shortened turnaround time for clinical result availabil-
ity. Initial PCR thermal cycling occurred in different
temperature waterbaths, until the discovery of Taq
polymerase, the first commercially available thermosta-
ble polymerase. Programmable thermal cyclers with
reaction vessels containing all of the amplification
reagents have gone through several generations to
current instrumentation. Many modifications to the
PCR have been introduced, but none as significant as
real-time capability [2–5]. The elimination of post-PCR
detection systems and the ability to perform the entire
assay in a closed vessel had significant advantages for
the clinical laboratory. Various detection chemistries for
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real-time PCR were rapidly introduced, and many of the
older detection methods (including gel electrophoresis,
ASO blots, and others) vanished from the laboratory.

More recently, real-time PCR has become amethod of
choice for most molecular diagnostics laboratories. This
modification of the traditional PCR allows for the simul-
taneous amplification and detection of amplified nucleic
acid targets for both qualitative and quantitative applica-
tions. The main advantages of real-time PCR are the
speed with which samples can be analyzed, as there are
no post-PCR processing steps required, and the closed-
tube nature of the technology that helps to prevent con-
tamination. The analysis of results via amplification curve
and melt curve analysis is very simple and contributes to
its being amuch fastermethod for delivering PCR results.

DNA sequencing technologies, fragment sizing, and
loss of heterozygosity studies have benefited from auto-
mated capillary electrophoresis instrumentation. Sev-
eral forms of microarrays are currently available as
post-PCR detection mechanisms for multiplexed analy-
sis of SNPs, gene expression, and pathogen detection.
Today, molecular diagnostic laboratories are well
equipped with various instruments and technologies
to meet the challenges set forth by molecular pathol-
ogy needs (Table 29.1).

This chapter will introduce the new molecular diag-
nostic paradigm and several new directions for the
molecular assessment of human diseases.

THE CURRENT MOLECULAR

INFECTIOUS DISEASE PARADIGM

Since early molecular technologies began entering
the clinical laboratory, clinical applications were
few in number, techniques were labor intense, and
turnaround times were in excess of 2 weeks.

Nonetheless, there was significant clinical utility for
Southern blot transfer assays such as the IgH and
TCR gene rearrangements, Fragile X Syndrome, and
linkage analysis. These studies were qualitative interro-
gations of specific genetic sequences to determine the
presence or absence of a disease-associated abnormal-
ity, directly or indirectly. It was not until molecular
applications for infectious disease testing were being
developed that the need for quantitative and resis-
tance testing became apparent.

Molecular infectious disease testing posed the first
comprehensive testing paradigm using molecular tech-
niques. That is, clinical applications of molecular diag-
nostics to infectious diseases included the molecular
trinity: qualitative testing, quantitative testing, and resis-
tance genotyping [6–10]. This paradigm spanned the
spectrum of current molecular capabilities and has
provided significant insight to the nuances of molecular
testing for other disciplines (Table 29.2). Molecular
diagnostic testing for infectious disease applications
continues to be the highest volume of testing being
performed in clinical laboratories (Table 29.3).

While accurate and timely diagnosis of infectious
diseases is essential for proper patient management, tra-
ditional testing methods for many pathogens did not
allow for rapid turnaround time. Prompt detection
of the microbial pathogen would allow providers to insti-
tute adequatemeasures to interrupt transmission to a sus-
ceptible hospital or community population and/or to
begin proper therapeutic management of the patient.
Unlike traditional microbial techniques, molecular tech-
niques offered higher sensitivity and specificity with turn-
around times that were unprecedented once amplified
technologies were introduced to the clinical laboratory.
However, a qualitative test to identify the presence or
absence of an organism did not meet all of the necessary
clinical needs, especially when trying to monitor thera-
peutic efficacy. Clinically, it was more useful to identify
how much of an organism was present versus if it was or
was not present. This would not only allow for the use
of the assay as a therapeutic monitoring tool, but also
help distinguish a clinically significant infection from a
latent or resolving infection. Quantitative assays, initially
for viral load testing in HIV-1 infected patients, were
developed to monitor the success of newly introduced

Table 29.1 Current Technologies Being
Used in the Molecular Pathology
Laboratory at the Dartmouth
Hitchcock Medical Center

Technology Platform/Instrument

DNA/RNA extraction Manual
Spin column
Qiagen EZ1 robot

Fluorescence in situ
hybridization (FISH)

Hybrite oven
Molecular imaging system

bDNA Siemens System 340
Hybrid capture Digene HCII System
Real-time PCR Cepheid GeneXpert

ABI 7500
Cepheid Smartcycler
Roche Taq48

Capillary electrophoresis Beckman CEQ
Beckman Vidiera

Traditional PCR MJ Research
DNA Engines

Microarray Luminex
Superarray
Nanosphere

Table 29.2 Nuances of Molecular
Diagnostic Testing

Preanalytical Analytical Postanalytical

1. Specimen type 1. Technology
used

1. LIS

2. Specimen
collection
device

2. Type of
assay:
qualitative vs
quantitative

2. Result reporting and
interpretation

3. Specimen
transport

3. Controls 3. Consultation

4. DNA vs RNA 4. Quality
assurance

4. Standardization
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protease and reverse transcriptase inhibitors. This applica-
tion for HIV-1 viral load testing also represented the
first true need for a companion molecular diagnostic
assay, not in the sense of prescribing a therapeutic but
rather in monitoring its efficacy effectively. To do so,
PCR became quantitative, and other quantitative chem-
istries such as branched DNA (bDNA), transcription-
mediated amplification (TMA), and nucleic acid
sequenced-based amplification (NASBA) were born.
More recently, real-time PCR capabilities have been
further developed and routinely include more accurate
methods for quantification of target sequences.

HIV-1 once again became the poster child for a novel
molecular-based application when it was realized that
the virus often mutated in response to therapy. The
need to detect viral genomemutations also represented
the first major routine application of sequencing meth-
ods in the clinical laboratory. These assays would predict
response to regimens of antiretroviral therapy and help
guide the practitioner’s choices of therapy. In this sense,
HIV-1 resistance testing also represented the first rou-
tine application of personalized medicine. This applica-
tion resulted in the need to address the implementation
and maintenance of accurate databases as well as deal
with specimens co-infected with different mutant
viruses. From a single disease moiety, AIDS, a molecular
paradigm evolved that would set the stage and expecta-
tions for all future molecular diagnostic applications.

A NEW PARADIGM FOR MOLECULAR

DIAGNOSTIC APPLICATIONS

Our ability to test individuals for many types of human
and nonhuman genetic alterations in a clinical setting
is expanding at an enormous rate. This is in part due to

our better understanding of human disease processes,
advanced technologies, and expansion of themolecular
trinity—qualitative, quantitative, and resistance geno-
typing—for more common diseases such as cancer.
Human cancer represents a complex set of abnormal
cellular processes that culminates in widespread sys-
temic disease. Add to this the rapid identification of
new biomarkers, introduction of novel therapeutics
and progressive management strategies, and human
cancer now becomes a model for the new molecular
diagnostic paradigm demanding the three phases of
testing (qualitative, quantitative, and resistance geno-
typing) capabilities of the clinical laboratory.

Phase I: Qualitative Analysis

Qualitative testing results in the determination of pres-
ence or absence of a particular genetic sequence. This
target can be associated with an infectious agent, can
be some human genomic alteration associated with a
clinical phenotype, or some benign polymorphism
associated with personalized medicine traits. Using
the numerous tools available to the Molecular Pathol-
ogy Laboratory, performing this testing has become
routine for many applications, including such targets
as parvovirus B19, mutation screening for cystic fibro-
sis, and CYP2D6 genotyping (Table 29.4).

One such oncology target is the JAK2 V617F muta-
tion. V617F is a somatic point mutation in a conserved
region of the autoinhibitory domain of the Janus kinase
2 tyrosine kinase that is associated with chronic myelo-
proliferative diseases (CMPD) [11–13]. The G>Tmuta-
tion results in a substitution of phenylalanine for valine
at position 617. This single point mutation leads to loss
of JAK2 autoinhibition and constitutive activation of
the kinase.

CMPD is a group of hematopoietic proliferations
characterized by increased circulating red blood cells,
extramedullary hematopoiesis, hyperplasia of hemato-
poietic cell lineages, and bone marrow dysplasia and
fibrosis. CMPDs include chronic myelogenous leuke-
mia, polycythemia vera, essential thrombocythemia,
and chronic idiopathic myelofibrosis [13]. The diagno-
sis of a CMPD is made from clinical and morphologic
features which can often be confounded by the stage
of disease. Numerous molecular methods have been
developed for identifying this mutation including
PCR-RFLP, allele-specific PCR, DNA sequencing, and
real-time PCR (Figure 29.1). Identification of the JAK2
V617Fmutation in CMPDprovides a significantmolecu-
lar biomarker as it is found in almost all cases of polycy-
themia vera and can be used to rule out other CMPDs
[14]. Due to the lack of accurate diagnostic tests for
the CMPDs, the utilization of the JAK2 mutation assay
has increased significantly and has in many cases
become part of a testing algorithm for the CMPDs.

Phase II: Quantitative Analysis

Quantitative molecular testing refers to our ability to
enumerate the target sequence(s) present in any given
tissue type. As with infectious diseases, this application

Table 29.3 Molecular Infectious Disease
Tests That Are Currently FDA
Cleared and Being Performed
in Clinical Laboratories

Bacteria Viruses

Bacillus anthracis Avian flu
Candida albicans Cytomegalovirus
Chlamydia trachomatis Enterovirus
Enterococcous faecalis HBV (quantitative)
Francisella tularensis Hepatitis C virus (qualitative

and quantitative)
Gardnerella, Trichomonas,

and Candida spp.
HIV drug resistance

Group A Streptococci HIV (quantitative)
Group B Streptococci HBV/HCV/HIV blood

screening assay
Legionella pneumophila Human Papillomavirus
Methicillin-resistant

Staphylococcus aureus
Respiratory viral panel

Mycobacterium
tuberculosis

West Nile virus

Mycobacterium spp.
Staphylococcus aureus

Chapter 29 Molecular Assessment of Human Disease in the Clinical Laboratory

607



has resulted mainly from the need to monitor therapy
and determine eligibility for therapy. Commonly per-
formed quantitative molecular assays are listed in
Table 29.5. Typical of the diagnosis of a human cancer
is the identification of numerous protein targets
through immunohistochemical techniques that help
pathologists in their diagnostic decision making. In
addition, molecular markers have become part of this
armamentarium not so much for the diagnosis of dis-
ease, but more so for the selection and monitoring of
therapies. The first example of this type of application
was the quantitative detection of ERBB2 (v-erb-b2

erythroblastic leukemia viral oncogene homolog 2) in
human breast cancers.

The human epidermal growth factor receptor
2 (ERBB2, commonly referred to as HER2) gene had
been recognized as being amplified in breast cancers
for many years [15,16]. In fact, this gene is amplified in
up to 25% of all breast cancers. Amplification of the
HER2 gene is the primary mechanism of HER2 overex-
pression that results in increased receptor tyrosine kinase
activity (Figure 29.2). HER2-positive breast cancers have
a worse prognosis and are often resistant to hormonal
therapies and other chemotherapeutic agents. Trastuzu-
mab (Herceptin), the first humanized monoclonal anti-
body against the HER2 receptor, was approved by the
FDA in 1998. The availability of a therapeutic now made
it necessary for laboratories to determine HER2 gene
copy number or protein overexpression before patients
would be eligible for treatment. Several FDA-cleared
tests for immunohistochemical detection of HER2 pro-
tein and fluorescence in situ hybridization (FISH) detec-
tion of gene amplification are commercially available
and approved as companion diagnostics for Herceptin
(Figure 29.3). Recently, the American Society of Clinical
Oncology and the College of American Pathologists pub-
lished guidelines for performing and interpreting HER2
testing [17]. These guidelines attempt to standardize
HER2 testing by addressing preanalytical, analytical, and
postanalytical variables that could lessen result variability

Table 29.4 Qualitative Molecular Diagnostic Tests that are Routinely Performed in the
Dartmouth Molecular Pathology Laboratory

Genetics Hematology Infectious Oncology Personalized Medicine

AAT BCL-2 B. holmesii BRAF CYP2C9
ApoE FLT3 B. parapertussis MSI CYP2D6
CFTR IGH B. pertussis SLN EGFR
Factor II JAK2 Brucella sp. GSTP1
Factor V TCR GBS HCV Genotype
HFE HHV6 K-ras
MTHFR HPV UGT1A1
SNCA Rep1 MRSA VKORC1

Parvo B19

RFLP

V617F

WT

WT
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5
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Figure 29.1 Detectionof the JAK2V617FmutationusingPCR-RFLP (left) and real-timePCRallelic discrimination (right).

Table 29.5 Quantitative Molecular
Diagnostic Tests That are
Routinely Performed in
the Dartmouth Molecular
Pathology Laboratory

Hematology Infectious
Personalized
Medicine

BCR-ABL BKV HER2
Chimerism HCV
t(15;17) HIV
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due to technical and interpretative subjectivity. While
many laboratories have adopted an algorithm for screen-
ing breast cancer cases by immunohistochemical staining
and reflexing equivocal results for FISH analysis, others
have gone to a primary FISH screen for HER2 gene
amplification.

Phase III: Resistance Testing

With respect to resistance genotyping, our infectious
disease experience has taught us that this can be attrib-
uted to identification of subtypes of organisms such as

in Hepatitis C virus (HCV) or in actual mutations of the
viral genome as in the HIV-1 virus. It is well known that
tumor cells develop resistance to therapeutic agents via
multiple mechanisms and, more importantly, are sensi-
tive to newer therapeutic modalities if certain genetic
abnormalities are or are not present in the tumor cells.
For example, significant improvements have beenmade
in the response rates, progression-free survival, and
overall survival for colorectal cancers, the second lead-
ing cause of cancer death in theUnited States, in the last
decade. This has been due to new combinations of che-
motherapeutic agents and new small molecule targeted
therapies [18–20].

The overall efficacy of traditional chemotherapeutic
agents for treating cancer has been extremely low. More
modern targeted therapies hope to improve on this.
Selecting patients most likely to benefit from molecu-
larly targeted therapies, however, has been challenging.
Recently, K-ras mutations have been shown to be
an independent prognostic factor in patients with
advanced colorectal cancer who are treated with Cetux-
imab [21]. Cetuximab is known to be active inmetastatic
colorectal cancer patients which are resistant to irinote-
can, oxaliplatin, and fluoropyrimidine. In these studies,
K-ras mutation has also been identified as a marker of
tumor cell resistance to Cetuximab. Amado et al. have
also associated the presence of wild-type K-ras sequences
with panitumumab (a humanizedmonoclonal antibody
against the epidermal growth factor receptor) efficacy
in patients withmetastatic disease [22]. These data dem-
onstrate the need for identifying resistant mutations in
other genes, as well as identifying the presence of the
target for these novel therapies.

K-ras mutations are present in >30% of colorectal
cancers and play a critical role in the pathogenesis of

1 = ↑ gene copy number
2 = ↑ mRNA transcription
3 = ↑ cell surface receptor protein expression
4 = ↑ release of receptor extracellular domain

Normal Amplification/Overexpression

Cytoplasm

HER-2/neu receptor
protein

Cytoplasmic
membrane

Nucleus
HER-2/neuDNA

HER-2/neu
mRNA

1

2

3

4

Figure 29.2 Schematic diagram of the HER2 amplification process in normal and tumor breast epithelial cells.

Figure 29.3 HER2 amplification as detected by FISH
analysis (orange signal, LSI HER2; green signal, CEP17).
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this disease. K-ras is a member of the guanosine-50-tri-
phosphate (GTP)-binding protein superfamily. Stimu-
lation of a growth factor receptor by ligand binding
results in activated K-ras by binding to GTP. This
results in downstream activation of pathways such as
RAF/MAP kinase, STAT, and PI3K/AKT, that in turn
results in cellular proliferation, adhesion, angiogene-
sis, migration, and survival [23–25]. While the associa-
tion of K-ras mutations and cancer had been known
for quite some time, the association of mutated K-ras
with a response to a novel and expensive therapeutic
has made its interrogation a prerequisite to receiving
therapy. It is now estimated that all colorectal cancer
patients who will receive these therapies will first be
tested for K-ras mutations.

BCR-ABL: A MODEL FOR THE NEW

PARADIGM

Chronic myelogenous leukemia (CML) is considered
one of the diseases in the group of myeloproliferative
disorders. These are clonal hematopoietic malignan-
cies characterized by the proliferation and survival of
one or more of the myeloid cell lineages [26,27].
CML has an estimated 5,000 newly diagnosed cases

per year, and it accounts for about 20% of all adult
cases of leukemia [28,29]. Typically, the disease pro-
gresses through three clinical phases: (i) a chronic
phase (which may be clinically asymptomatic), (ii) an
accelerated phase, and (iii) a blast phase or blast crisis.
Most patients are diagnosed with the disease during
the chronic phase by morphologic, cytogenetic, and
molecular genetic techniques.

The (9;22)(q34;q11) translocation, which results in
the BCR-ABL fusion gene, is a defining feature of this
disease [30–32]. BCR-ABL analysis warrants the three
phases of the presented paradigm for qualitative diag-
nostic testing, quantitative monitoring, and resistance
mutation analysis. CML has traditionally been diag-
nosed and monitored by cytogenetics, FISH, and
Southern blot analysis (Figure 29.4). Conventional
cytogenetics, such as bone marrow karyotyping that is
performed on 30–50 cells, can be used to visualize
the translocation by G-banding analysis. FISH, typically
performed on 100–1000 cells in interphase or meta-
phase, allows the visualization of the translocation
through the use of fluorescently labeled probes
(Figure 29.4). These techniques are limited in sensitiv-
ity and cannot detect more than a 2-log reduction in
residual CML cells and have increased turnaround
times [33].
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Figure 29.4 Testing methods for the detection of the BCR-ABL translocation. Traditional cytogenetic karyotyping,
Southern blot transfer analysis, FISH, and real-time PCR.
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Real-time reverse transcriptase quantitative PCR
(qPCR) has become the preferred method for moni-
toring the second phase of the paradigm, minimal
residual disease in CML patients treated with imatinib
(Figure 29.4) [33–39]. The major advantage of qPCR
is that it has a sensitivity on the order of one CML cell
per 105 normal cells, thus achieving a 3-log improve-
ment in sensitivity compared to cytogenetics and FISH.
Novel instrumentation now allows clinical laboratories
the ability to provide quantitative analysis using real-
time PCR in under 2 hours (Figure 29.5) [40,41].

The detection of low levels of disease in CML patients
is critical to the proper management of these patients.
Studies have shown that a rapid 3-log quantitative reduc-
tion in BCR-ABL transcript predicts risk of progression
in CML patients being treated with imatinib [38,39].
Similarly, a significant increase in BCR-ABL transcript
in a patient being treated with imatinib may indicate
an acquired mutation which confers resistance to treat-
ment. Molecular analysis of the transcript is performed
to identify mutations that confer therapeutic resistance,
the third phase of the paradigm. It has been recom-
mended that patients who fail to achieve a 3-log reduc-
tion in BCR-ABL transcript levels after 18 months of
imatinib therapy have an increase in their dose in an
attempt to achieve a major molecular response [39].

The recognition of the role of BCR-ABL kinase
activity in CML has provided an attractive target for
the development of therapeutics. Although interferon
therapy and stem cell transplantation were previously
the first-line treatments of choice, tyrosine kinase inhib-
itors such as imatinib mesylate (GleevecW; Novartis,
Basel, Switzerland), and dasatinib (SPRYCELW;

Bristol-Myers Squibb, New York, NY) have now become
first- and second-line therapies. Imatinib binds to the
inactive form of the wild-type Bcr-Abl protein, prevent-
ing its activation. However, acquired mutations in the
BCR-ABL kinase domains prevent imatinib binding.
Dasatinib binds to both the inactive and active forms
of the protein, and also binds to all imatinib-resistant
mutants except the threonine to isoleucine mutation
at amino acid residue 315 (T315I). The introduction
of more efficacious therapeutics such as imatinib and
dasatinib has redefined the therapeutic responses that
are achievable in the CML patient (Table 29.6). CML
now represents a molecular oncology paradigm similar
to HIV-1 whereby qualitative, quantitative, and resis-
tant genotyping can be performed routinely.
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Figure 29.5 GeneXpert real-time PCR system and cartridge for quantification of the BCR-ABL transcript.

Table 29.6 Therapeutic Goals for the CML
Patient

Therapeutic Goal Therapeutic Response

Hematologic
response

Normal peripheral blood valves,
normal spleen size

Cytogenetic response
1. complete
2. partial
3. minor

Reduction of Phþ cells in blood
or bone marrow

1. 0% Phþ cells
2. 1%–35% Phþ cells
3. 36%–95% Phþ cells

Molecular response Reduction or elimination of
BCR-ABL mRNA in peripheral
blood or bone marrow
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CONCLUSION

Numerous genes and mutations have been identified
for many human diseases, including cancer. Yet little
of this knowledge has made it into the clinical labora-
tory as validated diagnostic tests. This is beginning to
change with our increased medical and biological
knowledge of these diseases. Genomics and prote-
omics in the clinical context of diagnostic testing are
progressing at record speeds. Technology, as is typical
in the clinical laboratory, has far outpaced proven clin-
ical utility. Routine applications of information from
the “omics-era” are currently being performed for a
new paradigm in molecular diagnostic testing that con-
sist of qualitative, quantitative, and resistance genotyp-
ing for various clinical conditions.
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INTRODUCTION

In 2001, the first draft of the Human Genome Project
was simultaneously published by two groups [1,2].
This was the beginning of an era that promised bet-
ter diagnostic and prognostic testing that would lead
to preventive medicine and more personalized ther-
apy. As part of this promise, the ability to select and
dose therapeutic drugs through the use of genetic
testing has become a reality. Pharmacogenomics
represents the role that genes play (pharmacoge-
netics) in the processing of drugs by the body (phar-
macokinetics) and how these drugs interact with
their targets to give the desired response (pharmaco-
dynamics) (Figure 30.1). While other environmental
factors also play a role in this selection, an indivi-
dual’s genetic makeup provides new insights into
the metabolism and targeting of commonly pre-
scribed as well as novel targeted therapies [3–5].
The importance of implementing this knowledge
into clinical practice is highlighted by the more than
2 million annual hospitalizations and greater than
100,000 annual deaths in the United States due to
adverse drug reactions [6].

Current medical practices often utilize a trial-and-
error approach to select the proper medication and
dosage for a given patient (Figure 30.2). Pharmacoge-
netics (PGx) utilizes our knowledge of genetic varia-
tion to assess an individual’s response to therapeutic
drugs, and when interpreted in the context of the
entire being, pharmacogenomics can result in better
personalized medicine. This application of human
genetics is our attempt to more accurately and

efficaciously determine genomic sequence variations
and expression patterns involved in response to the
absorption, distribution, metabolism, and excretion
of therapeutic drugs at a systemic level [3,7–9]. A sec-
ond component to this application of genomics is in
the identification of target genes for novel therapies
at the cellular level, as well as acquired mutations in
genes of specific pathways that may result in a better
or worse response to a novel therapy. The overall aim
of PGx testing is to decrease adverse responses to ther-
apy and increase efficacy by ensuring the appropriate
selection and dose of therapy.

Numerous genetic variants or polymorphisms in
genes that code for drug metabolizing enzymes, drug
transporters, and drug targets that alter response to
therapeutics have been identified (www.pharmgkb.
org/) (Table 30.1). Classification of these enzymes
includes specific nomenclature, CYP2D6*1, such that
the name of the enzyme (CYP) is followed by the fam-
ily (for example, 2), subfamily (for example, D), and
gene (for example, 6) associated with the biotransfor-
mation. Allelic variants are indicated by an asterisk
(*) followed by a number (for example, *1). The
technologies that are currently available in clinical
laboratories and are employed to routinely test for
these variants are shown in Table 30.2 [10].

Single nucleotide polymorphisms (SNPs) in these
genes may result in no significant phenotypic effect,
change drug metabolism by >10,000-fold, or alter
protein binding by >20-fold [11]. More than 3.5 mil-
lion SNPs have been identified in the human genome
(www.hapmap.org), making analysis quite challeng-
ing. As shown in Table 30.1, different genes can
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contain various numbers of SNPs that alter the func-
tion of the coded protein. It is important to clearly
differentiate these benign polymorphisms (present
in greater than 1% of the general population) from
rare disease-causing mutations that are present in less
than 1% of the general population. The SNPs asso-
ciated with pharmacogenetics do not typically result
in any form of genetic disease. We do know that
these SNPs may be used to evaluate individual risk
for adverse drug reactions (ADRs) so that we may
decrease ADRs, select optimal therapy, increase
patient compliance, develop safer and more effective
drugs, revive withdrawn drugs, and reduce time and
cost of clinical trials [6,12].

In addition to the genotype predicting a phenotype,
drug metabolizing enzyme activity can be induced or
inhibited by various drugs. Induction leads to the pro-
duction of more enzyme within 3 or more days of
exposure to inducers [13]. Enzyme inhibition by com-
monly prescribed drugs can be an issue in polyphar-
macy and is usually the result of competition between
two drugs for metabolism by the same enzyme. A bet-
ter understanding of drug metabolism has led to a
number of amended labels for commonly prescribed
drugs (Table 30.3).

Historical Perspective

Friedrich Vogel was the first to use the term pharmaco-
genetics in 1959 [14]. However, in 510 BC, Pythagoras
recognized that some individuals developed hemolytic
anemia with fava bean consumption [15]. In 1914,
Garrod expanded on these early observations to state
enzymes detoxify foreign agents so that they may be
excreted harmlessly, but some people lack these
enzymes and experience adverse effects [16]. Hemo-
lytic anemia due to fava bean consumption was later
determined to occur in glucose-6-phosphate dehydro-
genase deficient individuals [17,18].

Through the early 1900s PGx evolved as investiga-
tors combined Mendelian genetics with observed phe-
notypes. In 1932, Snyder performed the first global
study of ethnic variation and deduced that taste defi-
ciency was inherited. As such, the phenylthiourea
non-taster phenotype was an inherited recessive trait,
and the frequency of occurrence differed between
races [19]. Similarly, polymorphisms in the N-acetyl
transferase enzyme also segregate by ethnicity [20].
Shortly thereafter other genetic differences such as
aldehyde dehydrogenase and alcohol dehydrogenase
deficiencies were discovered. In 1956, it was recog-
nized that variants of glucose-6-phosphate dehydroge-
nase caused primaquine-induced hemolysis [21]. It
was shown that the metabolism of nortriptyline and
desipramine was highly variable among individuals,
and two phenotypes were identified in 1967 [22].
Subsequently, genetic deficiencies in other enzyme
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Figure 30.2 Schematic diagram illustrating current medical practice and the changes that occur in a personalized
medicine model.

PK PD

PGx

Environment

Figure 30.1 Venn diagram of pharmacogenomics
showing the interactions of pharmacogenetics (PGx),
pharmacokinetics (PK), and pharmacodynamics (PD),
along with other environmental factors that affect drug
response.

Table 30.1 Examples of Enzymes and Their
Designated Polymorphic Alleles

Enzyme Alleles

Cytochrome P450
2D6 (CYP2D6)

*2, *3, *4, *5, *6, *7, *8, *11, *12, *13,
*14, *15, *16, *18, *19, *20, *21,
*38, *40, *42, *10, *17, *36, *41

Cytochrome P450
2C9 (CYP2C9)

*1, *2, *3, *4, *5, *6

Cytochrome P450
2C19 (CYP2C19)

*2, *3

UGT1A1 *6, *28, *37, *60
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systems were documented and shown that metabolism
of drugs played a critical role in a patient’s response as
well as risk for development of ADRs [23–26]. The cen-
tral dogma for assessing human diseases at a molecular
level, DNA ! RNA ! protein, became the model for
moving the newly discovered knowledge base and tech-
nologies forward at the molecular level.

Genotyping Technologies

We currently have the means to successfully and accu-
rately genotype patients for polymorphisms and muta-
tions on a routine basis [10] (Table 30.2). Genotyping
involves the identification of defined genetic variants
that give rise to the specific drug response phenotypes
[27]. Genotyping methods are easier to perform and
more cost effective than the more traditional pheno-
typing methods. Because an individual’s genotype is
not expected to change over time, most genotyping
applications need be performed only once in an indi-
vidual’s lifetime. The exception to this is for the
acquired genetic variants that occur in certain disease
conditions such as cancer where variants of tumor cells
may change during the course of the disease. While a
single genotype can determine responses to numerous

therapeutic drugs, it is worth noting that patients and
providers will need to refer back to genotype informa-
tion on numerous occasions.

Early genotyping efforts utilized conventional pro-
cedures such as Southern blotting and the polymerase
chain reaction (PCR) followed by restriction endonu-
clease digestion to interrogate human gene sequences
for polymorphisms [27,28]. The introduction of real-
time PCR to clinical laboratories has resulted in assays
which can be performed much faster and in a multi-
plexed fashion so that more variants are tested for at
the same time [29] (Figure 30.3). Direct sequencing
reactions have been developed on automated capillary
electrophoresis instruments to detect specific base
changes that result in a variant allele.

More recently, platforms utilizing various array
technologies for genotyping have been introduced
into the clinical laboratory. Roche Molecular was the
first to introduce an FDA-cleared microarray, Ampli-
Chip CYP450 test, for PGx testing on an Affymetrix
platform which detects 31 known polymorphisms in
the CYP2D6 gene, including gene duplication and
deletion, as well as two variations in the CYP2C19

Table 30.2 Genotyping Methodologies Currently in Use in the Clinical Laboratory

Technology Methodology* Company*

Gel electrophoresis Southern blot PCR-RFLP* Generic equipment
Real-time PCR Allele-specific PCR

Allelic discrimination
Applied Biosystems
Biorad
Cepheid
Roche Molecular

DNA Sequencing Sanger—fluorescent detection Applied Biosystems
Beckman Coulter
Pyrosequencing

Arrays Liquid beads
Microarray
Microfluidic

Autogenomics
Luminex
Nanosphere
Roche Molecular

*Representative examples.
**PCR-RFLP, polymerase chain reaction-restriction fragment length polymorphism analysis.

Table 30.3 Examples of Therapeutic Drugs
That Include PGx Information
or Have Had Labels Amended
Due to New Knowledge of
Metabolism

Atomoxetine StratteraW

Thioridazine MellarilW

Voriconazole VfendW

6-mercaptopurine PurinetholW

Azathioprine ImuranW

Irinotecan CamptosarW

Warfarin CoumadinW
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Figure 30.3 Allelic discrimination using real-time PCR
and Taqman probes to identify individuals who are
homozygous or heterozygous (circle) for a particular SNP.
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gene [30]. Other array platforms being introduced
into the clinical laboratory are the AutoGenomics
INFINITI™ [31], Luminex 100 and 200 microbead-
array technologies [32], and the Nanosphere Veri-
gene system [10].

PGx and Drug Metabolism

Most of the enzymes involved in drug metabolism are
members of the cytochrome P450 (CYP450) superfam-
ily [33–35]. CYP450 enzymes are mainly located in the
liver and gastrointestinal tract and include greater
than 30 isoforms [33]. The most polymorphic of these
enzymes responsible for the majority of biotransforma-
tions are the CYP3A, CYP2D6, CYP2C19, and CYP2C9.
Benign genetic variants or polymorphisms in these
genes can lead to the following phenotypes: poor,
intermediate, extensive, and ultrarapid metabolizers.
Poor metabolizers (PM) have no detectable enzymatic
activity; intermediate metabolizers (IM) have decreased
enzymatic activity; extensive metabolizers (EM) are con-
sidered normal and have at least one copy of an active
gene; ultrarapid metabolizers (UM) contain duplicated
or amplified gene copies that result in increased drug
metabolism. The following are several examples of poly-
morphic drug metabolizing enzymes that can affect
response to therapy.

CYP2D6

CYP2D6 is an example of one of the most widely stud-
ied members of this enzyme family. It is highly poly-
morphic and contains 497 amino acids. The CYP2D6
gene is localized on chromosome 22q13.1 with two
neighboring pseudogenes, CYP2D7 and CYP2D8
[36,37]. More than 50 alleles of CYP2D6 have been
described, of which alleles *3, *4, *5, *6, *7, *8, *11,
*12, *13, *14, *15, *16, *18, *19, *20, *21, *38, *40,
*42, and *44 were classified as nonfunctioning and
alleles *9, *10, *17, *36, and *41 were reported to have
substrate-dependent decreased activity [38]. CYP2D6
alone is responsible for the metabolism of 20%–25%
of prescribed drugs (Table 30.4). Screening for
CYP2D6*3, *4, and *5 alleles identifies at least 95%
of poor metabolizers in the Caucasian population.
Based on the type of metabolizer, an individual can
determine the response to a therapeutic drug.

CYP2C9

A more specific example of CYP450 metabolizing
enzyme polymorphisms and drug metabolism is
demonstrated by CYP2C9 and warfarin. In the past
six years, there has been tremendous interest in study-
ing the effect of genetics on warfarin dosing [39].
CYP2C9 polymorphisms (CYP2C9*2 and CYP2C9*3)
were first found to reduce the metabolism of S-warfa-
rin, which can lead to dosing differences [40,41]. Soon
after, the identification of a polymorphism in the vita-
min K epoxide reductase (VKORC1) gene proved that
drug target polymorphisms are also important in

warfarin dosing [42,43]. Since then, several warfarin
dosing algorithms that take into consideration patient
demographics, CYP2C9 and VKORC1 polymorphisms,
and concurrent drug use have been developed [44–48].
In August 2007, the FDA announced an update to the
warfarin package insert to include information on
CYP2C9 and VKORC1 testing [49].

UGT1A1

The uridine diphosphate glucuronosyltransferases
(UGT) superfamily of endoplasmic reticulum-bound
enzymes is responsible for conjugating a glucuronic
acid moiety to a variety of compounds, thus allowing
these compounds to be more easily eliminated. It is a
member of this family that catalyzes the glucuronida-
tion of bilirubin, allowing it to be excreted in the bile.
As irinotecan therapy for advanced colorectal cancers
became more widely used, it was observed that patients
who had Gilbert syndrome (defects in UGT leading to
mild hyperbilirubinemia) suffered severe toxicity [50].
Irinotecan is converted to SN-38 by carboxylesterase-2,
and SN-38 inhibits DNA topoismoerase I activity
[51,52]. SN-38 is glucuronidated by uridine diphos-
phate glucuronosyl-transferase (UGT), forming a water-
soluble metabolite, SN-38 glucuronide, which can
then be eliminated [53] (Figure 30.4). The observation
made in Gilbert syndrome patients revealed that SN-38
shares a glucuronidation pathway with bilirubin. The
decreased glucuronidation of bilirubin and SN-38 can
be attributed to polymorphisms in the UGT1A1 gene.
The wild-type allele of this gene, UGT1A1*1, has six tan-
dem TA repeats in the regulatory TATA box of the
UGT1A1 promoter. The most common polymorphism
associated with low activity of UGT1A1 is the *28 variant,
which has seven TA repeats. In August 2005, the FDA
amended the irinotecan (CamptosarW) package insert
to recommend genotyping for the UGT1A1 polymor-
phism and suggested a dose reduction in patients homo-
zygous for the *28 allele.

Table 30.4 Some Therapeutic Drugs
Metabolized by CYP2D6

Cytochrome P450 2D6

Amitriptyline Lidocaine
Aripiprazole Metoclopramide
Atomoxetine Metoprolol
Carvedilol Nortriptyline
Chlorpromazine Oxycodone
Clomipramine Paroxetine
Codeine Propafenone
Desipramine Propranolol
Dextromethorphan Risperidone
Duloxetine Tamoxifen
Flecainide Thioridazine
Fluoxetine Timolol
Fluvoxamine Tramadol
Haloperidol Venlafaxine
Imipramine Zuclopenthixol
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PGx and Drug Transporters

Although the genes that code for drug metabolizing
enzymes have received more attention in recent years
as markers for PGx testing, the genes that code for
proteins used to transport drugs across membranes
also need to be considered when discussing PGx.
These drug transporter proteins move substrates
across cell membranes, bringing them into cells or
removing them from cells. These proteins are essential
in the absorption, distribution, and elimination of var-
ious endogenous and exogenous substances including
pharmaceutical agents.

Several groups of drug transporters that may be
significant in the field of pharmacogenomics exist,
including multidrug resistance proteins (MDRs), mul-
tidrug resistance-related proteins (MRPs), organic
anion transporters (OATs), organic anion transport-
ing polypeptides (OATPs), organic cation transporters
(OCTs), and peptide transporters (PepTs). ABCB1
(MDR1) is a member of the multidrug resistance pro-
tein family and is one example of a drug transporter
protein important in the field of PGx.

ABCB1

ABCB1 is a member of the ATP-binding cassette
(ABC) superfamily of proteins. Also known as P-glyco-
protein (P-gp) or MDR1, it is a 170 kDa glycosylated
membrane protein expressed in various locations
including the liver, intestines, kidney, brain, and testis
[54–56]. Generally speaking, ABCB1 is located on the
membrane of cells in these locations and serves to
eliminate metabolites and a wide range of hydropho-
bic foreign substances, including drugs, from cells by
acting as an efflux transporter [57,58]. Due to the
localization of ABCB1 on specific cells, ABCB1 aids in
eliminating drugs into the urine or bile and helps
maintain the blood-brain barrier [56].

Like other eukaryotic ABC proteins, the ABCB1 pro-
tein is composed of two similar halves, each half contain-
ing a hydrophobic membrane binding domain and a
nucleotide-binding domain. The membrane binding
domains are each composed of six hydrophobic trans-
membrane helices, and the two hydrophilic nucleo-
tide-binding domains are located on the intracellular
side of the membrane where they bind ATP [59–61].

ABCB1 was first identified in cancer cells that had
developed a resistance to several anticancer drugs
because of an overexpression of the transporter. When
expressed at normal levels in noncancerous cells,
ABCB1 has been shown to transport other classes of
drugs out of cells including cardiac drugs (digoxin),
antibiotics, steroids, HIV protease inhibitors, and
immunosuppressants (cyclosporin A) [61].

Genetic variations in the ABCB1 gene expressed in
normal cells have been shown to have a role in interindi-
vidual variability in drug response [62,63]. Although
many polymorphisms have been detected in the ABCB1
gene, correlations between genotype and either protein
expression or function have been described for only a
few of the genetic variants. Most notable among these is
the 3435 C>T polymorphism, found in exon 26, which
has been found to result in decreased expression of
ABCB1 in individuals homozygous for the T allele. These
results, however, have been found to be slightly contro-
versial [62,64–67]. The possible importance of the 3435
C>T is particularly interesting considering the mRNA
levels are not affected by this polymorphism, which is
found within a coding exon. Although the correlation
between the 3435 C>T polymorphism and ABCB1 pro-
tein levels may be due to linkage of this polymorphism
to others in the ABCB1 gene, a recent study showed that
this polymorphism alone does not affect ABCB1 mRNA
or protein levels but does result in ABCB1 protein with
an altered configuration. The altered configuration due
to 3435 C>T is hypothesized to be caused by the usage
of a rare codon which may affect proper folding or inser-
tionof theprotein into themembrane, affecting the func-
tion, but not the level of ABCB1 [68]. Genetic variations
affecting the expression or function of drug transporter
proteins, such as ABCB1, could drastically alter the phar-
macokinetics and pharmacodynamics of a given drug.

PGx and Drug Targets

Most therapeutic drugs act on targets to elicit the desired
effects. These targets include receptors, enzymes, or pro-
teins involved in various cellular events such as signal
transduction, cell replication, and others. Investigators
have now identified polymorphisms in these targets that
render themresistant to the particular therapeutic agent.
While these polymorphisms in receptors may not show
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dramatic increases or decreases in drug activity as the
drug metabolizing enzymes, biologically significant
effects occur frequently [3,15,33]. The human m-opioid
receptor gene (OPRM1) and FLT3 are two examples of
the effects of polymorphisms on drug targets.

OPRM1

The human m-opioid receptor, coded by the OPRM1
gene, is the major site of action for endogenous b-
endorphin, and most exogenous opioids. Forty-three
SNPs have been discovered in the OPRM1 gene, but
the 118A>G SNP is the most well studied [69]. The
allele frequency of OPRM1 118A>G SNP in Caucasians
is 10%–30% [69,70]. This SNP causes an increased affin-
ity of the m-opioid receptor for b-endorphin, which
improves pain tolerance in humans [71,72]. However,
the effect of this SNP is controversial in people taking
exogenous opioids. Studies showed that 118G allele car-
riers required an increased dose of morphine in patients
with acute and chronic pain [73,74], but a decreased
dose of fentanyl in patients requiring epidural or intrave-
nous fentanyl for pain control during labor [75]. The
exact mechanism of how this happens is still unknown.

FLT3

FLT3 is a receptor tyrosine kinase expressed and acti-
vated in most cases of acute myeloid leukemia (AML),
which has a relatively high relapse rate due to acquired
resistance to traditional chemotherapies. An internal
tandem duplication (ITD) mutation in the FLT3 gene
is found in up to 30%of AMLpatients, while pointmuta-
tions have been shown to account for approximately 5%
of refractory AML. The FLT3-ITD induces activation
of this receptor and results in downstream constitutive
phosphorylation in STAT5, AKT, and ERK pathways.
This mutation in FLT3 is a negative prognostic factor
in AML. Recently, a novel multitargeted receptor
tyrosine kinase inhibitor, ABT-869, has been developed
to suppress signal transduction from constitutively
expressed kinases such as a mutated FLT3 [76].

PGx Applied to Oncology

Cancer represents a complex set of deregulated cellu-
lar processes that are often the result of underlying
molecular mechanisms. While there is recognized
interindividual variability with respect to an observed
chemotherapeutic response, it is also apparent that
there is considerable cellular heterogeneity within a
single tumor that may account for this lack of efficacy.
It is becoming clear that molecular genetic variants sig-
nificantly contribute to an individual’s response to a
particular therapy of which some is due to polymor-
phisms in genes coding for drug-metabolizing enzymes.
However, in the cancer patient the acquired genetics of
the tumor cell must also be taken into account. Unlike
traditional PGx testing, those tests for the cancer
patient must be prepared to identify acquired or
somatic genetic alterations that deviate from the under-
lying genome of the individual.

Cancer patients exhibit a heterogeneous response to
chemotherapy with only 25%–30% efficacy. PGx can
improve on chemotherapeutic and targeted therapy
responses by providing a more informative evaluation
of the underlying molecular determinants associated
with tumor cell heterogeneity. In the cancer patient,
PGx can be used to integrate information on drug
responsiveness with alterations in molecular biomar-
kers. Thus, as with previous examples of PGx testing,
therapeutic management of the cancer patient can be
tailored to the individual patient or tumor phenotype.

Estrogen Receptor

One of the first and most widely used parameters for a
targeted therapy is the evaluation of breast cancers for
expression of the estrogen receptor (ER) (Figure 30.5).
ER-positive breast cancers are then treated with hor-
monal therapies that mimic estrogen. One of these
estrogen analogues is Tamoxifen (TAM), which itself
has now been shown to have altered metabolism due
to CYP450 genetic polymorphisms [77,78]. TAM is used
to treat all stages of estrogen receptor-positive breast
cancers [79]. TAM and its metabolites compete with
estradiol for occupancy of the estrogen receptor, and
in doing so inhibit estrogen-mediated cellular prolifera-
tion. Conversion of TAM to its active metabolites occurs
predominantly through the CYP450 system [80]
(Figure 30.6). Conversion of TAM to primary and sec-
ondary metabolites is important because these metabo-
lites can have a greater affinity for the estrogen
receptor than TAM itself. For example, 4-OH N-
desmethyl-TAM (endoxifen) has approximately 100
times greater affinity for the estrogen receptor than
tamoxifen. Activation of tamoxifen to endoxifen is pri-
marily due to the action of CYP2D6 [81]. Therefore,
patients with defective CYP2D6 alleles derive less benefit
from tamoxifen therapy than patients with functional
copies of CYP2D6 [82]. The most common null allele
among Caucasians is CYP2D6*4, a splice site mutation
(G1934A) resulting in loss of enzyme activity [83] and,
therefore, lack of conversion of TAM to endoxifen. This

Figure 30.5 Immunohistochemical staining for the
estrogen receptor in breast cancer.
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would result in significantly decreased response to this
commonly used antihormonal therapy. Common poly-
morphisms such as this make it feasible to accurately
genotype patients so that treatments may be optimized.

HER2

The human epidermal growth factor receptor 2 (ERBB2
orHER2) gene is amplified in up to 25% of all breast can-
cers. While this gene can be expressed in low levels in a
variety of normal epithelia, amplification of the HER2
gene is the primary mechanism of HER2 overexpression
that results in increased receptor tyrosine kinase activity.
HER2 status has been implemented as an indicator of
both prognosis as well as a predictivemarker for response
to therapy such that HER2-positive breast cancers have a
worse prognosis and are often resistant to hormonal
therapies and other chemotherapeutic agents [84–86].
As a predictive marker, HER2 status is utilized to deter-
mine sensitivity to anthracycline-based chemotherapy
regimens. Determination of HER2 status is also recog-
nized as the first FDA-approved companion diagnostic
since Trastuzumab (Herceptin), the first humanized
monoclonal antibody against the HER2 receptor, was
approved by the FDA in 1998 [87,88]. Introduction of
this therapeutic into routine use made it necessary for
laboratories to determine the HER2 status in breast can-
cer cells before patients would be eligible for treatment
(Figure 30.7). Several FDA-cleared tests for immunohis-
tochemical detection of HER2 protein and fluorescence
in situ hybridization (FISH) detection of gene amplifica-
tion are commercially available and approved as compan-
ion diagnostics for Herceptin therapy [89]. Recently,
the American Society of Clinical Oncology and the

College of American Pathologists published guidelines
for performing and interpreting HER2 testing [90].
These guidelines attempt to standardize HER2 testing
by addressing preanalytical, analytical, and postanalytical
variables that could lessen result variability due to techni-
cal and interpretative subjectivity.

TPMT

Thiopurine S-methyltransferase (TPMT) is a cytosolic
enzyme that inactivates thiopurine drugs such as
6-mercaptopurine and azathioprine through methyla-
tion. Thiopurines are frequently used to treat child-
hood acute lymphoblastic leukemia [91]. Variability
in activity levels of TPMT enzyme function exists
between individuals, and it has been found that this
variability can be attributed to polymorphisms of the
TPMT gene [92,93]. The most common variant alleles,
TPMT*2, TPMT*3A, and TPMT*3C, account for 95%
of TPMT deficiency [94]. Molecular testing is a rela-
tively convenient method for assessment of TPMT
enzyme function in patients before treatment with
thiopurines. Low TPMT activity levels could put
a patient at risk for developing toxicity, since too
much drug would be converted to 6-thioguanine
nucleotides (6-TGNs), the cytotoxic active metabolite
incorporated into DNA. On the other hand, a patient
with high TPMT activity levels would need higher than
standard doses of a thiopurine drug to respond well to
the therapy, since a large amount of the drug is being
inactivated before it can be converted to 6-TGNs [95].

EGFR

The epidermal growth factor receptor (EGFR or HER1)
is a member of the ErbB family of tyrosine kinases that
also includes HER2. Once the ligand binds to the recep-
tor, the receptor undergoes homodimerization or het-
erodimerization. This activation via phosphorylation
initiates signaling to downstream pathways such as
PI3K/AKT and RAS/RAF/MAPK which in turn regu-
lates cell proliferation and apoptosis.

EGFR is expressed in some lung cancers and is the
target of newly developed small molecule drugs, includ-
ing gefitinib and erlotinib. It has been shown that
tumors that respond to these tyrosine kinase (TK) inhi-
bitors (TKIs) contain somatic mutations in the EGFR
TK domain [96–98]. Up to 90% of mutations in non-
small cell lung cancers (NSCLC) can be attributed to
twomutations, an inframe deletion of exon 19 and a sin-
gle point mutation in exon 21 (T2573G). While these
mutations are associated with a favorable response to
the new TKIs, other mutations are associated with a
poor response and potential resistance to these thera-
peutics (for example, in-frame insertion at exon 20
confers resistance).Mutation analysis in the EGFR repre-
sents a new application for molecular diagnostics as
some mutations confer a favorable response, while
others are not so favorable. It becomes critical to the
management of the NSCLC patient that the clinical
molecular diagnostics laboratory be able to identify
such mutations on a routine basis.

Tamoxifen

N-desmethyl
Tamoxifen

4-OH
Tamoxifen

Endoxifen

CYP3A4/3A5 CYP2D6

CYP3A4/3A5

Anti-estrogenic effect 
in tumor cell

Figure 30.6 Simplified schematic diagram showing
metabolism of tamoxifen by CYP450 enzymes with the
resulting production of the active metabolite endoxifen.
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CONCLUSION

Our knowledge base of PGx and clinical applications
of such testing are progressing at record speeds. Tech-
nology is allowing us to perform these tests routinely in
the clinical laboratory. Currently, PGx testing can be
performed to detect polymorphisms in the genes for
metabolizing enzymes and some drug targets. Clearly,
one growing application in cancer patients is to detect
polymorphisms and mutations associated with responses
to newly developed small molecule targeted therapies.
The ultimate goal of these efforts is to truly provide a
“personalized medicine” approach to patient manage-
ment for the purpose of eliminating ADRs, selecting
more efficacious therapeutics, and improving the overall
well-being of the patient.
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